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Fundamentals of Pulsed Plasmas for Materials Processing 

André Anders 

Lawrence Berkeley National Laboratory, University of California, 

1 Cyclotron Road, Berkeley, California 94720-8223 

Abstract 

Pulsed plasmas offer the use of much higher power (during each pulse) compared to continuously operated 

plasmas, and additional new parameters appear such as pulse duty cycle. Pulsed processing may help 

meeting the demands of increasingly sophisticated materials processes, including thin film deposition, 

plasma etching, plasma cleaning of surfaces, and plasma immersion ion implantation.  The high kinetic 

energy of ions allows processes to occur far from thermodynamic equilibrium.  Pulsed plasmas are driven 

by external pulsed power sources, and one has to consider the power source and the plasma as a coupled 

system.  The dynamic plasma impedance is a key quantity from an electrical engineering point of view.  

From a plasma physics point of view, one needs to consider the dynamics of plasma species, their density 

and energy distribution, ionization and recombination reactions, and, most importantly, the development of 

transient sheaths.  Dimensionless scaling parameters are a useful tool putting the variety of plasma 

parameters in relation to characteristic quantities.  This is illustrated by several examples of pulsed 

processes relevant to thin film deposition. The emerging technology of pulsed sputtering is discussed in 

detail including the possibility to achieve the mode of self-sustained self-sputtering during each pulse. 
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1. Introduction 

Coating processes that involve plasma have been used for over a century but their full potential has yet to 

be exploited.  Over the last decades, tremendous progress has been made in understanding and utilization of 

plasma to obtain coatings and surfaces with desired properties. For example, plasmas have been introduced 

in plasma-assisted CVD and PVD (chemical and physical vapor deposition, respectively), leading to 

coatings of much improved quality [1, 2]. Improvements are generally attributed to “activation” of 

condensing particles and enhancement of surface mobility, which usually leads to denser films, affecting a 

wide range of mechanical, optical, electrical and other properties. To further optimize properties of coatings 

and surface structures, plasma can be “engineered,” and this is the topic of following overview, with 

emphasis on pulsed plasmas.  In the following sections, a summary of important plasma laws and 

parameters is provided.  Readers well familiar with plasmas may skip this section and go the main part 

devoted to deriving conclusions from basic considerations for pulsed operation of processing plasmas. 

 

2. Basic laws and characteristic parameters of plasmas 

Before the effects on plasmas on surfaces and growing films are discussed, it is useful to very briefly recall 

some basic laws and parameters of plasmas (for exact derivations see textbooks on plasmas, e.g. [3-5]).  A 

plasma can be roughly defined as an ensemble of particles with long range interaction, such as Coulomb 

interaction between charged particles.  Many macroscopic properties are determined by collective 

interaction of particles.  The ensemble is quasi-neutral,  

 0eQ n n Q nα α β β
α β

− − =∑ ∑ , (1) 

where the indices α and β refer to the kinds of positive and negative ions present, whose charge state 

number and density are denoted by Q and n, respectively.  In many cases, only singly charged, positive ions 

are present, and one can simplify (1) to  

 e in n= . (2) 

The long-range Coulomb potential of a charged particle in a plasma is shielded by the presence of 

neighboring charged particles.  The characteristic shielding length is the electron Debye length 
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1 2

0
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De
e

kT
n e
ελ
 

=   
 

. (3) 

The symbols in Eq. (3) have their usual meaning, namely 12
0 8.854 10 F/mε −≈ ×  is the permittivity of free 

space, 231.38 10 J/Kk −≈ × is Boltzmann’s constant, and 191.60 10 Ce −≈ ×  is the elementary charge.  

Assuming typical values of processing plasmas, for example argon plasma with 2 3 eVekT ≈ −  and 

15 17 -3~ 10 10 men − , one finds that the Debye length is relatively short, in the range 33-410 µm in the 

example.  To qualify as plasma, the size of the ensemble of charged particles has to be much larger than its 

Debye length. The condition of quasi-neutrality, Eqs. (1) or (2), is not valid on a length scale of order Deλ  

and smaller, and therefore large electric fields can exist and lead to changes of the trajectories of charged 

particles (Coulomb collisions).   

A momentary local imbalance of positive and negative charge will cause a large electric field.  The 

field can be calculated by the Poisson equation, which is the third in the set of Maxwell equations, written 

in macroscopic form as: 

 0 t
µ ∂∇× = −

∂
HE  (4) 

 0 t
ε ∂∇× = +

∂
EH J  (5) 

 0ε ρ∇ =Ei  (6) 

 0 0µ ∇ =Hi  (7) 

where ( , )tE r  and ( ), tH r  are the space and time dependent electric and magnetic field vectors, and 

7
0 4 10 H/mµ π −= ×  is the permeability of free space.  The net charge density i en nρ = − and the current 

density ( ), tJ r  are the sources of electric and magnetic field, respectively. Charge density and current are 

not independent but related by the continuity equation 

 G L
t
ρ∂ + ∇ = −

∂
Ji  (8) 

where G and L are the gain and loss terms describing ionization and recombination.   

Because electrons are much lighter than ions, they respond to a change in the electric field much 
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faster, and they will quickly move in such a way as to minimize the local net charge ρ .  They will 

overshoot the equilibrium position and create now local charge, thus leading to oscillatory motion 

characterized by the electron plasma frequency  

 
1 22

,
0

e
pl e

e

n e
m

ω
ε
 

=   
 

. (9) 

Using again the example of 15 17 -3~ 10 10 men −  one obtains about 9 -1
, 1.8 18 10 spl eω = − × .  The inverse is 

56-560 ps, a very short time, and one can immediately see that electrons will do many oscillations on 

timescales of macroscopic changes.  

While oscillating, the electron may encounter a collision with another electron, ion, or neutral 

atom or molecule.  In general, the probability of a collision depends on the relative velocity of the colliding 

particles, u, the density of target particles (i.e. particles to be hit), nβ , and the cross section of interaction 

( )uαβσ .  Collision theory [4, 6, 7] uses the concept of mean-free-path, αλ , the mean distance between 

collisions of particle of type α  with other particles 

 

1

nα β αβ
β

λ σ
−

 
 =
 
 
∑ . (10) 

The mean time between collisions is 

 
u
α

α
λτ = . (11) 

The mean frequency of collisions is the inverse, i.e., 

 1 u n uα β αβ
α β

τ σ
λ

− = =∑ . (12) 

When averaged over all velocities of the (usual Maxwell) distribution one obtains the collision frequency 

 n uα β αβ
β

ν σ=∑ . (13) 

where the averaging is performed as  

 ( ) ( )1u u u f u du
nαβ αβ α

α

σ σ
∞

−∞

= ∫ . (14) 
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Using the cross section of Debye-shielded Coulomb interaction between charged particles, Spitzer [8] 

calculated the momentum transfer collision frequencies for electrons and ions as: 

 

 
( )

2 2

3 21 2
a b

ab b
a a

Q Q
C n

m kT
ν ≈  (15) 

where the indices a and b stand for any combination of electrons and ions, Q is the charge state number (for 

electrons 2 1eQ = ); the constant 
4

54 2
3 2 2

0

ln 1.3 10 (AsVm)
12

eC
π ε

−Λ= ≈ ×  contains the Coulomb logarithm 

ln 10Λ ≈ , a quantity related to shielding of the interaction potential. Our example argon plasma would 

give the following ranges for momentum transfer collision frequencies: 3 5 -110 10 see eiν ν≈ ≈ − , and 

4 6 -110 10 siiν ≈ − . 

Collisions can be elastic or inelastic.  Elastic collisions are those where the total kinetic energy of 

colliding particles is conserved, while inelastic collisions are associated with energy transfer to “inner” 

degrees of freedom, e.g. ionization and excitation.  The cross section for these collisions can be vastly 

different, and therefore one has to distinguish between mean free paths and collision frequencies specific to 

types of collision processes.   

Additional effects occur in the presence of a magnetic field. Electrons execute gyration motion 

with the gyration frequency 

 e eeB mω =  (16) 

where B is the magnetic inductance.  An electron having a velocity component eu ⊥  perpendicular to B will 

have a gyration radius 

 ,
e e e

g e
e

u m u
r

eBω
⊥ ⊥= =  (17) 

Ion motion in magnetic fields follows the same laws but the ion mass and velocity has to be used. In most 

processing plasmas with external magnetic fields, the field is not strong enough to make the ion gyration 

radius small compared to the system dimension.  In these cases, one speaks of plasmas with magnetized 

electrons but non-magnetized ions.   
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3. Sheaths 

While the bulk of plasma is quasi-neutral, its boundary layer is not.  Boundary layers (sheaths) appear 

where a plasma meets a solid such as a chamber wall, substrate, or probe.  The structure of a sheath 

depends on the potential difference between the solid surface and the plasma potential.  Unless this 

difference is externally driven, a space charge will quickly establish itself in such a way as to balance 

particle fluxes through the sheath.  The case of a floating object is particularly easy to comprehend: the net 

current must be zero, thus the space charge must balance the flow of positive and negative charges. The 

electron current from the plasma is determined by thermal random motion 

 01 exp
4e es e

e

eVj e n u
kT

 
=  

 
 (18) 

where 0 0V <  is the potential of the surface with respect to the plasma potential, esn  is the electron density 

at the sheath edge, and  

 
1 2

8 e
e

e

kTu
mπ

 
=  
 

 (19) 

is the electron velocity averaged over a Maxwell distribution. The ion current is  

 i is isj Q e n u= , (20) 

where Q  is the average ion charge state.  The velocity of ions at the sheath edge, isu , is known as the 

Bohm velocity [9]  

 
1 2

e
is Bohm

i

kTu u
m

 
= =  

 
, (21) 

which is greater than the random velocity due to acceleration in the presheath, i.e. the zone between 

undisturbed plasma and the sheath [10]. From the condition e ij j=  one obtains the potential of the wall 

with respect to the plasma potential 

 ln
2 2

e i
float

e

kT mV
e mπ

 
= −  

 
. (22) 

To illustrate the above equations, we consider again our argon model plasma.  The resulting quantities are:  
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60.9 1.2 10  m/seu ≈ − × , 2200 2700 m/sis Bohmu u= ≈ − , ( )9 14  VfloatV = − − , 21 A/cmi ej j≈ ≈ .  

Now we consider a situation when a wall is biased and a net current of charged particles flows to 

the wall. Assuming that the particle energy outside the sheath is much smaller than the potential drop in the 

sheath, Child [11] and later Langmuir [12] solved Poisson’s equation and the continuity equation finding 

that space charge limits the current. Considering a negative wall potential, the Child law for space-charge 

limited ion current can be written as [13] 

 

1 2 3 2
0

0 2
4 2
9i

i

Vej
m s

ε
 

=  
 

, (23) 

where 0V  is the absolute value of the sheath potential (voltage drop across the sheath). A common 

interpretation (and application) of Child’s law is for vacuum diodes and ion extraction systems where s is 

the fixed distance between positive and negative electrode, and ij  represents the maximum ion current 

possible.  More relevant for surface engineering is the situation when a substrate is biased negatively with 

respect to the plasma potential and the ion current is determined by the supply from the plasma, Eq. (20).  

Given enough time (to be discussed later), the sheath becomes a Child law sheath with the thickness 

 

3 4
022

3Child De
e

eVs
kT

λ
 

=  
 

. (24) 

Considering again the argon model plasma mentioned before, one obtains 1.7 27 mmChilds = − . 

 

4. Dimensionless parameters 

The use of dimensionless parameters is a powerful technique to evaluate and understand plasma 

parameters, scaling, and dynamic behavior.  The idea is not new but well developed, for example, in fluid 

and gas dynamics.  Essentially, one selects the most important characteristic physical quantity and 

normalizes other quantities of the same dimension.  Dimensionless parameters relevant for pulsed plasma 

processing are compiled in Table 1. In a dynamic plasma situation, usually both the normalized and the 

normalizing quantities change.  The elegance and power of dimensionless parameters is to be able to 

immediately evaluate a physical situation.  For example, in assessing the collisionality in the sheath region, 

one could chose the sheath thickness as the normalizing quantity and investigate the mean free path in 
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relation to the sheath thickness when the pulse voltage is changed. 

For dynamic situations, the pulse duration, or fall and rise times, are often compared with, for 

example, the characteristic response time of an equilibrium value equq , the latter can generally can be 

expressed as  

 

1
1 equ

equ

dq
q dt

τ
−

= . (25) 

If τ is small compared to the pulse times, the plasma system goes in a new equilibrium state as dictated by 

the pulse parameters, the opposite case the plasma system is in non-equilibrium.  This concept will be 

illustrated below. 

 

5. Pulsed plasmas and pulsed sheaths 

5.1. General considerations for pulsed systems 

When considering pulsed systems, new parameters appear, specifically pulse duration and duty 

cycle.  Other parameters will be changed significantly compared to non-pulsed operation, for example the 

amplitude of current can be orders of magnitude higher, leading to higher power and particle energies, 

higher degree of ionization of the plasma, and other effects.  One needs to distinguish between values 

during a pulse and during pulse-off time, or peak versus average values. 

The duty cycle of a pulse train is defined by the relative duration of the pulse-on time, 

 on

on off

t
t t

δ =
+

. (26) 

For pulses with almost rectangular shape one would use the FWHM (full width at half maximum) as the 

relevant on-time. For irregularly shaped pulses, or more sine-like shapes, the term duty cycle is not well 

suited. 

If the duty cycle concept is applicable, average values can be easily determined from peak values 

using 

 A A δ=  (27) 

where A stands for any physical quantity, such as power. If the pulse rise and fall times are not much 

shorter than the constant portion of the pulse, or no constant portion exists, the general averaging method 
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needs to be applied: 

 ( ) ( )
2

1

2 1

t

t

A A t dt t t= −∫  (28) 

where averaging occurs over the time interval ( )1 2,t t .  

An advantage of pulsed system is that additional “knobs” exist for process optimization, and since 

plasma parameters are shifted, qualitatively different (hopefully better or superior) coatings and surfaces 

can be achieved.   

Disadvantages of pulsed systems are higher cost, e.g. for the pulse modulator, and the need for 

higher voltage insulation, greater current capabilities of cables, better shielding against electromagnetic 

interference, pulsed magnetic fields, eddy currents, induced voltage spikes, and better cooling of 

components and electrodes.   

With the above background knowledge in mind, various situations in pulsed plasma processing 

will be considered. 

 

5.2. DC and pulsed substrate bias 

Substrate bias has been used for many decades. Bias is usually of negative polarity to attract 

positive ions from the processing plasma.  The goals are either preparation the substrate for the coating by 

sputtering, or improvement of the coating by ion bombardment.  An example of the preparation goal can be 

found in the first phase of the ABS (arc bond sputtering) technology [14].  Ion plating [15] is an example 

for ion bombardment by biasing during film growth.  Over the last decade, pulsed bias has become popular 

for several reasons.  One is that the likelihood of unwanted substrate arcing is greatly reduced when using 

bias with short pulses, which is due to the time an emission site takes to become overheated and thus 

unstable.  Other reasons are associated with the nature of pulsing, giving the option for higher voltage and 

high peak power while keeping the average power in the usual range.  

Historically, the application of pulsed substrate bias has originated from several ideas and 

approaches.  One is the technique of plasma immersion ion implantation (PIII), developed in the 1980s by 

Adler [16], Conrad [17], Mizuno [18], and others.  By lowering pulsed bias from 10’s of kV to much 

smaller values, and using condensable metal plasmas, plasma immersion technology was expanded into the 
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field of interface engineering and film formation by energetic condensation [19]. A similar result was 

obtained by Olbrich et al. [20, 21] who started from ion plating with negative DC bias and superimposed 

pulsed bias.  These techniques have been reviewed recently [22-25]. 

 

5.3. Transient sheaths 

When a high negative potential is applied to a substrate, the electrons near the substrate are 

repelled on the timescale of the inverse electron plasma frequency, Eq.(9).  The much more massive ions 

respond slower, namely on the timescale of the inverse ion plasma frequency: 

 

1 2
2 2

1
,

0

i
pl i

i

n Q e
m

ω
ε

−

−
 
 =
 
 

. (29) 

The electron response time is in the nanosecond or even subnanosecond range, and it is save to say 

that all practical pulse rise times are longer. The situation for ions is more complicated.  Here it is useful to 

consider the dimensionless parameter  

 ,rise rise pl itτ ω= . (30) 

When 1riseτ << , electrons are repelled into the plasma, leaving a matrix of “exposed” ions behind.  This is 

the famous ion matrix sheath that exists only for times shorter than 1
,pl iω− . Conrad and coworkers [17, 26] 

and Lieberman [27] derived formula for the ion matrix sheath, the simplest reads for plane geometry [28] 

 

1 2

0 02
IM

i

Vs
en
ε 

≈  
 

. (31) 

For 1
,pl it ω−>  ions move towards the substrate and electrons at the sheath edge continue to be repelled into 

the bulk plasma, thereby “uncovering” new ions and shifting the sheath edge further away from the 

substrate surface.  If we neglect, for the time being, the velocity component of plasma ions arriving at the 

sheath edge, one can write the sheath position as [28] 

 
1 3

,
21
3IM pl is s tω = + 

 
. (32) 

According to this expression, sheath expansion slows down with time but appears to continue expansion 

forever, which of course is not true. The velocity of the sheath edge, ds dt , also known as sheath velocity, 
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can be highly supersonic initially.  As soon as it slows down and become comparable to the ion velocity in 

the plasma, Eq.(32) cannot be used.  Assuming that the current to the substrate is composed of ions 

“uncovered” by the expanding sheath and by the ion flux from the plasma, Eq.(20), the sheath velocity can 

be written as [27] 

 
2

02

2
9

IM
Bohm

sds u u
dt s

= −  (33) 

where ( )1 2
0 02 iu QeV m=  is the velocity ions have gained in the sheath.  From (33) we can see that with 

increasing sheath thickness, ( )s t , the first term of the rhs will become smaller in time until the sheath 

becomes stationary, 0ds dt = .  The stationary sheath is known as the already introduced Child law sheath, 

whose thickness can also be written as [28] 

 

1 2

02
9Child IM

Bohm

us s
u

 
=  

 
. (34) 

One could plug the Child thickness (34) in the simplified equation (32) to obtain an approximate 

expression for the time it takes to form a Child law sheath [28]: 

 

3 4

1 0
,

22
9Child pl i

e

eVt
kT

ω−  
≈  

 
. (35) 

So far, after Eq.(30), we have considered fast rising pulses with 1riseτ << .  In the opposite case, 

when 1riseτ >> , inertia of ions is not really important: Ions are able to respond to the slow rise in voltage 

and will establish the equilibrium Child law sheath at any time for the voltage at that time.  For our argon 

model plasma we obtain 1
, 15 150 nspl iω− = − . We see that the discussion of ion matrix sheaths, prevalent in 

many texts on plasma immersion processing, is only of limited relevance because rise times of most pulse 

systems are much longer than 1 µs.  If a fast bias pulser is available and ~ 1riseτ , the sheath thickness will 

be smaller than the equilibrium Child law thickness corresponding to the momentary voltage ( )0V t , but it 

will be close to it for Childt t> . For the model argon plasma and a bias of –500 V, Childt ≈ 200-750 ns.  This 

time is very short and the case 1riseτ >>  appears indeed to be common, and discussions of the ion matrix 

sheath an educational exercise rather than reality. 

After the sheath has been established and reached equilibrium, one needs to discuss the collapse of 
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the sheath when the bias voltage is turned off with a characteristic fall time fallt .  Since 1
,fall pl et ω−>>  for all 

practical situations, electrons from the plasma will fill the ion space charge in the sheath in an equilibrium 

manner, i.e. a Child law sheath with thickness (24) exists at any time corresponding to the momentary, now 

falling voltage ( )0V t .  In analogy to riseτ  one can introduce the dimensionless parameter  

 ,fall fall pl itτ ω= . (36) 

If 1fallτ >> , ions from the plasma will move towards the substrate and “refill” the region that used to be the 

sheath.  For ~ 1fallτ  or even 1fallτ < , a quasi-neutral plasma is reestablished through electron motion as 

mentioned above, however, the initial local plasma density profile corresponds to the ion density profile of 

the sheath, with a density much lower than the plasma bulk density.  Ambipolar diffusion of ions and 

electron will set in, eventually restoring the density profile as it existed before the pulse.  The characteristic 

time of restoration is  

 
2
Child

restore
ambi

s
t

D
≈  (37) 

where Childs is the maximum sheath thickness (34) that was reached before the pulse was switched off;  
 ambi e iD kT eµ≈  (38) 

is the ambipolar diffusion coefficient which is determined by the ion mobility [3] 

 i
i i

e
m

µ
ν

=  (39) 

which in turn is determined by the momentum transfer collision frequency iv , see Eq.(13). 

The bias fall time is usually many microseconds or longer, and 1fallτ >>  applies in most case, 

hence possible positive charge accumulation on the surface can be compensated by the electrons supplied 

by the plasma.  However, ambipolar diffusion to restore the original plasma density is slower, and so it is 

important to consideration the duration of the pulse-off time. If off restoret t<  the plasma density near the 

pulsed biased object is not fully restored.  It is indeed possible that the duty cycle is sufficiently high, hence, 

the sheath of successive pulses propagate in increasingly thinner plasma, and thus the sheath edge extents 

further from the surface with each pulse until equilibrium is reached between “pumping” of ions by the bias 

pulse and supply by the plasma.  Such multiple-pulse effects have been modeled for plasma immersion ion 

implantation using a particle-cell-code [29] but the principle also applies to other pulsed systems like 

pulsed sputtering.  
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The discussion above assumed negative bias.  In the case of positive bias, electrons of plasma are 

attracted, which may be desirable e.g. to compensate for local charging of semi-conducting or insulating 

layers or to achieve surface heating.  Similar to the collapsing sheath situation above, electrons will respond 

on the timescale 1
,pl eω− , which is much faster than any changes in bias, and therefore the corresponding 

current and sheaths changes can be described by equilibrium conditions. Prior to application of positive 

bias, the sheath between substrate and plasma is of order a few Debye lengths, Eq. (3).  Due to the high 

mobility of electrons, positive bias will not increase sheath thickness considerably unless the bias generator 

can handle the very large electron current that can be drawn from the plasma, Eq.(18).  In this case, a new 

situation may arise, namely that the bias generator becomes part of the plasma-generating system, rather 

than the plasma-utilizing system. 

 

6. Selected examples of pulsed plasma processing 

6.1. Plasma Immersion Ion Processing (PIIP) 

Any electrode or substrate biased with 0V respect to the plasma will dissipate energy into the 

discharge system. The power is of order 0 biasV I , where biasI  is the current caused by the bias.  Part of this 

power will dissipate as heat in the biased electrode or substrate, and another part can contribute to plasma 

generation.  One direct plasma generation mechanism is that electrons emitted from the surface are 

accelerated in the sheath, penetrate the plasma and make an ionizing collision, thereby increasing the 

plasma density and electron temperature.  Changes in density and temperature affect the particle flux to the 

biased substrate and the sheath thickness.  In conventional DC operation, substrates biased negatively draw 

an ion current that is small compared to the discharge current, and no dramatic changes occur.  In contrast, 

pulsed operation can be used to determine plasma parameters.  Plasma Immersion Ion Processing (PIIP) is 

one example where this concept is realized [30].  Here, the high negative pulsed bias applied to the 

substrate is to not only accelerating ions to the substrate surface but also assisting ion generation by 

accelerating secondary electrons in the sheath. The working gas density (i.e. pressure) must be sufficiently 

high, making the electron mean-free-path (10) sufficiently short, and the process gas must contain or 

decompose into condensable species.  Typical gases are carbon-containing such as acetylene [31], leading 
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a-C:H films, or gas mixtures leading to doped films [32], or metallo-organic precursor gases e.g. for TiCN 

[33] and ZrCN coatings [34].  PIIP can be viewed as pulsed-plasma assisted CVD.  

 

6.2. Pulsed magnetron sputtering 

The possibility to obtain plasma containing ionized sputtered material for optimized film growth 

was the main driving force for the recent development of pulsed magnetron sputtering.  Kouznetsov and 

coworkers [35] showed that by increasing the power density to a magnetron by orders of magnitude, from 

typically < 50 W/cm2 to more than 2 kW/cm2, significant ionization of the sputtered metal can be obtained, 

which is important when substrate biasing is used to control the energy of film-forming species, which, for 

example, is crucial for via and trench filling of semiconductors [36].  To avoid overheating of the 

magnetron, the average power density should be comparable to normal DC or RF operation. The degree of 

metal ionization is subject to research and will depend, apart from the power density, on the specifics of the 

system such as target material, gas pressure, pulse rise time, duration, frequency, etc.  Measurements have 

significant uncertainty but indicate 10% 70%α = −  for power densities of order 1-3 kW/cm2 [35, 37, 38]. 

For comparison, less than 1% of titanium atoms were found to be ionized when Ti was DC-sputtered with 

Ar/N2 at typical target power densities of about 10 W/cm2 [39].  

It is insightful to study the current-voltage characteristic of the pulsed high-current, high-voltage 

discharge because it shows that it is necessary to consider the power supply and discharge plasma as a 

coupled system.  Although voltage is driving electric current, it is customary for a good reason that the 

discharge characteristic is plotted as current-voltage and not voltage-current.  The current in a plasma is 

typically determined by the current capability of the power supply, and not limited by the conductivity 

(better impedance, i.e. complex resistance) of the plasma.  The voltage of the discharge (plasma plus 

sheaths) will establish itself only as high as needed to transport the current that is mainly determined by the 

rest of the circuit.  In this sense, the current is the independent and the discharge voltage the dependent 

variable. Understanding this is important because discharge current and voltage will determine the power 

input, plasma parameters, and therefore ultimately the process parameters for film growth.  

It is known (e.g. [5] p.343) that a typical sputtering system of relatively low current and power 

density shows a discharge characteristic  
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 q
d dI cV=  (40) 

where typically 2 12q = − , c is a constant, and dV  is the voltage between anode and cathode.  A high index 

q means that the discharge can easily accommodate a higher current with very little change in voltage.  It 

can do that because the plasma is only partially ionized and generates more charge carriers as needed.  In 

fact, glow discharge characteristics can be flat and may become negative, meaning that higher currents 

create plasma and sheath of lower impedance, with the possibility to transition into an arc, the latter being 

accompanied by a completely new mechanism of plasma generation at cathode spots [40].  

Ehiasarian and co-workers [38] noticed a significant change in the current-voltage characteristic of 

a magnetron when the current density at the chromium target exceeded 600 mA/cm2.  At high power 

densities and current density, the V-I-characteristic changes dramatically, with the index in (40) to become 

1q → . Figure 1 illustrates such behavior for a tungsten target. To interpret the effect one should consider 

the current transport and charge generation in the discharge plasma. At the target surface the current is 

composed of primary ions hitting the surface and secondary electrons released, i.e. 

 ( )1 SE iI Iγ= +  (41) 

where ( )SE SE sVγ γ=  is the secondary electron yield which is a function of the primary ion energy, which in 

turn is determined by the sheath voltage sV .  For a fixed area one may also consider the current density and 

use Eq.(20), which contains the ion density in .  An upper limit of the ion density can be estimated by the 

kinetic gas equation 

 0 0 0in n p kT< = . (42) 

Using 0 0.1 Pap ≈  (~1 mTorr) and 0 300 KT ≈  (room temperature), we obtain 19 -32.4 10  min < × .  Putting 

this in Eq.(20), and using the Bohm velocity (21), one gets 3 28 10 10 A/mij < − × , or 800-1000 mA/cm2. 

The gas temperature will be somewhat higher, and more realistic values are less than 400 mA/cm2.  The 

secondary electron yield for argon ions with energies less than 1 keV are generally less then unity [41].  For 

the purpose of an estimate one can approximate experimental data with a linear fit 

 SE pot kin iEγ γ≈ + Γ  (43) 

where potγ  is the yield of potential emission [42] at low kinetic ion energy, and kinΓ  is the factor for kinetic 
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emission, which is approximately constant for 10 keViE < .  The parameters potγ  and kinΓ  are material 

specific. Extrapolated data by Szapiro and Rocca [41], for example, are 0.4potγ ≈  and -10.34 keVkinΓ ≈  

for copper and 0.1potγ ≈  and -10.29 keVkinΓ ≈  for carbon.  Using typical target voltage of about 500 V, 

one obtains for copper a maximum current density ( ) 21 700 mA/cmSE ij jγ= + ≤ , which is very close to the 

threshold current density observed by Ehiasarian and co-workers [38]. The threshold current density in the 

example of Figure 1 is also about 600 mA/cm2.  If the current exceeds this threshold for a given gas 

pressure, target material, and target area, the sheath voltage needs to increase in order to shift the yield of 

secondary electrons to higher values, Eq.(43), which allows the current (41) to increase.  The situation is 

similar to when a “normal glow” discharge transitions into the “abnormal glow.” Secondary electrons will 

be accelerated in the sheath, penetrate the plasma, and can cause ionizing collisions.  At the high electron 

energies of several 100 eV, generation of multiply charged ions is possible.   

Although the changes at high current and power density appear to be strongly related to an 

increase in the sheath voltage, the bulk plasma has also changed fundamentally.  At low current density and 

low degree of ionization, and neglecting the tensor character of the electric conductivity when a magnetic 

field is present, the electric conductivity can be expressed by [43] 

 
2

e

e eh
h

e n
m v

σ =
∑

 (44) 

where the summation is over all types of heavy particles electrons could collide with, and the collision 

frequency is given by Eq.(13). At low power density, which it typical for DC magnetron discharges, the 

degree of ionization is small, and the sum in Eq.(44) is dominated by electron collision with neutral atoms, 

not ions.  In fact, the criterion 

 en ei
n i

ν ν>∑ ∑  (45) 

i.e. that collisions with all kinds of neutral atoms are more frequent than collisions with all kinds of ions, 

can be used to define a partially ionized plasma, and the opposite relation defines a fully ionized plasma 

[44].  One should note that due to the long interaction length of the Coulomb potential, the degree of 

ionization α  needs only to be a few percent for a plasma to be considered fully ionized in the above sense 

[45].  While the conductivity of partially ionized bulk plasma depends on the electron density, see Eq.(44), 
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the conductivity of a fully ionized plasma is almost independent of the charge density, because the collision 

frequency (15) contains the charge density so that it cancels when plugged into Eq.(44).  This is because in 

a fully ionized plasma, more free electrons could transport the current, but the number of collisions with 

ions is proportionally increased [4].  Therefore, even as more energy is pumped into the plasma, once fully 

ionized, the bulk plasma does not reduce its impedance but behaves more like an ohmic resistor for slowly 

varying conditions.  One may suspect that the sheath voltage increase and the ohmic-like behavior of the 

fully ionized plasma gives rise to a coefficient 1q →  at high current and power densities.   

To learn about the relative importance of these two contributions, one needs to consider the 

impedance of plasma and sheath.  Assuming that the sheath has capacitive and ohmic contributions in 

parallel, and the plasma has ohmic and inductive contributions in series, with sheath and plasma being in 

series, one may write for the total impedance 

 
1

s
pl s pl pl

s s

R
R i L

i R C
ω

ω
= + = + +

+
Z Z Z  (46) 

 
where 1i = −  is the imaginary unit. For slowly changing conditions, i.e. long rise and fall times of the 

pulse, the ohmic contribution of a sheath can simply be interpreted as s sR V I= , i.e. the ratio of sheath 

voltage and current. In the other extreme, at very high frequencies, in the RF and microwave region, the 

sheath impedance simplifies to 1 sCω  [46].  For the relatively slow pulses in pulsed sputtering we have 

( )1s sR Cω<  and capacitive loads may only play a role when the pulse is quickly rising. 

With these considerations one can for example derive the range of useful pulse duration.  The limit 

at long pulses is determined by the enhanced probability of arcing onset, which is typically several 10 µs or 

a few 100 µs.  Pulse length also affects the average power load to the target, which must not exceed the 

magnetron’s design specification.  The limit at short pulses is given by the need to accelerate ions by the 

applied voltage so they can actually contribute to film growth processes in the anticipated way.  That 

implies pulse Childt t>> .  In practical terms, the pulse duration must exceed a few microseconds for most 

plasma conditions.   

In order to maximize ionization of the sputtered material, one would need to maximize the 

residence time of sputtered atoms in the zone of dense plasma close to the sputter target. Since dense 
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plasma exists only during the pulse, one would need to compare the time the sputtered atom travels trough 

dense plasma with the pulse duration. Sputtered atoms have an initial kinetic energy 0aE of few eV gained 

in the sputter event, corresponding to a velocity of  

 0 02a a au E m=  (47) 

where am  is their mass.  For example, a carbon atom of 1 eV has an initial velocity of 4000 m/sau ≈ .  If 

there were no collisions, the path length it can cover during one pulse is simply 

 0 0a a ps u t= . (48) 

In our example, a sputtered carbon atom would travel 4-40 cm during the pulse duration of 10-100 µs, i.e. it 

would leave the zone of dense plasma even before one pulse is completed.  The key to enhanced ionization 

of sputtered atoms is therefore in using sufficiently high gas pressure allowing sputtered atoms to 

thermalize with gas atoms and ions.  The mean free path, introduced with Eq.(10), must be much smaller 

than the characteristic size of the dense plasma near the target: a pλ " # . If we assume that the ions and 

electrons contribute only marginally to the total pressure, one may write the last condition as 

 
g

g
p ag

kT
p

σ
$
#

, (49) 

where gT  is the gas temperature, and agσ  is the collision cross section of the sputtered atom with gas 

atoms.  For an order of magnitude estimate one may use 400 KgT ≈ , 18 -2
0 10 maσ −∼ , and 210 mp

−≈# , 

hence 1 Pagp $ , which is usually the case in sputtering systems.   

After a sputtered atom is thermalized it may be ionized in the dense plasma during a singly pulse 

mainly via two mechanisms: one is via an ionizing collision with an energetic electron 

 2X e X e− + −+ → + , (50) 

and the other is via a collision with a excited gas atom (Penning ionization), 

 *G X X G e+ −+ → + + , (51) 

where X and G stand for the type of sputtered atom and gas atom, respectively.  The superscript (*) 

symbolizes the excited state.  Penning ionization requires that the energy level of the excited gas atoms is 

higher than the ionization energy of the sputtered atoms, which is often the case with inert gases (like Ar) 

and sputtered metal. Hopwood and Qian [47] investigated the case of argon sputtering of aluminum with 
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RF-postionization; they showed that Penning ionization is dominant at low electron density while electron 

impact ionization becomes dominant for high electron density, with the cross-over at about 11 -310 cmen ≈ . 

Ionized sputtered material is of great interest to film growth because the energy of arriving ions 

can be tuned by biasing; however, not all ionized sputtered atoms arrive at the sheath edge near the 

substrate.  Most of the ionized sputtered atoms have thermalized with the sputtering gas, thus they are 

subject to diffusion as the other heavy particles, and many of the ionized sputtered atoms may find their 

way back to the sheath edge of the sputter target.  Those ions will be accelerated in the sheath of the 

magnetron target and cause sputtering of more target material, a process known as self-sputtering.  If the 

sputter yield exceeds unity, self-sustained self-sputtering is possible, implying that the gas flow could be 

switched off after the process has set in.  The condition of self-sustained self-sputtering can be written as 

[48] 

 1α β γ >  (52) 

where α is the probability that a sputtered cathode atom becomes ionized, β is the probability that the 

ionized atom diffuses back to the sheath edge, and γ is the sputtering yield.  The whole cycle is 

schematically shown in Fig.2.  From Eq. (52) it is clear that self-sustained self-sputtering is only 

achievable only if 1γ $ . For that reason, self-sustained self-sputtering has been experimentally verified 

only for a few materials of sputter yield, like copper and silver [49].  

Pulsed sputtering could change this: With sufficiently high voltage pulse to the sputter target, most 

materials show a sputter yield exceeding unity (Fig. 3), thus many materials have the potential to switch 

into a qualitatively different mode that is characterized by self-sputtering and a high degree of ionization of 

sputtered atoms.  The pulse duration must be long to allow a sputtered atom to thermalize and ionize; the 

ion must diffuse back to the target sheath edge, cross the sheath and impact the target surface, thereby 

creating at least one new sputtered atom that could repeat this cycle.  The self-sputter yield of carbon is too 

small to fulfill condition (52) at any voltage or power. Calculations [48] have shown that the duration of a 

self-sputter cycle can be as short as 1 µs, hence self-sputtering could be a common effect achieved in 

pulsed sputtering.  One may speculate that the qualitative change in the slope of V-I-characteristics, as for 

example shown in Fig. 1, is not only a sign for the transition to fully ionized plasma but also a “fingerprint” 
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of self-sputtering. 

 

6.3. Pulsed filtered cathodic arc deposition 

In cathodic arcs, metal plasma is produced at micron-size, non-stationary cathode spots [50].  The 

plasma is fully ionized and often contains ions that are multiply charged [51]. The kinetic energy of the 

ion’s directed velocity is typically 20-150 eV, depending on the material [52], and thus ions exceed their 

thermal energy by more than an order of magnitude. These quite remarkable parameters are valid for dc 

operation; pulsing the cathodic arc discharge leads to even higher values in ion charge state [53, 54] and 

velocity [52].  Therefore, in applications such as film growth with substrate bias (ion plating), where ion 

charge state and velocity are of importance, pulsing the plasma can be advantageous. The characteristic 

time constant for reaching dc values in ion charge state and velocity is 50-100 µs.   

Pulsing the plasma can also have undesired effects.  In between pulses, the cathode may form a 

thin oxide layer and components such as the chamber walls are subject to periodic particle bombardment, 

which can lead to plasma contamination with oxygen and water, which are incorporated in the growing film.  

Schneider and co-workers [55] have shown that pulsed cathodic arc plasmas can contain large fractions of 

hydrogen and oxygen in the first microseconds of each pulse, an effect that is particularly strong when the 

pulse repetition rate is low [56]. 

 

6.4. Metal plasma immersion ion implantation and deposition (MePIIID) 

Metal plasma immersion ion implantation and deposition (MePIIID) can be understood as ion 

plating with pulsed bias, as was mentioned in section 5.2 above. An interesting twist is to utilize both 

pulsed plasma and pulsed bias, which in fact was one of the original experiments by Brown and co-workers 

[19] who used pulsed cathodic arcs plasmas.  The advantage of pulsed arcs is to utilize the enhanced charge 

state number Q , which appear as a multiplier for the ion energy according to  

 0( , )i bias biasE Q V E QeV= + , (53) 

where 0E  is the kinetic energy before ion acceleration in the bias sheath.  By synchronizing pulsed plasma 

production and pulsed high-voltage bias, metal ion implantation without film formation has been 

demonstrated [57].  If the plasma pulses are sufficiently short, bias can be applied continuously to obtain 
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ion implantation [58, 59]. 

 

7. Concluding remarks 

Pulsed plasma processing allows us to grow films much further from thermodynamic equilibrium 

than with continuous processing.  Apart from reaching extreme pulsed plasma parameters, this is perhaps 

the most important feature of pulsed processing.   

For example, this is particularly important for some materials such as tetrahedral amorphous 

carbon (ta-C).  Pulsed plasma production can be used to produce plasma of high degree of ionization, 

which is important to produce enough energetic carbon ions via substrate bias, facilitating the subplantation 

growth mechanism [60, 61]. To obtain this material with very high sp3 content, the film must not be grown 

at elevated temperature.  Here, another advantage of pulsed processing is evident, namely that the heat load 

can be kept small by using a suitably low duty cycle. 

Pulsed plasma processing has the potential to revolutionize many of the established processes, 

however, the practical introduction of pulsed processes beyond R&D depends on a convincing cost-benefit 

analysis as well as on a good understand of this process and materials.  The intention of the brief review 

was to point out that many effects can be interpreted by making use of well-established plasma physics.  
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Table 1.  Examples of dimensionless parameters relevant to pulsed plasma processing; symbols have their 

usual meaning as defined in the text. 

 

 

Name of parameter Definition Remarks 

degree of ionization  

0

i

i

n
n n

α =
+

 
High α  implies effectiveness of bias 

Knudsen number  Kn λ= #  Ratio of mean free path λ to 

characteristic length #  

Hall parameter eB
mν

=H  
Ratio of gyration frequency to 

collision frequency 

pulse duty cycle on

on off

t
t t

δ =
+

 
1δ →  corresponds to DC bias 

pulse rise parameter 
,rise rise pl itτ ω=  for 0riseτ → ion matrix sheath 

forms 

pulse form factor flat

pulse

t
t

ϕ =  
1ϕ → for a rectangular pulse 
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Figure Captions 

Fig. 1  Example of a current-voltage characteristics for DC and pulsed magnetron sputtering.  Parameters: 

1.5” W target, Ar at about 1 Pa.  

Fig. 2  Schematic of the cycle of self-sustained self-sputtering. 

Fig. 3  Self-sputter yield of target materials as a function of self-ion kinetic energy, which is determined by 

the voltage to the sputter target (Monte Carlo simulation using code T-DYN v.4.0). 
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