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Abstract 

The purpose of this project is to investigate how TiO2 nanotube arrays interact with 

small molecules, proteins, and cells for local drug delivery and vascular applications.  In 

this first part of this project, TiO2 nanotubes of various dimensions were used to elute 

albumin, a large protein molecule, as well as sirolimus and paclitaxel, common small 

molecule drugs.  The nanotubes controlled small molecule diffusion for weeks and large 

molecule diffusion for a month.  Drug eluted from the nanotubes was bioactive and 

decreased cell proliferation in vitro.  Elution kinetics was most profoundly affected by 

tube height.  This study demonstrates that TiO2 nanotubes may be a promising candidate 

for a drug-eluting implant coating. 

To investigate the effects of nanotubular titanium oxide (TiO2) surface on vascular 

cells, endothelial (EC) and vascular smooth muscle cells (VSMCs) were cultured on TiO2 

nanotube arrays.  Vascular cell response to nanotubes was investigated through 

immunofluorescence staining, scanning electron microscopy, 5-ethynyl-2′-deoxyuridine 

proliferation assays, and prostaglandin I2 (PGI2) enzyme immunoassays.  We found that 

the nanotubular surface significantly enhances EC proliferation and secretion of PGI2.  

The surface also results in a decrease in VSMC proliferation and increased expression of 

smooth muscle α-actin.  These data suggest that engineered nanotopographical cues may 

influence both EC and VSMC behavior in a manner that may be useful for stent or other 

vascular applications.   
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To investigate this further, the response of primary human endothelial (ECs) and 

vascular smooth muscle cells (VSMCs) to TiO2 nanotube arrays is studied through gene 

expression analysis.  Microarrays revealed that nanotubes enhanced EC proliferation and 

motility, decreased VSMC proliferation, and decreased expression of molecules involved 

in inflammation and coagulation in both cell types.  Networks generated from 

significantly affected genes suggest that cells may be sensing nanotopographical cues via 

pathways previously implicated in sensing shear stress.  
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CHAPTER 1:  Introduction 

 

There are two main questions that are central in the study of the interactions between 

biological systems and nanotopograhical materials:  (1) how do small molecules, 

proteins, and cells interact with nanoscale materials?  And (2) how do we translate our 

knowledge about these interactions to clinical applications?  This dissertation attempts to 

answer these questions in two parts.  The first section (Chapter 2) focuses on the 

interaction between TiO2
 nanotubes and small molecules or proteins in the context of a 

drug eluting surface for local drug delivery.  The second part (Chapters 3 and 4) 

examines how these nanotopographical materials may affect cellular behavior in the 

context of vascular device or stent applications.   

Most eukaryotic cells range from 10-30 µm.  Protein components of the cell, such as 

receptors or scaffolding proteins, are on the order of a few nanometers.  Because of this, 

most protein-protein or protein-small molecule interactions occur on the nanoscale.  

Recent advances in fabrication techniques allows for the creation of materials with 

precisely defined nano-features.  This enables the examination of how small molecules, 

proteins, and cells might respond to patterns of varying size, shape, and regularity on a 

surface with nanotopographical features.  This work attempts to examine just one 

particular type of nanoscale material—TiO2 nanotube arrays.  However, the lessons 

learned and the questions generated with this model system will likely be applicable to 

other materials.  Thus, we hope this work will contribute to a larger understanding of how 

cells interact with nanoscale materials and how these interactions can be manipulated for 

clinical applications.  
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CHAPTER 2:  TiO2 nanotube surfaces for drug elution 

 

BACKGROUND 

Most medical implants procedures such as hip replacements, dental implants, or 

vascular stents require subsequent drug-therapy regiments to prevent infection, control 

clotting, or decrease inflammation.   Current routes of drug administration, such as oral or 

intravenous, distribute drugs throughout the body, even though, in many cases, they are 

only needed at the implant site.  Delivery of drugs locally from an implant surface rather 

than systemically can reduce unnecessary side effects as well as the amount of drug 

required to reach the same efficacy.  A common strategy to allow drug elution from an 

implant surface involves the application of a drug-loaded polymer coating.  For example, 

in drug-eluting stents (DES) a bare metal stent is coated in a polymer that slowly releases 

drugs such as sirolimus or paclitaxel to limit cell proliferation and restenosis.  While 

effective in delivering drug for several weeks, the polymer degradation may induce an 

inflammatory response, activating phagocytes and increasing vascular smooth muscle 

proliferation,1 which can lead to implant failure.  To address these problems, the newest 

developments in drug eluting surfaces are focused upon non-polymer based drug delivery 

platforms, such as surfaces covered with an inorganic oxide, such as Al2O3 (alumina),2 or 

sandblasted to give the implant a nanoporous or microporous topography.3  These 

surfaces are capable of eluting drugs for months and, when used to modify stents, are 

effective in reducing intimal hyperplasia in animals and humans.  Despite their successes, 

additional studies have shown that both alumina and sandblasted stainless steel can also 

provoke an inflammatory response.4,5   
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A more suitable candidate for a drug-eluting implant coating is titanium dioxide 

(TiO2). Titianium dioxide is an inert material that spontaneously forms on titanium 

implants, making the implants extremely biocompatible.  Bulk TiO2 has been shown to 

have good hemocompatibility as TiO2 coatings have been shown reduce clotting and 

platelet activation on nickel-titanium surgical alloys.6  Furthermore, highly ordered 

nanotubular arrays with tube diameters that range from 22 – 300 nm7 and lengths of up to 

1 mm8, 9 can be easily fabricated through a simple electrochemical process on titanium 

foil.  Diameters of these tubes is determined by applied anodization voltage, and the 

length is controlled by electrolyte composition and duration of anodization.10  TiO2 

nanotubes have shown promise in a variety of biological applications, exhibiting low 

immunogenicity,11 a capacity to direct stem cell fate,12 and promote function in 

osteoblasts.13  In addition, previous studies suggest that they may be able to control 

protein14 or antibiotic release15 on the order of hours.  However, it was unclear in these 

studies that drug elution was due to the surface’s nanostructure.  Since these studies did 

not include a consistent and reliable method of removing drug that was not within the 

tubes, the observed elution curves were likely significantly impacted by a surface layer of 

drug.  Furthermore, to be clinically useful, drug elution from these implants would ideally 

last for a longer period of time, on the order of days or weeks.   

 

METHODS 

TiO2 nanotube fabrication.  TiO2 nanotube arrays were formed via anodic oxidation 

in an electrolytic solution containing 0.2M Sodium Citrate Tribasic, 1M Sodium 

Hydrogen Sulfate, and 0.1M Potassium Fluoride, with Sodium Hydroxide added to adjust 
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the pH of the solution.  Titanium foil (0.25mm thick, 99.7% purity, Alfa Aesar) were 

anodized at a constant DC potential for 17 hours in a two-electrode electrochemical cell 

with a platinum foil as the counter electrode.  The average length and pore diameter of 

the nanotubes were scaled by varying the pH of the electrolyte and the DC potential 

during anodization.  Nanotubes 1 μm in length with an average pore diameter of 100 nm 

were prepared by anodization using 20 V bias in the 2 pH electrolyte.  The 100 nm 

diameter 5 μm long tubes were prepared using a 25V bias in a 5pH bath. 

Samples were subsequently annealed at a temperature of 500 °C for the 1μm in 

oxygen ambient to crystallize the nanotubes.  Heating and cooling rates of 1 °C/min were 

used with a dwell time of 6 hours.  Surfaces were sterilized with 70% ethanol and UV 

prior to use in tissue culture.  

Drug loading.  0.5 cm x 0.5 cm TiO2 nanotube and control flat pieces were rinsed 

with dH2O, 70% ethanol, and allowed to air dry.  Sirolimus (Calbiochem, San Diego, 

CA), Oregon-green conjugated paclitaxel (Invitrogen, Carlsbad, CA), and FITC-BSA 

were diluted in methanol, DMSO, and ddH2O respectively.  Some of the nanotube arrays 

were treated with oxygen-plasma for 60 seconds prior to drug loading.  1 µl of 

concentrated sirolimus (5 mg/ml), paclitaxel (1 µg/ml), or BSA (10 mg/ml) was applied 

to each surface.  Samples were allowed to air dry in a chemical hood.  After drying, the 

loading procedure was repeated two additional times for sirolimus, three for BSA, and 

four for paclitaxel.   

The loaded pieces were placed on a spin-coater (Specialty Coating Systems, 

Indianapolis, IN) and rotated at >1000 rpm while 200 µl of solvent (methanol for 
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paclitaxel and sirolimus, 70% ethanol for BSA) was added to the samples to remove the 

surface layer of drug. 

The samples were immersed in 500 µl of PBS in at 37 °C in capped eppendorf tubes.  

The tubes were then agitated on an orbital shaker at approximately 100 rpm to eliminate 

boundary layers.  Samples were taken at specified intervals by removing the entire 

volume of PBS and replacing with fresh PBS each time.  Paclitaxel and BSA samples 

were measured with a fluorometer (Packard Instrument Company, Downer Hills, IL) 

while sirolimus concentrations were measured using a UV-plate reader (Molecular 

Devices, Sunnyvale, CA). 

MOVAS cell culture.  Mouse aortic vascular smooth muscle cells (ATCC, 

Manassas, VA) were cultured according to the manufacturer’s instructions.   The cells 

were grown in high glucose (4.5 g/L) DMEM with 10% FBS, 0.2 mg/ml G418, 4 mM L-

glutamine, and 1.5 g/L sodium bicarbonate.  The cells were cultured in a humidified 95% 

air/5% CO
2 

incubator at 37°C.  Cells used in this experiment were passaged less than ten 

times after being obtained from the facility. 

Drug elution and vascular smooth muscle cell proliferation.  Mouse vascular 

smooth muscle cells (MOVAS) were obtained from American Type Culture Collection 

(Manassas, VA) and cultured according to ATCC instructions.  The cells were seeded at 

5000 cells/cm2 in 12-well plates with 1.5 ml of media.  TiO2 nanotube and flat surfaces 

loaded with sirolimus were placed into transwells and put into the wells with the cells.  

TiO2 loaded with methanol and blank transwell inserts also served as controls.  After two 

days, the cells were trypsinized and counted with a hemacytometer.  The transwells and 
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pieces were transferred to a fresh plate of cells at the same original seeding density.  Cell 

counts were then measured in another two days and the procedure was repeated for 10 

days.  The doubling times and growth rates were calculated from the cell number and 

normalized by that of the blank transwell controls.  

Mathematic modeling of drug elution.  The experimentally-obtained data indicates 

that there is first a rapid elution phase of the molecules from the TiO2 nanotubular surface 

followed by a slower elution phase.   In order to model this behavior and extrapolate from 

the data how much of the drug underwent rapid vs. slow elution and what the diffusivities 

associated with each phase were, a two-phase elution model was derived as follows.   

Assuming Fickian diffusion, Fick’s first law of diffusion as applied to this system 

describes the chemical flux ( ) driven by the concentration gradient ( ) across the 

distance (l) the molecule travels across the concentration gradient as a function of the 

diffusivity ( ) associated with the material properties:  .  The chemical flux, 

, can be described as the mass gradient (  across l divided by the area ( ) with 

respect to time ( ): .  The samples were taken in perfect sink conditions, and 

therefore for this model we assume that the concentration in the sample reservoir is 

always zero and the concentration on the TiO2 is defined as the mass of the molecules on 

the TiO2 ( ) divided by the volume those molecules take up ( ):  .  From 

this we are left with: .  Let  .  Integrating both sides and solving for 
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 yields the equation .  For two-phase elution, fast and slow, 

assuming that the elution phases are independent from each 

other , where , or the total mass of drug 

eluted from the TiO2.  By examining each experimentally-determined elution curve it 

becomes clear that after a certain time point only the slow elution phase is relevant.  

From this data,  can be extracted and  can be extrapolated.  Knowing these 

constants and  which is measured experimentally, one can examine the first couple of 

data points to determine  and .  These constants are shown in table 2.1 and a graph 

demonstrating how closely this model resembles experimentally-obtained results is 

shown in figure 2.4. 

 

RESULTS AND DISCUSSION 

In order to extend the duration of drug elution and better understand how nanotube 

dimensions may affect elution kinetics, we fabricated a series of arrays with varied 

lengths and sizes (Figure 2.1).  The arrays were then loaded with fluorescently labeled 

paclitaxel, a 1.3 kDa drug with a small (<0.5 nm) hydrodynamic radius.  Clinically, 

paclitaxel is commonly used as an anti-proliferative agent to treat inflammation, cancer, 

and stent restenosis.  After loading, the surfaces were then rinsed using a rotating spinner 

to remove the surface layer, immersed in PBS at 37 °C, and agitated to eliminate 

boundary layers.  Drug elution was measured at various time points and for three weeks 

in perfect sink conditions.   
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Figure 2.1:  SEM images of TiO2 nanotubes with various dimensions.  Each column corresponds to one 
sample type.  First row depicts top view.  Bottom row shows side views. Scale bars represent 500 nm.  
(A, B) d=100 nm, h=1 µm; (C,D)  d=100 nm, h=5 µm; (E,F) d=300 nm, h=5 µm. 

 

 

Maximum drug elution was reached at approximately two weeks, after which the 

amount of additional drug eluted was negligible.  We found that total drug elution was 

most profoundly affected by nanotube length.  Comparison between nanotube arrays with 

the same diameter (100 nm), but different lengths (1 μm vs. 5 μm) revealed that on 

average nanotubes 1 μm in length held less than half the amount of drug trapped by 5 μm 

nanotubes (Figure 2.2A).  This increase in drug loading is not unexpected since longer 

tubes translate to larger volumes available for drug loading.  Larger diameter nanotubes 

eluted less drug than 100 nm nanotubes of the same length (Figure 2.2A).  This 

difference may be due to drug loss during the rinse step as a result of the larger diameter 

and the lower packing density of the 300 nm tubes.  The wider diameter may allow 

significantly more solvent to enter the nanotubes.  In addition, drug that was loaded into 

the large gaps between the tubes was more likely to be stripped off during the wash step.   
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Figure 2.2: (A) Paclitaxel elution for nanotube arrays of various dimensions.  (B) Long-term fractional 
elution of non-treated and plasma treated nanotube arrays 100 nm in diameter and 5 µm in height.  
Analysis is limited to mass eluted after the first 24 hours. Data is presented as average ± stdev.  

 

 

 

Since the 100 nm diameter 5 μm long nanotubes performed significantly better than 

nanotubes of other dimensions, these samples were chosen for further characterization.  It 

has been previously shown that capillary force dependent filling of non-treated nanotube 

arrays allows solvents to penetrate less than 1 μm into the tubes, and increasing the 



 10 

hydrophilicity of the surfaces may enhance the penetration of polar solvents.16  To test 

this hypothesis, nanotubes arrays 5 μm in length and 100 nm in diameter were plasma-

treated to increase surface hydrophilicity before being loaded with paclitaxel.  The 

surface treatment seemed to decrease the rate of drug elution after 24 hours (Figure 2.2B) 

but did not seem to significantly improve other aspects of drug elution.  Since increased 

solvent penetration should have translated to increased total drug elution, it is possible 

that the plasma did not penetrate significantly deeper into the tubes than the solvent did in 

the untreated samples.  It is also possible that non-treated surfaces already were 

hydrophilic enough that solvents reached the maximum depth attainable by using only 

capillary-force dependent filling, and that any further improvements would require the 

application of another filling method. 

In addition to paclitaxel, we also measured elution curves of sirolimus, another 

commonly used small molecule anti-proliferative agent, and bovine serum albumin 

(BSA), a large globular protein from the 100 nm diameter 5 μm tall nanotubes.  

Sirolimus, with a molecular weight of 0.91 kDa, is about the same size as paclitaxel.  In 

contrast, BSA, which is about 66 kDa, has a hydrodynamic radius of approximately 2-3 

nm.  We found that while total mass of drug eluted was similar between the two 

compounds, sirolimus had a more gradual elution curve than paclitaxel.  While nanotubes 

controlled the elution of small molecules for 7-14 days, they were capable of controlling 

the delivery of larger molecules like BSA for greater than 30 days (Figure 2.3A).  

Changes in height and diameter yielded a similar trend in BSA elution and paclitaxel 

elution.  The difference between nanotubes of various dimensions was not significant 

because of the large variation between samples of the same dimensions (Figure 2.3B).  
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Figure 2.3: (A) Fractional elution of paclitaxel, sirolimus, and BSA. (B) BSA elution of nanotubes with 
various dimensions. Data is presented as average ± stdev.  n=3 for each condition  
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To further characterize the elution kinetics of the nanotube arrays, fractional elution 

curves of paclitaxel and BSA were modeled using a derivation of Fick’s first law of 

diffusion.  Data fitting and analysis suggests that elution can be described in a two phase 

elution model, with an initial rapid phase within the first 24 hours and a slower phase 

thereafter: 

  , 

In a Fickian diffusion model,  ,  ,  =Diffusion Constant, =Initial 

Mass, lx=distance by which the drug molecule must travel across the concentration 

gradient with diffusivity D that drives its diffusion, and the s and f subscripts refer to the 

slow and fast phases respectively.  Mass elution associated with the fast phase generally 

increased with tube height but decrease with tube diameter, while mass eluted during the 

slow phase largely remained constant (Table 2.1).  Cf also remained roughly constant for 

most cases, with the highest diffusivity observed for the 300 nm nanotubes, which may 

be due to the lower density packing of the tubes.  There was a slight trend toward 

increasing Cs
 with increasing diameter, but it is clear that tube diameter does not have a 

profound impact on elution kinetics.  This is not surprising since zero order diffusion is 

usually seen with pore dimensions that are on the order of the molecule itself.  Since 

paclitaxel has a radius of <0.5 nm, nanotubes that are 100 nm or greater in diameters too 

large to allow for single-file diffusion.    Nevertheless, molecule type seemed to have the 

most profound effect on the diffusion constant term, as BSA elution yielded values for Cf 

and Cs that were 0.75 and 0.20 times of that paclitaxel.  Furthermore, the two-phase 

elution model resembles experimentally-obtained data remarkably well (Figure 2.4). 
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Table 2.1: Table of constants generated from data-fitting experimental data to the two-phase elution model 
presented:  

 

Nanotube Dimensions Drug 
Initial Fast 

Mass 
Initial Slow 

Mass Cf Cs 
Initial Total 

Mass 

Flat Titanium Paclitaxel 0.480 0.358 -5.38 -0.2208 0.837 

d=100 nm, h=1 um Paclitaxel 0.93 1.12 -3.92 -0.3058 2.05 

d=100 nm, h=5 um Paclitaxel 4.30 1.03 -3.53 -0.3027 5.33 

d=300 nm, h=5 um Paclitaxel 2.04 1.08 -4.89 -0.3216 3.12 

Flat Titanium BSA 9.24 11.0 -2.70 -0.0903 20.2 

d=100 nm, h=1 um BSA 43.1 36.8 -2.49 -0.0717 80.0 

d=100 nm, h=5 um BSA 70.8 39.2 -2.81 -0.0878 110. 

d=300 nm, h=5 um BSA 61.0 30.4 -3.27 -0.0745 91.5 

Figure 2.4: Fractional elution of paclitaxel and BSA from nanotubes with 100 nm diameter and 5 μm 
height, plasma-treated.  Both experimental values and curves generated from the constants in table 5 
using the two-phase diffusion model are shown. Data is presented as average ± stdev.  
 

 



 14 

Lastly, nanotube arrays of 100 nm in diameter and 5 μm in length were also used to 

study the effect of drug elution on vascular smooth muscle cells. Because sirolimus 

displayed a similar total drug loading capacity but was a more potent drug with slower 

release kinetics than paclitaxel, it was used to determine if nanotubes were able to control 

diffusion of small molecules and preserve drug activity in vitro.  To ensure that any 

change in cell behavior was due to the drug eluting from the nanotubes only and not in 

response to the nanotopgraphy, a transwell set up was employed.  The top chamber, 

which held the nanotube samples, and was separated from the bottom chamber, which 

contained the cells, by a transwell membrane that would allow the diffusion of drug, but 

ensure that cells do not come in direct contact with the nanotube arrays.   Mouse vascular 

smooth muscle cells were seeded on tissue culture polystyrene surfaces in the bottom 

chamber.  Sirolimus-loaded nanotube pieces were placed into transwell inserts in cell 

cultures, and the transwell with the nanotube pieces were removed every two days and 

placed into new cultures of cells.  Cells exposed to the nanotubes loaded with solvent 

only, flat controls, and blanks all showed similar growth rates (Figure 2.5).  However, 

cells exposed to drug-loaded nanotubes exhibited growth rates that were significantly 

blunted through day 8, confirming that the drug loaded-nanotubes had been delivering 

active drug over that time period.  These data confirmed that the nanotube arrays are 

amenable to bioactive drug elution and may be viable alternatives to polymer-based drug 

elution platforms.   
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Figure 2.5: The effect of sirolimus loaded nanotubes pieces on the growth rate of vascular smooth 
muscle cells.  Data is presented as average + stdev. *p<0.05 vs. Control  

 

 

 

This study demonstrated that TiO2 nanotubes can control small molecule delivery on 

the order of weeks and larger molecules on the order of months.  The changes in drug 

delivery observed with variations in nanotube dimensions support the hypothesis that the 

nanotopography of the tubes is directly responsible for the drug elution behavior.  We 

found that at size scales of 100 nm and larger, diffusion of both types of molecules was 

largely insensitive to tube diameter, but total drug elution was dependent on tube length, 

with longer tubes performing better than shorter ones.  Mathematical modeling of the 

data showed a two phase elution that can be described by derivations of Fick’s first law.  

In vitro studies showed that drug eluted from the surfaces was active and could blunt 

differentiation for approximately 7 days.  This study demonstrated the feasibility of using 
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TiO2 nanotubes for long term drug elution.  Because the nanotubes used in this study 

were capable of trapping relatively small amounts of drug, this current system is best 

suited for delivery of potent molecules.  Improvements to increase drug loading capacity, 

extend elution duration, and linearize drug elution kinetics would greatly increase the 

clinical applicability of this technology.   

 

 



 17 

CHAPTER 3:  TiO2 nanotubes and vascular cell behavior  

 

BACKGROUND 

Coronary artery disease is the leading cause of death in the United States.17  Severe 

cases are commonly treated with vascular prostheses such as stents or vascular grafts.  

However, such interventions are associated with major complications such as narrowing 

of the prosthesis due to vascular smooth muscle cell (VSMC) proliferation and 

thrombosis as a result of injury and dysfunction of endothelial cells (EC).  Clearly, the 

modulation of cellular behavior is important in the design of next generation vascular 

devices. 

Nano- and micro-topography can control the behavior of many different types of 

cells, including ECs and VSMCs, and has been investigated extensively in two-

dimensional and, more recently, three-dimensional systems.18  Studies with ECs suggest 

that increasing surface roughness may encourage cell proliferation.19, 20  Rapid re-

endothelialization after procedures such as artificial vascular grafts and stent implantation 

can improve patient outcome by decreasing thrombosis risks and shortening anti-

coagulative therapy duration.  In addition to preventing thrombogenesis, ECs also 

promote VSMC differentiation and quiescence.  When the EC layer is denuded (e.g. 

during a stent implantation), VSMCs can lose their differentiated phenotype.  In this 

undifferentiated state, the VSMCs assume a proliferative phenotype and undergo cell 

division, resulting in intimal hyperplasia.21  Because intimal hyperplasia is the major 

cause of restenosis or vessel blockage, there is great interest in targeting VSMCs directly 
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to prevent stent or graft failure. The direct effect of topography on VSMC proliferation 

and phenotype has been extensively studied.  While random surface topography can 

promote VSMC proliferation,20 highly ordered features, such as aligned grooves, can 

result in VSMC alignment, decreased proliferation, and increased differentiation.22  

Hence, understanding the interactions between ECs, VSMCs, and topography are 

important aspects in engineering better stents and vascular grafts.   

As described in Chapter 2, TiO2 nanotube arrays are biocompatible surface coatings 

that can be patterned upon a titanium bulk surface through electrochemical anodization.  

In addition to demonstrating the possibility of being useful for orthopedic applications, 

nanotubes may be also be used in vascular applications, enhancing endothelial cell ECM 

production and motility.23  Here we investigate the effects of nanotubes on both VSMCs 

and ECs and show that the surface may be able to address issues associated with re-

endothelialization and restenosis. 

 

MATERIALS AND METHODS 

TiO2 nanotube fabrication.  TiO2 nanotube arrays were formed via anodic oxidation 

in an electrolytic solution containing 0.2M Sodium Citrate Tribasic, 1M Sodium 

Hydrogen Sulfate, and 0.1M Potassium Fluoride, with Sodium Hydroxide added to adjust 

the pH of the solution.  Titanium foil (0.25mm thick, 99.7% purity, Alfa Aesar) were 

anodized at a constant DC potential for 17 hours in a two-electrode electrochemical cell 

with a platinum foil as the counter electrode.  The average length and pore diameter of 

the nanotubes were scaled by varying the pH of the electrolyte and the DC potential 
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during anodization.  Nanotubes 1 μm in length with an average pore diameter of 30 nm 

were prepared by anodization using 10 V bias in the 4 pH electrolyte.  Samples were 

subsequently annealed at a temperature of 500 °C for the 1μm in oxygen ambient to 

crystallize the nanotubes.  Heating and cooling rates of 1 °C/min were used with a dwell 

time of 6 hours.  Surfaces were sterilized with 70% ethanol and UV prior to use in tissue 

culture. 

BAEC cell culture.  Bovine aortic endothelial cells were obtained from the UCSF 

Cell Culture Facility (San Francisco) and cultured in low glucose (1g/L) Dulbecco’s 

Modified Eagle’s Medium (DMEM) with 10% fetal bovine serum (FBS), 100 units/ml 

penicillin, 100 units/ml streptomycin, and 110 g/L sodium pyruvate.  The cells were 

cultured in a humidified 95% air/5% CO
2 

incubator at 37°C.  Cells used in this 

experiment were passaged less than ten times after being obtained from the facility. 

MOVAS cell culture.  Mouse aortic vascular smooth muscle cells (ATCC, 

Manassas, VA) were cultured according to the manufacturer’s instructions.   The cells 

were grown in high glucose (4.5 g/L) DMEM with 10% FBS, 0.2 mg/ml G418, 4 mM L-

glutamine, and 1.5 g/L sodium bicarbonate.  The cells were cultured in a humidified 95% 

air/5% CO
2 

incubator at 37°C.  Cells used in this experiment were passaged less than ten 

times after being obtained from the facility. 

Immunostaining for actin.  VSMCs and ECs were seeded on flat Ti surfaces and 

nanotubular TiO2 surfaces at a density of 5 X 103 cells/cm2.  Cells were incubated in 

complete media under standard culture conditions.  After 24 hours, cells were fixed in 4% 

paraformaldehyde in PBS.  Subsequently, the cells permeabilized with 0.5% Triton X-
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100 in PBS, blocked with 1% BSA in PBS for 30 minutes, and stained Alexa Fluor 488 

phalloidin (Invitrogen, Carlsbad, CA) for 60 minutes at room temperature.  ECs were 

then counterstained with Hoescht to image the nucleus.  Samples were mounted and 

imaged using a Nikon C1si Spectral Confocal microscope.  ImageJ was used to determine 

cell coverage area. 

SEM for cell morphological examination.  MOVAS cells were seeded at a density 

of 5 x 103/cm2 and grown for 24 hours in complete medium on nanotube and flat control 

surfaces.  The surfaces were rinsed with PBS and then soaked in the primary fixative of 

3% glutaraldehyde (Sigma, St. Louis, MO), 0.1M of sodium cacodylate (Polysciences, 

Warrington, PA), and 0.1M sucrose (Sigma) for 45 min. The surfaces were subjected to 

two 5-min washes with a buffer containing 0.1M sodium cacodylate and 0.1M sucrose. 

The cells were then dehydrated by replacing the buffer with increasing concentrations of 

ethanol (35%, 50%, 70%, 95% and 100%) for 10 min each.  Further, the cells were dried 

by replacing ethanol by hexamethyldisilazane (HMDS) (Polysciences) for 10 min. The 

HMDS was removed, and the surfaces were air dried for 30 min. SEM imaging was 

conducted on the Sirion Scanning Electron Microscope at 5 kV after the surfaces were 

sputter coated in gold. The sputter coater was set at current of 20mA and pressure of 0.05 

mbar for 20 s to deposit a 10 nm layer of gold. 

EdU proliferation assay.  For assessment of cell proliferation, BAECs were seeded 

on flat Ti and TiO2 nanotube surfaces at a density of 5x103 cells per cm2 culture surface 

area.  Cells were incubated under standard conditions in complete media.  At days 1 and 

3 after seeding, cell proliferation was detected using incorporation of 5-ethynyl-2'-

deoxyuridine (EdU) with the Click-iT EdU Cell Proliferation Assay Kit (Invitrogen).  
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Briefly, cells were incubated with 10µM EdU for 45 minutes before fixation, 

permeabilization, and EdU staining, which were carried out according to the kit’s 

protocol.  Cell nuclei were stained with Hoechst 33342 (Invitrogen) at a concentration of 

5µg/ml for 30 minutes. The proportion of nucleated cells incorporating EdU was 

determined by fluorescence microscopy.   

Western blotting procedure.  MOVAS cells were seeded at a density of 5 x 104/cm2 

and harvested after 24 hours.  Whole-cell lysates were prepared by disruption of the cells 

with RIPA buffer (20 mM Tris-MOPS [pH 7.4], 150 mM NaCl, 1 mM EDTA, 1 mM 

EGTA, 1% NP-40) plus 1X protease inhibitor cocktail and 1X phophotase inhibitor for 5 

min on ice, centrifugation at 16,000 x g to remove insoluble materials, and boiling at 

100°C for 5 min. The lysates’s protein concentrations were measured using a micro BCA 

assay (Pierce, Rockford, IL) to ensure equal protein loading.  The samples were resolved 

by 10% NuPAGE gels (Invitrogen) and transferred to polyvinylidene difluoride 

membranes (Millipore, Billerica, MA). After transfer, the blots were cut at the 40 kDa 

marker and probed separately for smooth muscle α-actin (42 kDa) and glyceraldehyde 3-

phosphate dehydrogenase (GAPDH, 38kDa).  Mouse anti-smooth muscle α-actin (Sigma) 

and mouse anti-GAPDH (Santa Cruz Biotechnology, Santa Cruz, CA) were use as the 

primary antibodies and goat anti-mouse HRP (Pierce) as the secondary.  Antibodies were 

detected by chemiluminescence (PerkinElmer), Pierce film, and a Konica SRX-101A 

developer.  Intensity of the bands were quantified using ImageJ. 

PGI2 EIA assay.  BAECs were seeded at a density of 1 x 104
 cells/cm2

 and allowed to 

attach for 24 hours in complete media.  The cells where then washed twice with PBS and 

the media was replaced with phenol-red free DMEM without FBS.  After an additional 
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24 hours, the supernatant was harvested and centrifuged for 10 min to remove cellular 

debris.  The cells remaining on the surfaces were fixed, stained, and counted.  PGI2 

secretion in the supernatant was measured using an EIA kit (Cayman Chemicals, Ann 

Arbor, MI) according to the manufacturer’s instructions.  The amount of PGI2 per cell 

was calculated by dividing the total amount secreted by the number of cells on the 

surface. 

 

RESULTS AND DISCUSSION 

Since rapid re-endothelialization is crucial to the success of a vascular device, it is 

important to understand how endothelial cells will interact with TiO2 nanostructured 

surfaces.  To determine how nanotopography affects the morphology of ECs, bovine 

aortic endothelial cells (BAECs) were grown on nanotubular and flat surfaces.  The cells 

were fixed and stained with phallodin to image the actin cytoskeleton and Hoechst to 

stain the nucleus.   Confocal microscopy (Figure 3.1) revealed that cells on nanotubular 

substrates had elongated morphologies whereas cells on the flat surfaces were more 

spread out and cover greater surface areas.  Because of the elongation, cells on nanotubes 

on average covered ~60% of the average area occupied by the control cells.  While 

elongation is seen when ECs are exposed to mechanical forces, such as shear stress or 

hydrostatic pressure,24 elongation can also be a response to topographical cues.  ECs have 

been observed to assume a more linear morphology in response to a honeycomb-

patterned microtopography, similar in shape but much larger in size as compared to the 

nanotubes.  The elongated cells also had increased proliferation and extracellular matrix 

production when compared to their spread out counterparts.25  In addition, elongated cell 
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have been observed to have higher migrations speeds.26  Since migration into wound site 

is a major mode re-endothelialization, enhanced EC motility may greatly improve healing 

after injury or device implantation. 

 

 

 

In addition to EC studies, VSMC morphological response to nanotube arrays was also 

investigated through immunostaining and scanning electron microscopy (SEM) of mouse 

vascular smooth muscle cells (MOVASs).  F-actin staining revealed cells that were more 

rounded and clustered on nanotubes than on controls.  SEM highlighted a tendency for 

the VSMCs to adhere to and grow on top of each other rather than the nanotubes.  

Whereas cells on flat control surfaces sent out numerous long processes to maximize 

contact with the substrate, cells on the nanotubes had preferred to minimize contact with 

the nanotube surface.  When compared to controls, the size of cells on nanotubes was on 

average ~40% that of controls (Figure 3.2).  This difference in morphology was most 

striking in the first few days after which cells on nanotubes became increasingly similar 

Figure 3.1:  F-actin (green) and nuclear (blue) stains of BAEC grown on (A) nanotubular TiO2 versus 
(B) flat surfaces for 24 hours.   
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to those on controls, possibly due to extracellular matrix production and cell growth that 

obscured the nanotopographical features.  However, the smaller and more rounded 

morphology observed initially may indicate that VSMCs are less likely to thrive and 

proliferate on nanotubes. 

 

 

Figure 3.2:  F-actin staining of MOVASs grown on (A) nanotubular TiO2 versus (B) flat surfaces after 
24 hours.  SEM of cells on (C) nanotube surface and (D) flat surfaces.     Arrows used to indicate 
extent and type of processes on nanotubular and flat surfaces. 
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To examine the link between nanotopography and proliferation further, cell cycle 

progression of ECs and VSMCs were examined using 5-ethynyl-2′-deoxyuridine (EdU), 

a thymidine analogue, which is incorporated by proliferating cells.  EdU incorporation 

was measured after 24 and 72 hours in BAECs and MOVASs.  The proportion of EdU 

positive BAECs increased initially on nanotubes, but returned to a level similar to that of 

the cells on flat surfaces by day 3.  In contrast, the proportion of EdU positive MOVASs 

decreased significantly (Figure 3.3) over three days.  This sustained decrease in 

proliferation is particularly relevant to stent applications since restenosis is directly 

caused by VSMC proliferation.  In addition, restenosis is indirectly linked to the lack of 

re-endothelialization because an intact EC layer further promotes a non-proliferative and 

differentiated phenotype in VSMCs.  These results suggest that the nanotubular surfaces 

may be capable of preferentially enhancing EC growth while decreasing VSMC 

proliferation.   

 

 

Figure 3.3:  Ratio of EdU positive (A) ECs and (B) VSMCs on flat or nanotube (NT) substrate 
normalized by the average proportion of positive cells on flat surfaces on day 1 and 3.  Data is 
presented as average ± standard deviation.  *p<0.05, **p<0.01 vs. same day flat control, n=6. 
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Because VSMC proliferation is often associated with de-differentiation, maintaining a 

differentiated state may aid in preventing restenosis.  Therefore, the effect that 

nanotopography has on the expression of smooth muscle α-actin (SMαA), a marker of 

differentiation,27 was also investigated.  MOVASs were grown on nanotubular and flat 

surfaces and harvested after 24 hours.  To quantify the expression of SMαA, cell lysates 

from nanotube and flat surfaces were collected and analyzed through Western blotting.  

Cells grown on nanotubes versus flat surfaces showed increased SMαA expression 

(Figure 3.4) of approximately three fold as compared to controls.  This suggests that 

nanotubes may help maintain the differentiated state of VSMCs, further reinforcing the 

non-proliferative phenotype.   

 

 

In addition to effects on proliferation, the effects of nanotubes on the other functions 

of ECs were also explored.  One primary function of ECs is the secretion of products that 

prevent clotting and inhibition of VSMC proliferation.  Nitric oxide (NO) and 

Prostaglandin I2 (PGI2) are predominant products that act as anti-thrombogenic as well as 

anti-proliferative agents in VSMCs.21, 28, 29  In a previous study, it was shown that 

Figure 3.4:  Western blot of 
smooth muscle α-actin (42 kDa) 
of MOVAS cells grown on 
nanotubular  (NT) TiO2 and flat 
surfaces after 24 hours.  GAPDH 
(38 kDa) was used as a loading 
control.  

 



 27 

nanotubes did not significantly impact NO synthesis.23  In this study, the ability of the 

nanotubes to affect PGI2 secretion was investigated.  Unlike the secretion of other anti-

coagulants like heparan sulfate, which is controlled through the signaling of the 

glycocalyx on the apical side of ECs, PGI2 secretion is regulated by integrin signaling on 

the basal side of the cell.30  Hence, it was hypothesized that PGI2 production may be 

increased through manipulation of the topography of the underlying surface.  To test this 

hypothesis, BAECs were grown on the nanotube arrays and flat titanium for 24 hours.  

The supernatant of each condition was harvested and measured for PGI2 concentrations 

using an EIA kit.  Results show that nanotubes increased the production of PGI2 by 

compared to flat titanium.  When normalized by the average PGI2 secreted by controls, 

ECs on nanotubes produced 1.4 ± 0.25 (average ± stdev) times the amount secreted by 

ECs on flat surfaces (1.0 ± 0.089).  This difference was statistically significant (n=9, 

p>0.005).  Furthermore, total protein secretion, as measured using a BCA assay, showed 

a slight increase in protein secretion on nanotubes samples, but this difference was not 

statistically significant.  This suggests that the increase in PGI2 was unlikely the result of 

global up-regulation of protein production.  Rather, PGI2 production can be selectively 

increased by the presence of extracellular matrix (ECM) proteins, such as laminin and 

fibronectin.31  Since nanotube arrays have been  shown to promote ECM production in 

ECs,23 it is possible that increased PGI2 is connected to increased ECM production.  

Regardless of the cause, enhancement of PGI2 production is a very desirable stent quality.  

Because PGI2 can reduce clotting while regulating VSMC differentiation, PGI2 analogues 

have been suggested for use in the next generation of drug-eluting stents.28  Therefore, a 
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surface that boosts endogenous production of this prostaglandin may represent a 

significant improvement to existing stent or vascular graft technologies.   

 

CONCLUSION 

Current clinically used modifications to bare metal stents are largely aimed at 

decreasing VSMC proliferation at the expense of EC proliferation, migration, and 

function.  TiO2 nanotubes represent a unique approach where a stent surface is modified 

to promote reendothelialization and decrease VSMC proliferation.  The data from this 

study suggests that nanotopographical features can be used to promote proliferation and 

function in ECs and help VSMCs maintain their differentiated and non-proliferative 

phenotype.  In particular, the enhanced production of PGI2 is especially promising 

because the prostaglandin’s ability to blunt thrombosis and restenosis.   Reasons for a 

differential effect on proliferation in the two cell types is still unclear, and this may be 

due to the fact that nanotubes restrict the size of VSMCs but not ECs, as observed from 

immunostaining.  Further study of how vascular cells respond to the different dimensions 

of nanotubes will help elucidate the mechanism behind such observed effects.  This study 

has shown that TiO2 nanotubes have a variety of desirable effects on both major cell types 

involved in repair after vascular injury and are a promising candidate for next generation 

vascular materials.  This and future studies will aid in understanding how major processes 

involved in stent and vascular device implantation may be affected and modulated by 

topography, which would allow safer devices through better design.  
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CHAPTER 4:  Microarray analysis of cells on nanotubes 

 

INTRODUCTION 

Current strategies to manage these restenosis and thrombosis risks in vascular devices 

such as drug-eluting stents are largely focused on blunting VSMC proliferation.  

However, these therapies are associated with a higher risk of late thrombosis32 because 

drug-eluting coatings also inhibit EC function, migration, and proliferation, leading to 

poor re-endothelialization of the lumen.33,34  Because ECs not only prevent coagulation 

but also VSMC proliferation,21 rapid re-endothelialization and normal EC function is 

crucial to the success of any vascular implant.  Thus, to minimize complications, an ideal 

stent should encourage EC migration, proliferation and function, while blunting VSMC 

proliferation.35 

As suggested in previous chapters, titanium dioxide (TiO2) nanotube arrays are a 

highly biocompatible material with precisely tunable dimensions.  This control over 

nanotopographical dimensions allows for the fabrication of materials with feature sizes 

on the same order of magnitude as cell receptors or proteins and thus the ability to 

manipulate cell behavior through mechanical and topographical means.36  Studies 

outlined in Chapter 3 suggest that the nanotubes may enhance EC motility,23 

proliferation, and function, while decreasing VSMC proliferation.37  To further 

investigate the effects of nanotube arrays on vascular cells, microarray studies were 

performed to identify differentially expressed genes that may be responsible for the 

observed phenotypes.   
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METHODS 

TiO2 nanotube fabrication.  TiO2 nanotube arrays were formed via anodic oxidation 

in an electrolytic solution containing 0.2M Sodium Citrate Tribasic, 1M Sodium 

Hydrogen Sulfate, and 0.1M Potassium Fluoride, with Sodium Hydroxide added to adjust 

the pH of the solution.  Titanium foil (0.25mm thick, 99.7% purity, Alfa Aesar) were 

anodized at a constant DC potential for 17 hours in a two-electrode electrochemical cell 

with a platinum foil as the counter electrode.  The average length and pore diameter of 

the nanotubes were scaled by varying the pH of the electrolyte and the DC potential 

during anodization.  Nanotubes 1 μm in length with an average pore diameter of 30 nm 

were prepared by anodization using 10 V bias in the 4 pH electrolyte.  Nanotubes 1 μm in 

length with an average pore diameter of 100 nm were prepared by anodization using 20 V 

bias in a 2 pH electrolyte.  All samples were subsequently rinsed in DI water and 

annealed at a temperature of 500 °C in oxygen ambient to crystallize the nanotubes.  

Heating and cooling rates of 1 °C/min were used with a dwell time of 6 hours.  Surfaces 

were sterilized with 70% ethanol and UV prior to use in tissue culture. 

 

HAEC and HAoSMC culture.  Primary human aortic endothelial cells (HAECs) and 

primary human vascular smooth muscle cells (HAoSMCs) (Lonza, Walkersville, MD) 

were cultured according to manufacturer’s instructions using Lonza’s HAEC and 

HAoSMC complete media.  The cells were cultured in a humidified 95% air/5% CO
2 

incubator at 37°C.  Cells used in this experiment were passaged less than 15 times. 

RNA isolation for microarray.  HAECs and HAoSMCs were seeded at 5 x 104 

cells/cm2 on flat and nanotube substrates.  Cells were harvested after 24 hours using 
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Qiagen’s RNeasy kit (Valencia, CA) according to manufacturer’s instructions.  

Concentration and purity of isolated RNA was measured using a NanoDrop 

spectrophotometer (Thermo Fisher Scientific, Wilmington, DE) 

Microarray.  Sample preparation, labeling, and array hybridizations were performed 

according to standard protocols from the UCSF Shared Microarray Core Facilities and 

Agilent Technologies (http://www.arrays.ucsf.edu and http://www.agilent.com). Total 

RNA quality was assessed using a Pico Chip on an Agilent 2100 Bioanalyzer (Agilent 

Technologies, Palo Alto, CA). RNA was amplified and labeled with Cy3-CTP using the 

Agilent low RNA input fluorescent linear amplification kits following the manufacturers 

protocol. Labeled cRNA was assessed using the Nanodrop ND-100 (Thermo Fisher 

Scientific), and equal amounts of Cy3 labeled target were hybridized to Agilent whole 

human genome 4x44K Ink-jet arrays. Hybridizations were performed for 14 hrs, 

according to the manufacturer’s protocol. Arrays were scanned using the Agilent 

microarray scanner and raw signal intensities were extracted with Feature Extraction 

v10.1 software.  A total of 19 arrays were hybridized and represent 4 biological replicates 

for each group (with the exception of group VSMC-NT30, which has 3 biological 

replicates). 

Differential expression analysis.  The following terminology is used to discuss the 

results of our analysis: 

M – log2 (S2/S1). Log 2 based fold change of  entity of interest. M=1 means two-fold 

increase in S2 compared to S1. M=0 means equal expression. M=-1 means 2 fold down-

regulation.  

http://www.arrays.ucsf.edu/
http://www.agilent.com/
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aveA–average log2 based intensity of the same probe across all arrays, a proxy for gene 

expression level 

B - log posterior odds ratios, ratio between the probability that a given gene is differentially 

expressed (DE) over the probability that a given gene is not differentially expressed; B≥0 means 

equal or more probability that a gene is DE than non-DE.38  

FDR – False Discovery Rate, which is the percentage of falsely declared DE genes among 

the set of declared DE genes. A FDR cutoff of 0.01 indicates that 1% of the declared DE genes 

are expected to false positives.39 

AdjP – Adjusted p-value, which controls for family-wise error rates, the probability of having 

more than one false discovery. An adjusted p-value cutoff of 0.01 indicates that the declared DE 

set has 1% chance to have more than one false positive.  

 

Raw log-intensities are normalized using quantile normalization method that is 

proposed by Bolstad et al.40 No background subtraction was performed, and the median 

feature pixel intensity was used as the raw signal before normalization.   

A one-way ANOVA model is formulated and specific contrasts are formulated to 

examine the two pairwise comparisons of interest. Moderated t-statistic, B statistic, false 

discovery rate and p-value for each gene were obtained. Adjusted p-values were 

produced by the method proposed by Holm.41 All procedures were carried out using 

functions in the R package limma in Bioconductor.42, 43  Shortlists for HAECs were 

generated using the criteria of B ≥ 0 and Nominal P ≤ 0.001.  Shortlists for HAoSMCs 
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were generated using the criteria of B > 0, Nominal P ≤ 0.001, and fold-change > 2 (i.e. 

absolute value of log2 fold-change > 1).   

Microarray data has been submitted to the GEO (accession number:  GSE17676) and 

can be found at the following address:   

http://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?token=zhinfukqcyiqebk&acc=GSE17676 

 

Quantitative Polymerase Chain Reaction.  For confirmation of microarray data, 

cells were seeded at 5 x 104 cells/cm2 on flat and nanotube surfaces.  In addition, ECs 

were also seeded at 5 x 103 cells/cm2 for low density experiments.  After 24 hours, 

samples were harvested using Ambion/Applied Biosystems’s Cell to CT kit (Foster City, 

CA).  Lysis, RT-PCR, and qPCR were performed according to manufacturer’s 

instructions using a StepOne Plus instrument (Applied Biosystems).  Primers for each 

target were designed by Primer Express 3.0 software (Applied Biosystems) or obtained 

from the National Cancer Institute’s Quantitative PCR Primer Database 

(http://web.ncifcrf.gov/rtp/gel/primerdb/) for the following genes: FST (forward primer – 

5’-CAGTAAGTCGGATGAGCCTGTCT, reverse primer – 5’-

CAGCTTCCTTCATGGCACACT), ATF3 (forward – 5’-CTGCCCGCCTTTCATCTG, 

reverse – 5’-CAGACACTGCTGCCTGAATCC), EGR1 (forward – 5’-

TTTGCCAGGAGCGATGAAC, reverse – 5’-CCGAAGAGGCCACAACACTT), YAP1 

(forward – 5’-CGTCCAGCAAGATACTTTAATCCTCTAT, reverse – 5’-

CTGTGAAAGAGGTCAGCAATACATT), and GAPDH (forward – 5’-

TGCACCACCAACTGCTTAGC, reverse – 5’-GGCATGGACTGTGGTCATGAG).  

http://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?token=zhinfukqcyiqebk&acc=GSE17676
http://web.ncifcrf.gov/rtp/gel/primerdb/
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Each experimental condition was performed three times (n=3).  Expression levels of the 

genes were measured in technical triplicates. 

 

RESULTS AND DISCUSSION 

Given the dual role ECs play in preventing both coagulation and VSMC proliferation, 

the effect of nanotopography on EC gene expression was first examined.  Previous 

studies have suggested that cells may be sensitive to nanotube dimensions, and that 

certain tube diameters may enhance survival, proliferation, differentiation, or 

migration.23, 44-46  To explore the effect of nanotube diameter on ECs, primary human 

aortic endothelial cells (HAECs) were grown on smooth surfaces as well as 30 nm and 

100 nm nanotube arrays.  mRNA transcripts from the cells were harvested after 24 hours 

and expression levels were probed using whole-genome microarrays.  Analysis of the 

arrays revealed no significant differences between ECs exposed to the 30 nm and 100 nm 

nanotube arrays, but significant differences in over 100 transcripts between nanotube 

arrays and flat surfaces.  The lack of significant differences between cells exposed to the 

30 and 100 nm arrays in this experiment may be due to the differences in cell types or 

origin that were used in this study versus previous studies (e.g. bovine aortic ECs23  and 

mesenchymal cells47 vs. primary HAECs) as well as variation in the duration of exposure 

to the nanotube array surfaces before a cellular response was measured.  It is also feasible 

that cells may be responding to different nanotopographical dimensions via protein or 

enzymatic control rather than transcriptional regulation.  However, our data does suggest 

that primary HAECs are not responsive (at least not transcriptionally) to variation in 

nanotube diameters in the 30-100 nm range after 24 hours of exposure.   
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Genes with significant differences in expression between the nanotubular and flat 

substrates were analyzed using Ingenuity Pathway Analysis (IPA) software to identify 

altered cellular processes and functions due to exposure to nanotubes.  From the data, 

IPA identified over 50 genes with sufficient published information to sort into various 

functional categories.  These categories were further classified according to their likely 

impact on processes relevant to performance of a vascular implant (Figure 4.1A).  Sorting 

resulted in four major groups of genes whose changes in expression levels would likely 

indicate an alteration in proliferation, migration, cell death, and inflammation or 

coagulation (i.e EC activation, which results in recruitment of leukocytes or platelets, or 

progression of the inflammatory response or coagulation cascade).  The genes were then 

further classified by whether their expression would likely promote or inhibit the relevant 

processes (i.e. proliferation, migration, cell death, and inflammation) using IPA’s curated 

findings and plotted in Figure 4.1B (see supplemental section, Table S1 for additional 

information).  Log2-fold changes in expression of genes that promote a process were 

plotted according to the y-axis on the left such that an upregulation of a gene in this 

category would appear on the top half of the graph.  Genes that inhibit that same process 

were plotted according to y-axis on the right such that downregulation of a gene that 

retards a process would also appear on the top half of the plot.  Organized this way, genes 

that appear on the top half of the plot would likely promote one of the processes while 

genes that appear on the bottom half of the plot would contribute to the inhibition of the 

process.  The expression patterns of the genes suggest that ECs exposed to nanotubes are 

more proliferative, with 15 genes whose expression patterns that were more consistent 

with a proliferative phenotype and 5 more consistent with a non-proliferative phenotype.  
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The cells also appear to be more motile (7 genes that promote the process versus 2 that 

inhibit).   Further, ECs on nanotube arrays also seemed more resistant to cell death (3 

promote versus 9 inhibit) and activation (1 promote versus 6 inhibit).   
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Figure 4.1:  Nanotube effects on cellular functions and processes of ECs. List of significantly affected 
cellular functions identified by Ingenuity Pathway Analysis with p<0.005 (A). Identified functions are 
sorted into processes relevant to vascular device performance.  Genes whose expression is significantly 
affected by nanotube arrays are plotted according to their likely effects on the four processes (B). Genes 
that promote a process are represented by open circles (o) with their y-axis on the left, while genes that 
inhibit a process are represented by filled-in circles (•) and have their y-axis on the right.  Plotted this way, 
genes whose expression pattern is likely to promote a specific process (e.g. enhanced expression of a 
promoter of proliferation or reduced expression of a gene that inhibits proliferation) will appear on the top 
half of the graph, and those who would likely inhibit the process would appear on the bottom.  Numbers at 
the top and bottom denote the number of genes that appear on the top or bottom region of the graph.  For 
example, there are 15 EC genes whose expression pattern is consistent with a proliferative phenotype. 
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This data is consistent with previous reports about the ability of nanotubes to promote 

endothelial cell proliferation and migration.  Our group has observed increased DNA 

synthesis in ECs exposed to nanotube arrays as compared to flat surfaces.37  The pro-

migratory effects of the nanotubes have also been shown through analysis of cell 

morphology, focal adhesion staining, and scratch migration assays.23, 37 Microarray 

analysis from this study not only supports previous functional data but also provides 

possible gene candidates that are involved in these responses.   

While the pro- proliferative and migratory effects of the nanotubes revealed through 

microarray analysis are consistent with prior reports, the anti- cell death and activation 

aspects of the nanotopography are novel findings.  In fact, previous studies suggest that 

increased surface roughness in stainless steel surfaces may increase activation of ECs, 

increasing expression of cell adhesion molecules such as E-selectin and VCAM-1.48  

However, despite the increased roughness of nanotube arrays in comparison to flat 

surfaces, our microarray analysis revealed no significant changes those particular 

molecules and decreases in other markers of activation.  The discrepancy in EC activation 

in these studies may stem from the difference in chemical composition, order of the 

substrates, or a combination of both.  TiO2 is a highly inert material but stainless steel is 

an alloy with some elements, such as nickel,49 that are more immunogenic.  Increased 

roughness likely increases the surface area of the substrate in contact with cells.  Cells on 

a slightly more immunogenic surface, like stainless steel, would see a higher amount of 

inflammatory stimuli on a roughened surface, whereas cells on an inert surface such as 

TiO2 would not.  Furthermore, stainless steel substrates used in previous experiments had 

a random topography, whereas nanotube arrays used in these experiments were highly 
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ordered.  In addition to the changes in these processes, the microarrays also identified 

molecular networks that are most likely altered by the nanotubes as well as probable 

genes that are correlated with the differences in phenotype.  The top network identified 

by IPA (Figure 4.2) contained members such as nuclear factor-kappa ß (NF- B), activator 

protein-1 (AP-1), mitogen-activated protein kinases (MAPKs), which have previously 

been implicated in mechanotransduction50 and sensing of shear stress in endothelial 

cells.51  The appearance of these genes in this network suggest that ECs may be sensing 

nanotopographic cues through proteins upstream of these signaling molecules, such as 

integrins, mechanosensitive ion channels, cell surface proteoglycans, or other shear-

sensitive elements.  NF- B, for example, has been shown to be activated via Rac1 in 

response to integrin activation.52  AP-1 is another transcription factor that been 

implicated in integrin-mediated responses to mechanical cues via ERK1/2 

phosphorylation.53  Detailed examination of genes most profoundly affected by 

nanotopography reviewed that transcripts for follistatin (FST), a gene expressed in 

migrating and proliferating ECs,54 experienced the greatest absolute log2 fold change in 

expression.  ECs exposed to nanotubes produced nearly 4 times more FST (log2 fold 

change = +1.91) than cells on flat controls.  This change in follistatin expression was also 

confirmed by quantitative PCR (qPCR), which yielded expression levels consistent with 

that of the microarrays, with a log2 fold change of +2.48 ± 0.46 relative to flat controls.  

In ECs, follistatin, an activin-binding autocrine/paracrine protein, regulates proliferation 

by inhibiting the anti-proliferatory effects of activin.55, 56  While there have been studies 

about the how EC FST expression is regulated via chemical cues, such as with heparin,57-

59 little is known about how the gene can be regulated by mechanical cues.  However, in 
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our study, follistatin serves as a marker for EC proliferation and migration, and its 

expression pattern, as well as those of other genes (see Table S1), supports the 

upregulation of these two processes in ECs exposed to nanotopographical cues.   

 

 

 

 

Initially after a vascular device like a stent is implanted, the EC layer is denuded and 

the implant surface is either bare or sparsely covered with ECs.  To see if similar 

expression patterns might also be observed in this initial stage, ECs were seeded on 

nanotube and flat substrates at low densities.  After 24 hours, expression of several genes 

identified by microarray analysis was measured by qPCR.  In addition to FST, activating 

transcription factor 3 (ATF3) was chosen because it had the next largest absolute log2 

Figure 4.2:  Top network of genes in ECs whose expression are significantly affected by exposure to 
nanotube arrays.  Red indicates upregulation, green indicates downregulation.  Intensity of color is 
proportional to magnitude of change.  For the sake of simplicity, relationships between genes without a 
significant change in expression are not shown.  See original network map in supplemental section, Figure 
S2. 
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fold change, is expressed in proliferating cells,60 and plays a role in promoting cell 

survival.61  Early growth response 1 (EGR1) expression was also examined because of its 

established role as a transcription factor in mechanotransduction and extracellular matrix 

sensing.62  Quantitative PCR results indicated that ECs grown at low densities also 

showed increased expression of FST, ATF3, and EGR1.  While increase in expression of 

FST remained at about 4 fold (+2.03 ± 0.18 log2 fold change), the expression levels of 

ATF3 and EGR1 increased dramatically (+3.63 ± 0.35 and +3.62 ± 0.44 log2 fold change, 

respectively) at even higher levels than shown on the microarrays (Figure 4.3).  This data 

suggests that during the initial stages post implantation, nanotube surface would have an 

even more profound effect than predicted by microarray.   

 

 

 
Figure 4.3:  Average expression levels of follistatin (FST), activating transcription factor 3 (ATF3), and 
early growth response 1 (EGR1) in ECs grown at low densities measured by quantitative PCR. Data is 
normalized by expression levels of each gene by ECs on flat surfaces and presented as average ± standard 
deviation.  * p<0.05 when compared to flat controls, n=3. 
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In addition to ECs, most vascular implants will interact with VSMCs.  Uncontrolled 

proliferation of these cells after implantation often results in complications such as 

restenosis or device failure.  Therefore, it is crucial to have a detailed understanding of 

how VSMCs interact with any possible vascular device coating.  Thus, in addition to 

studying EC behavior, we also examined VSMC response to nanotube arrays.  Because 

nanotubes of 30 nm and 100 nm in diameter did not seem to elicit a significant difference 

in EC behavior, only the 30 nm arrays were used to investigate VSMC behavior.  VSMCs 

were seeded onto 30 nm nanotube arrays and flat surfaces for 24 hours.  Like ECs, 

VSMCs were then harvested after 24 hours and gene expression of the entire genome was 

probed using microarrays.  Top hits were filtered by p-value and absolute log2 fold 

change values to generate a shortlist of over 170 genes. The most significantly changed 

cellular functions were identified using IPA.  Significantly affected functions were 

further grouped into categories relevant to the performance of vascular devices, which 

yielded the same four processes as ECs:  proliferation, cell death, inflammation, and 

migration (Figure 4.4A).  Genes were then sorted according to whether they were likely 

to up- or down-regulate these four processes and plotted in the same manner as ECs such 

that genes whose expression patterns would like promote a process would appear as data 

points on the top half of the graph, while those that would likely inhibit the process 

would appear on the bottom half (Figure 4.4B).  In contrast to ECs, genes significantly 

changed in VSMCs were not the same genes differentially expressed in ECs.  In fact, plot 

of the log2 fold change of all genes for ECs versus VSMCs suggest that TiO2 nanotubes 

have divergent effects on the two cell population (Figure S1). Moreover, expression 

patterns in VSMCs in contact with the nanotube arrays strongly suggest a less 
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proliferative (7 promote versus 33 inhibit) phenotype.  While the number of genes whose 

expression would likely inhibit versus promote cell death (14 promote versus 17 inhibit) 

and migration (6 promote versus 9 inhibit) are less striking, the expression pattern of 

genes involved in inflammation or coagulation seem to indicate a less activated 

phenotype (3 promote versus 9 inhibit).   
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a 

b 

Figure 4.4:  Nanotube effects on cellular functions and processes of VSMCs.  (A) List of significantly 
affected cellular functions identified by Ingenuity Pathway Analysis with p<0.005.  Identified functions 
are sorted into processes relevant to vascular device performance.  Genes whose expression is 
significantly affected by nanotube arrays are plotted according to their likely effects on the four processes 
(B), see figure 1 for more detailed explanation. Numbers at the top and bottom denote the number of 
genes that appear on the top or bottom region of the graph.  For example, there are 33 genes whose 
expression patterns is consistent with a less proliferative phenotype. 
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Analysis of microarray data also yielded top networks and a set of genes most 

significantly affected by the nanotopography.  Some members of the top network, such as 

NF- B and AP-1 overlapped with the results from the top EC network (Figure 4.5) 

suggesting that similar signaling pathways may be involved in EC and VSMC sensing of 

the nano-environment.  However, differential modulation of these pathways may lead to 

differential regulation of key transcription factors, resulting in divergent responses to the 

same substrate.  The greatest absolute log2 fold change in expression was in YAP1, or 

Yes-associated protein 1, a gene that has been associated with increased proliferation and 

decreased apoptosis.63  YAP1 expression was confirmed by qPCR, which showed a 

decrease in gene expression, but to a lesser degree than the level demonstrated by 

microarray (log2 fold change= -0.96 ± 0.33).  Surprisingly, the expression of smooth 

muscle α-actin (SMαA), a marker of differentiation previously shown to be 

downregulated in mouse VSMCs exposed to nanotubes,37 did not see a significant change 

in expression in this study.  This may be due to the different cell origin and type used in 

the two studies.  Previous data was collected with an immortalized mouse cell line, which 

can behave quite differently from primary human cells.  Notably, the growth rate of the 

mouse cell line was much higher so it is possible that differences in SMαA expression 

had not yet occurred when the human cells were harvested for microarray.  Nevertheless, 

data from this study strongly supports the idea that nanotube arrays have an anti-

proliferatory effect on VSMCs, an effect crucial to inhibiting restenosis in an ideal stent 

or vascular device.   
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Existing strategies of reducing vascular device complications are largely aimed at 

preventing restenosis at the expense of reendothelialization.  The ideal vascular implant, 

however, should prevent VSMC proliferation and encourage EC proliferation, migration, 

and quiescence.  Data from this and previous studies suggest that TiO2 nanotube arrays 

may be a promising candidate for a next-generation stent or vascular device coating as 

because of the divergent response of ECs and VSMCs to the material.  In addition, this 

study also identified genes and possible pathways that are correlated with changes in EC 

and VSMC phenotype.  Identifying the genes and networks associated with phenotype 

Figure 4.5:  Top network of genes in VSMCs whose expression are significantly affected by exposure to 
nanotube arrays.  Red indicates upregulation, green indicates downregulation.  Intensity of color is 
proportional to magnitude of change. For the sake of simplicity, relationships between genes without a 
significant change in expression are not shown.  See original network map in supplemental section, 
Figure S3. 
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changes in response to nanotopographical cues maybe a crucial step toward 

understanding how cells sense and respond to nanotopography and how these interactions 

can be used to improve medical device design. 
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CHAPTER 5:  Conclusions and Future Directions 

 

The results from this project suggest that nanotopographical surfaces can interact with 

small molecules, proteins, and cells in a way that may have applications for local drug 

delivery or vascular device improvement.  Findings in the first part of this work show that 

nanotubular TiO2 is amenable to small molecule drug elution for a week and protein 

delivery for a month.  This duration of release makes the material a feasible candidate for 

a drug eluting coating in clinical applications such as dental, bone, or vascular implants.  

Results from the second part of this dissertation show that varying cell types can respond 

differently to the same nanotopographical cue.  In vascular cells, nanotubes increased 

proliferation and function in endothelial cells but decreased proliferation in vascular 

smooth muscle cells.  We traced phenotypic responses to changes in gene expression in 

cells and identified possible candidates that may be involved in mediating this response.  

These findings suggest that nanotopography can change gene expression via different 

mechanisms in different cell types in a manner that may have clinical utility. 

Traditionally, the field of cell biology has largely focused upon how cells respond to 

chemical cues.  Recently, this focus has expanded to include how cells respond to 

mechanical forces and spatial cues.  This work represents one of the first attempts to 

understand how nanotopographical cues impact cell behavior from gene expression to 

phenotypic changes.  This work is by no means complete.  Future studies in this area can 

be divided into two directions:  (1) optimization and testing of the material for drug 

elution and/or vascular device applications in animal models and (2) elucidating our 
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understanding the mechanism of interaction between nanomaterials and small molecules, 

proteins, or cells. 

Because the results from drug elution studies suggest that this technology is 

sufficiently close to being clinically useful, further optimization would be warranted so 

that that material could extend drug delivery duration or capacity.  This would include 

exploring different shapes or dimensions of the nanotubes and varying surface treatments 

or drug loading methods.  Varying these parameters would not only optimize drug elution 

but also provide insight into the mechanism of drug retention and release on the 

nanoscale. 

Aside from drug loaded nanotubes, future directions could include investigating of 

the “pro-healing” effects of unloaded nanotubes can translate into significant effects in 

vivo.  In addition, the data generated from microarray experiments have identified 

potential candidates that could be responsible for the phenotypic changes we see in 

vascular cells.  Future investigation in this area would elucidate these nano-sensing 

pathways, which could provide valuable information about the mechanisms behind 

cellular interaction with nanomaterials. 
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CHAPTER 7:  Supplemental Information 

 

   
Figure S1:  MM plot of gene expression for VSMCs vs. ECs.   
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Figure S2.  Original top network plot for ECs generated by Ingenuity Pathway Analysis.  Red indicates 
upregulation, green down regulation.  Intensity of color is proportional to magnitude of change. 
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Figure S3. Original top network plot for VSMCs generated by Ingenuity Pathway Analysis.  Red indicates 
upregulation, green down regulation.  Intensity of color is proportional to magnitude of change. 
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Table S1:  Genes significantly affected by exposure to nanotubes are listed according to 

their affect on a specific process.  Those that have been shown in literature to inhibit a 

process are listed on the left two columns, and those that promote the process are listed 

on the right columns.  Superscript refers to literature identified through IPA’s curated 

findings that support all of the gene’s classification(s).  Data from these tables were used 

to plot Figures 1B and 4B.  

 

A. Human Aortic Endothelial Cells 
 

 Proliferation/Cell Cycle Progression 

Inhibit log2FC.NTvsTi  Promote log2FC.NTvsTi  

CCL2364, 65 -0.84 ENG66, 67 -0.83 

TPM168, 69 -0.47 RPS15A70 -0.33 

FBLN571 -0.41 TNS372 0.34 

CAPRIN273 -0.19 CREM74 0.3 

PFDN575 -0.32 TSLP76-78 0.43 

NOV79 0.6 KITLG80-82 0.54 

GPR6883 0.63 VIPR184 0.56 

ADIPOQ85-87 0.8 TNXB88, 89 0.55 

  ISG2090 1.1 

  EGR191, 92 1.04 

  ATF393, 94 1.67 

  FST54 1.91 
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Migration   

Inhibit log2FC.NTvsTi  Promote log2FC.NTvsTi  

ENG66, 67 -0.83 TPM168, 69 -0.47 

    FBLN571 -0.41 

    KITLG80-82 0.54 
  MFI295 0.6 
    NOV79 0.6 
    ADIPOQ85-87 0.8 

    CCR396 1.03 

    FST54 1.91 

    

Inflammation/Coagulation   

Inhibit log2FC.NTvsTi  Promote log2FC.NTvsTi  

KITLG80-82 0.54 CCL2364, 65 -0.84 

TNXB88, 89 0.55 SELP97 -0.61 

    GPR498, 99 -0.49 

    IL13RA1100 -0.34 

  TSLP76-78 0.43 

    

 

Apoptosis/Cell Death   

Inhibit log2FC.NTvsTi  Promote log2FC.NTvsTi  

NR2F1101 -0.42 CAPRIN273 -0.19 

GPX3102 0.34 ITPR3103 0.44 

TSLP76-78 0.43 CREM74 0.3 
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NEK8104 0.67   

ADIPOQ85-87 0.8   

SLC12A2105 0.72   

PPID96, 106 0.84   

EGR191, 92 1.04   

ATF393, 94 1.67   

 

B. Human Aortic Vascular Smooth Muscle Cells 

 
 Proliferation/Cell Cycle Progression 
 

Inhibit log2FC.NTvsTi Promote log2FC.NTvsTi 

HIRA107 -2.4 YAP1108, 109 -3.09 

IGF2R110, 111 -1.83 FADD112, 113 -2.38 

VPS18114 -1.6 PRPF19115 -2.15 

KCTD11116 -1.43 GBF1117 -2.13 

ATF5118, 119 -1.36 MCL1120, 121 -2.07 

HMOX1122, 123 -1.06 FUS124, 125 -2.04 

EREG126, 127 1.02 
RALGDS128, 

129 -2.02 

BDKRB2130, 131 1.17 H19132 -1.92 

NR4A2133, 134 1.22 IGF2R110, 111 -1.83 

BDKRB1131, 135, 

136 1.3 SFRS5137,138 -1.82 

NR4A1139, 140 1.33 RXRB141-143 -1.81 

SLA144, 145 1.53 TGFB2146, 147 -1.67 

  LIG1148 -1.61 
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 Migration 
 

Inhibit log2FC.NTvsTi Promote log2FC.NTvsTi 
ABHD2167 -1.95 PRKAG186 -2.69 
TMBIM1168 -1.21 HNRPAB169 -2.15 
SOCS3170, 171 -1.01 SEMA4C149 -1.56 
    ARRB1153, 154 -1.32 
    PDLIM2172 -1.23 
    ITGA2160 -1.2 
    WASF2166 -1.02 
    MYO10173 -1.01 
    CD151174 -1 
    BDKRB1131, 135, 136 1.29 
    HAS1175 1.36 
    IRS2176 2.32 

    SEMA4C149 -1.56 

    F10150, 151 -1.42 

    NCL152 -1.42 

    ARRB1153, 154 -1.32 

    PPP1R8155 -1.26 

    THG1L156 -1.26 

    RCC1157 -1.25 

    SKI158, 159 -1.25 

    ITGA2160 -1.2 

    PEA15161, 162 -1.12 

    CYR61163 -1.12 

    EWSR1164 -1.1 

    RBBP6165 -1.08 

    WASF2166 -1.02 

    EREG126, 127 1.02 
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Inflammation/Coagulation 
 

Inhibit log2FC.NTvsTi Promote log2FC.NTvsTi 
EXT1177 -1.16 LAMP1178, 179 -2.23 
ADAMTS13180 1.2 RALGDS128, 129 -2.02 
GLIS2181 1.52 PEAR1182 -1.8 
SLA144, 145 1.53 ATRN183 -1.63 
    CHST2184 -1.58 
    F10150, 151 -1.42 
    CXCL6185 1.16 

    
BDKRB1131, 135, 

136 1.3 
 
 
 Apoptosis/Cell Death 
 

Inhibit log2FC.NTvsTi  Promote log2FC.NTvsTi  

YAP1108, 109 -3.09 FADD112, 113 -2.38 

PRPF19115 -2.15 LAMP1178, 179 -2.23 

MCL1120, 121 -2.07 AQP3186 -2.1 

SFRS5137, 138 -1.82 FUS124, 125 -2.04 

RXRB141-143 -1.81 BAX187 -1.92 

TNIP2188 -1.81 IGF2R110, 111 -1.83 

DNAJB2189 -1.72 TRIB2190 -1.67 

ATF5118, 119 -1.36 BBC3191 -1.61 

THG1L156 -1.26 UACA192 -1.49 

SKI158, 159 -1.25 NCL152 -1.42 

PEA15161, 162 -1.12 TNKS2193 -1.31 

RBBP6165 -1.08 SDHC194 -1.17 

HMOX1 -1.06 SOCS3170, 171 -1.01 

BDKRB2130, 131 1.17 NR4A1139, 140 1.33 

NR4A2133, 134 1.22   
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BDKRB1131, 135, 

136 1.29     

IRS2176 2.32   
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