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ABSTRACT OF THE DISSERTATION

UAV Swarm Enabled Communications: System Design for Spectrum

and Energy Efficiency with Security Considerations

by

Samer Sarwat Nageeb Hanna

Doctor of Philosophy in Electrical and Computer Engineering

University of California, Los Angeles, 2021

Professor Danijela Cabric, Chair

Multi-UAV deployments create new opportunities for wireless communications. By coordi-

nating the UAVs, they can act as a virtual-antenna-array and use multiantenna communi-

cation schemes like distributed MIMO and distributed beamforming (BF).

Distributed MIMO enables a swarm of UAVs to transmit multiple data streams simul-

taneously to a multiantenna ground station (GS), thus improving the spectral efficiency.

Due to the line-of-sight propagation between the swarm and the GS, the MIMO channel is

highly correlated, leading to limited multiplexing gains. By optimizing the UAV positions,

the swarm can attain the maximum capacity given by the single-user-bound. To achieve this

capacity, we propose a centralized approach using block coordinate descent and distributed

iterative approach using linear controllers.

Distributed BF can extend the communication range of a remotely deployed swarm,

avoiding energy waste in travel towards the destination radio. In order to beamform, the

UAVs typically rely on the destination feedback, however, noisy feedback degrades the BF

gains. To limit the degradation, we developed an analytical framework to predict the BF

ii



gains at a given SNR and used it to optimize the signaling with the destination. The proposed

framework was verified experimentally in the lab and using UAV-mounted software-defined-

radios (SDR). We also developed a feedback-free BF approach that eliminates the need for

destination feedback entirely in a LOS channel. In this approach, one BF radio acts as a

guide and moves to point the beam of the remaining radios towards the destination. This

approach tolerates localization error and was demonstrated using SDRs.

As for the security considerations, they apply beyond UAVs to any wireless device. Secu-

rity considerations include radio authentication and interpreting unauthorized signals. For

device authentication, we leveraged the radios’ RF fingerprint extracted using deep learn-

ing and formulated an open set classification problem to reject signals from unauthorized

transmitters. We compared several approaches and studied the training dataset impact on

performance. To blindly decode unauthorized signals, we proposed the dual path network

(DPN) combining digital signal processing and deep learning for modulation classification

and blind symbol decoding. DPN design yields interpretable outputs and by jointly estimat-

ing the unknown parameters, it improves the modulation classification accuracy.
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CHAPTER 1

Introduction

1.1 Motivation

The number of unmanned-aerial-vehicles (UAVs) is expected to increase to 2.38 million by

2025 [Fed21]. This widespread adoption of UAVs is driven by their mobility and low cost

of operation, which makes them suitable for many applications [SSA19]; UAVs can be used

to deliver packages, participate in search and rescue operations, wildlife monitoring, provide

communications in emergency situations, etc. Many of these applications benefit from using

multiple cooperating UAVs or UAV swarms [SBS20].

Communications is an integral part of UAV operations, whether the UAVs are used as

communications enablers or as user equipment [MSB18]. As communications enabler UAVs

can assist the existing infrastructure in providing coverage to users to meet fluctuating

demands or to provide emergency communications in case of disasters [ENC17]. UAVs as user

equipment rely on communications to accomplish their deployment task. Communications

can be solely for control signals in applications like package delivery or can be for the purpose

of offloading data for applications like wildlife monitoring.

UAVs as communications enablers can be used to meet the requirements of 5G and future

communications systems in challenging scenarios [WXZ21]. These scenarios include events

like open air festivals, protests, etc. For instance in an open air festival, a small rural area

having minimal coverage is visited by tens of thousands of visitors during a short period,

with capacity requirements of up to 900 Gbps/km2 [FT13]. Other scenarios include traffic
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jams, which can occur unexpectedly and during which capacity demands increase. In such

cases, UAVs are faster to deploy and are more economic than fixed infrastructure. But, one

of the challenges of UAVs that unlike basestations, they are not connected using wires to

the core network. The connection between the UAV and the core network (backhaul) needs

to be done wirelessly [TO21]. This is more challenging, since the backhaul link is shared

among UAVs and thus would require higher capacity than the link between users and the

UAVs (access link). This drives the need for spectrally efficient approaches for backhaul

communication using UAV swarms.

As for UAVs as user equipment, many applications benefit from having a UAV swarm

cover a remote area [SBS20]. Examples of these applications include wildlife monitoring,

search and rescue, mapping of area, etc. These applications require throughput of in the

range of a few Mbps over distances in the range of kilometers [HYM16]. Hence, communi-

cations has to be done over a long distance which could exceed the communication range of

a single UAV. Since the UAVs are battery powered, their flight time is limited and moving

UAVs closer to the ground receiver to offload their data would waste energy. To avoid the

energy waste and improve the energy efficiency, techniques to enable the UAV swarm to

cooperatively transmit data instead of moving are needed.

Besides, the capacity and energy challenges, there are security considerations that pertain

not only to UAVs, but to all wireless devices. The rise in the number of wireless connected

devices in the era of Internet of Things (IoT) raises major security concerns in device au-

thentication [SRG15], and poses new challenges due to unauthorized utilization of shared

spectrum [LCT09]. For device authentication, traditional systems rely on cryptography,

however, many IoT devices are computationally limited and energy-constrained. Thus, a

new paradigm to verify the legitimacy of a signal is needed relying only on the transmitted

radio-frequency (RF) signals without imposing any overheads on the transmitter [ZHL21].

As for unauthorized spectrum utilization, the first step of addressing it is understanding the

nature of the received signals. This requires an approach to blindly understand a received
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RF signal [PSY21]. These RF identification challenges drive the need for novel methods

improving security in wireless networks.

1.2 Challenges and Objectives

1.2.1 UAV Swarms for Communications

We start by discussing the spectrum and energy challenges pertinent to communications

with UAV Swarms.

Spectrum Efficient Backhaul for UAVs Multiple UAVs communicating with the same

ground station will interfere with each other. Assuming that the ground station has multiple

antennas, MIMO spatial multiplexing can be used to scale the capacity with the number of

UAVs. However, the line-of-sight propagation between the UAVs and the ground station,

typical of air-to-ground channels, is highly correlated. This correlation makes the multi-

plexing gains limited and degrades the spectral efficiency. Our objective is to optimize the

placement of UAVs in order to attain the maximum capacity given by the single-user-bound

(SUB). The optimized positions need to minimize the distance traveled by the UAVs to avoid

disturbing UAVs from their deployment objective.

Energy Efficient Range Extension using Beamforming Instead of UAVs wasting

their energy traveling towards the destination radio for communications, UAVs can coop-

erate to transmit their signals using distributed beamforming. Beamforming (BF) enables

cooperating radios to extend their communication range by adjusting their signals to ensure

coherent combining at a destination radio. BF relies on the BF radios having frequency

synchronized carriers and phases adjusted for coherent combining. Both requirements are

typically met by exchanging preambles with the destination. However, since BF aims to in-

crease the communication range, the individually transmitted preambles are typically at low

3



SNR and their lengths are constrained by the channel coherence time. These noisy pream-

bles lead to errors in frequency and phase estimation, which result in the degradation of the

BF gains. Our objective is to design BF systems that take into account this degradation or

eliminate it by avoiding preamble exchange with the destination entirely.

1.2.2 RF Identification

Transmitter Authorization Using imperfections in transmitters’ hardware, wireless sig-

nals can be used to verify their identity in an authorization system, thus addressing one

the security considerations for IoT devices without imposing any additional overhead on the

transmitters. Deep learning excels in learning features from data and has been proposed

for transmitter identification. However, existing works have mainly focused on classification

among a closed set of transmitters. Malicious transmitters outside this closed set will be mis-

classified, jeopardizing the authorization system. Our objective is to formulate the problem

as open set classification, which recognizes authorized transmitters and rejects unauthorized

transmitters unseen during training. We want to compare the different open set approaches

and study how they depend on the training dataset structure.

Blind Signal Decoding Blindly decoding a signal can assist in understanding unautho-

rized signals in the spectrum. To blindly decode a signal, we need to estimate its unknown

transmit parameters, compensate for the wireless channel impairments, and identify the

modulation type. The difficulty of jointly estimating the unknown parameters using digi-

tal signal processing (DSP) and the ease of generating training data makes deep learning a

suitable approach for this problem. While deep learning can solve complex problems, DSP

is interpretable and can be more computationally efficient. Our objective is design a neu-

ral network that combines the performance of deep learning and the interpretability and

computational efficiency of DSP.
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1.3 Contributions

1.3.1 UAV Swarms

Spectrum Efficient Backhaul for UAVs We derived a set of UAV positions that attains

the maximum capacity for a uniform rectangular array ground station. Given an initial

swarm placement, we formulated the problem of minimizing the distance traveled by the

UAVs to reach a placement within the capacity maximizing set of positions. An offline

centralized solution to the problem using block coordinate descent was developed assuming

known initial positions of UAVs and was shown to converge with a bounded displacement.

An online distributed algorithm was also proposed to maximize the capacity, requiring only

sharing of channel estimates between neighboring UAVs. The conditions needed to guarantee

its convergence and an upper bound for the traveled distance were derived. Our proposed

approaches were shown to significantly increase the capacity by up to 4x at the expense

of a bounded translation from the initial UAV placements. This capacity increase persists

when using a massive MIMO ground station. Using numerical simulations, we showed the

robustness of our approaches in a Rician channel under UAV motion disturbances.

Energy Efficient Range Extension using Beamforming To overcome the challenges

associated with the low SNR preambles exchanged with the destination, we proposed two

approaches; the first one consists of designing the BF system by optimizing the preambles

and the number of BF radios to counter the degradation. The second approach is a novel

BF technique called Guided BF that does not require any feedback from the destination

assuming a line-of-sight channel.

Analysis and Design of BF Systems: Assuming a destination-led BF protocol and Kalman

filter for frequency tracking, we optimized the number of BF radios and the preamble lengths

to achieve reliable BF gain. To do that, we characterized the relations between the BF gains

distribution, the channel coherence time, and design parameters like the SNR, preamble
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lengths, and the number of radios. The proposed relations were verified using simulations

and via experiments using software-defined radios in a lab and on UAVs.

Guided BF: We proposed and demonstrated a feedback free distributed beamforming

approach that leverages the radio’s mobility and coarse location information in a dominant

line-of-sight channel. In the proposed approach, one radio acts as a guide and moves to

point the beam of the remaining radios towards the destination. We specified the radios’

position requirements and verified their relation to the combined signal at the destination

using simulations. A proof of concept demo was implemented using software defined radios,

showing up to 9dB SNR improvement in the beamforming direction just by relying on the

coarse placement of four radios.

1.3.2 RF Identification

Transmitter Authorization We formulated the problem of recognizing authorized trans-

mitters and rejecting new transmitters as open set recognition and anomaly detection. We

considered approaches based on one and several binary classifiers, multiclass classifiers, and

signal reconstruction. We studied how these approaches scale with the required number of

authorized transmitters. We proposed using a known set of unauthorized transmitters to

assist the training and study its impact. The evaluation procedure takes into considera-

tion that some transmitters might be more similar than others and nuances these effects.

The authorization’s robustness against temporal changes in fingerprints is also evaluated as a

function of the approach and the dataset structure. When using 10 authorized and 50 known

unauthorized WiFi transmitters from a publicly accessible testbed, we were able to achieve

an outlier detection accuracy of 98% on the same day test set and 80% on the different day

test set.

Blind Signal Decoding We proposed the dual path network (DPN) that combines DSP

and deep learning. It consists of a signal path of DSP operations that recover the signal,
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and a feature path of neural networks that estimate the unknown transmit parameters.

By interconnecting the paths over several recovery stages, later stages benefit from the re-

covered signals and reuse all the previously extracted features. The proposed design was

demonstrated to provide 5% improvement in modulation classification compared to alter-

native designs lacking either feature sharing or access to recovered signals. The estimation

results of DPN along with its blind decoding performance were shown to outperform a blind

signal processing algorithm for BPSK and QPSK on a simulated dataset. An over-the-air

software-defined-radio capture was used to verify DPN results at high SNRs. DPN design

can process variable length inputs and is shown to outperform relying on fixed length inputs

with prediction averaging on longer signals by up to 15% in modulation classification.

1.4 Thesis Organization

The rest of the dissertation is organized as follows

• Chapter 2: We present our approaches to optimize the positions of the UAVs swarm to

maximize the capacity with a multiantenna ground station. This chapter revises our

previous publication [HKC21b].

• Chapter 3: We present our analysis to characterize the impact of noisy preamble ex-

change with the destination on BF. Using this analysis, we propose approaches to opti-

mize the number of BF radios and the preamble lengths to realize a required destination

SNR with a required probability. This chapter revises our previous publication [HC21].

• Chapter 4: We present guided BF as a feedback-free destination approach along with

the analysis of its position requirements. This chapter revises our previous publica-

tion [HKC21a].

• Chapter 5: We present our study of open set classification approaches for transmitter

authorization. This chapter revises our previous publication [HKC20a].
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• Chapter 6: We present the dual path network for blind signal decoding and modulation

classification. This chapter revises our previous publication [HDC21].

• Chapter 7: We summarize the research contributions and outline future research di-

rections.
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CHAPTER 2

Spectrum Efficient Backhaul for UAVs

A swarm of cooperating UAVs communicating with a distant multiantenna ground station

can leverage MIMO spatial multiplexing to scale the capacity. Due to the line-of-sight prop-

agation between the swarm and the ground station, the MIMO channel is highly correlated,

leading to limited multiplexing gains. In this paper, we optimize the UAV positions to at-

tain the maximum MIMO capacity given by the single user bound. An infinite set of UAV

placements that attains the capacity bound is first derived. Given an initial swarm place-

ment, we formulate the problem of minimizing the distance traveled by the UAVs to reach a

placement within the capacity maximizing set of positions. An offline centralized solution to

the problem using block coordinate descent is developed assuming known initial positions of

UAVs. We also propose an online distributed algorithm, where the UAVs iteratively adjust

their positions to maximize the capacity. Our proposed approaches are shown to signifi-

cantly increase the capacity at the expense of a bounded translation from the initial UAV

placements. This capacity increase persists when using a massive MIMO ground station.

Using numerical simulations, we show the robustness of our approaches in a Rician channel

under UAV motion disturbances. This chapter revises our previous publication [HKC21b].

2.1 Introduction

Driven by their low cost, high mobility, and ease of deployment, UAVs are used in many

applications including delivery of goods, surveillance, precision agriculture, and civil in-

frastructure inspection [SSA19]. For wireless communications, UAVs have been proposed
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as aerial basestations (BS) [AEY18], data aggregators [HC17], and for many other appli-

cations [MSB19]. The key advantage of UAV deployments over ground antennas is their

mobility [MSB19]. By changing the position of UAVs, the wireless communications channel

can be designed to be a line-of-sight channel for a given deployment [CG20]. However, un-

like ground BSs which rely on wired communications for backhaul, UAV backhaul has to be

wireless, which makes it one of the challenges of UAV BSs [VSD18]. In scenarios requiring

high throughput like open-air festivals [FT13, Sec. 15], multiple UAVs need to be deployed

due to the lack of nearby fixed infrastructure. In such multi-UAV deployments, the UAVs

are positioned close to the ground users, yielding a high SNR access link. In contrast, the

backhaul link with a distant ground station has lower SNR and is shared among multiple

UAVs thus creating a bottleneck for communications.

Using a multiantenna ground station (GS) makes the backhaul air-to-ground channel

between the swarm of UAVs and the GS a MIMO channel. By leveraging spatial multiplexing

in this channel, the backhaul capacity can significantly be improved. However, the air-to-

ground channel between a UAV swarm and the GS is typically dominated by line-of-sight

(LOS) propagation [KCZ18]. Additionally, the GS antenna array is typically implemented

as a uniform linear or rectangular array with limited dimensions. These factors can lead

to highly correlated low-rank channels that can limit the MIMO capacity gains [TV05, Sec.

7.2.3]. Optimizing the UAV swarm positions can reduce the channel correlation and improve

capacity. But, this optimization for backhaul capacity should have a minimum impact on

the UAV deployment application.

The concept of positioning antennas to optimize the MIMO channel was first proposed

for LOS communications between fixed GSs. By optimizing the spacing of uniform antenna

arrays, the maximum capacity given by the single user bound can be achieved [KSH07]. Once

synchronized [YHB19], a cooperative UAV swarm can be viewed as a virtual antenna array.

But unlike GSs, which are limited in size and typically consist of uniformly spaced antenna

elements, UAV swarms can achieve large apertures and are not bound to any geometry.
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This flexibility allows a swarm to maximize the backhaul capacity at the cost of moving

the UAVs from their initial positions [HYC19]. While it is possible to optimize for access

and backhaul link simultaneously [FIG19], this limits the scope of the problem to UAV BSs.

Communications intensive UAV applications tolerating some displacement are numerous and

can include some video surveillance and remote sensing deployments [SSA19].

In this chapter, for a communications intensive application, we optimize the placements

of UAVs within a swarm to attain the maximum MIMO capacity over a backhaul link with

a distant uniform rectangular GS. Using the GS geometry and the LOS channel, we derive

a set of UAV positions that attain the maximum capacity given by the single user bound.

Among the capacity maximizing position set, UAV positions closer to their initial placements

pose the least disturbance to the deployment application and are desirable. Based on that,

we formulate the problem of finding the positions within the capacity maximizing set that

minimize the traveled distance from the initial positions. Two methods are considered to

solve this problem; the first one is a centralized offline solution assuming a prior knowledge of

the UAVs’ initial positions. The second approach is a distributed online approach, where the

UAVs iteratively adjust their positions to maximize the backhaul capacity. Our contributions

are

• We show that, for a uniform rectangular array ground station, the set of UAV place-

ments maximizing the MIMO capacity is infinite. We derive a subset of placements

within this set in the far-field where the distance from the swarm to the ground station

is much larger than the size of the swarm.

• Given the UAVs’ initial placements, we formulate the problem of finding UAV positions

within the capacity maximizing set that minimize the distance traveled. A centralized

suboptimal solution to this problem using block coordinate descent is developed and

shown to require a bounded traveled distance per UAV.

• An online distributed algorithm is proposed to maximize the capacity, requiring only

11



sharing of channel estimates between neighboring UAVs. The conditions needed to

guarantee its convergence and an upper bound for the traveled distance are derived.

2.2 Related Work

Many of the existing works have focused on optimizing the UAV positions to improve only

the access link [AEY18, LCW19, KHC19], thus implicitly assuming an ideal backhaul link.

However, as the number of UAVs increase, wireless backhaul becomes challenging [VSD18].

Some works have proposed different approaches for UAV backhaul which we briefly discuss.

We also discuss MIMO in UAV networks; some works has envisioned massive MIMO BS

serving UAVs, others have proposed multiantenna UAV BSs. Swarms of single antenna

UAVs were also proposed communicating with either ground users or GSs.

Approaches for UAV Backhaul To address the challenges associated with UAV wire-

less backhaul, several approaches were proposed in the literature. Some works have proposed

using mmWave backhaul [BPB19, TMG20], however, the high path loss at these frequencies

makes them unsuitable for long links. Mechanical antenna steering was proposed for UAVs

backhaul at microwave frequencies [POP18], but mechanical steering limits beamforming

to one direction and is inherently slower. Integrated access and backhaul (IAB) links opti-

mization was proposed in [YNF19, FIG18, FIG19], where UAVs relay data using the same

frequency bands in both links. In [YNF19], the locations, power allocation, and frequency

assignment of a swarm of UAVs were optimized to reduce the transmit power in an IAB net-

work using a single antenna GS. The UAVs’ frequency assignment is chosen to minimize the

interference between the backhaul and access links, which share the same bands. In [FIG18],

using IAB, exhaustive search is used to determine the UAV locations, precoder design, power

allocations, which maximize the sum-rate to the ground users using a massive MIMO GS for

backhaul. However, due to the prohibitive complexity of exhaustive search, only one UAV
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was considered. A less complex centralized solution to the same problem using a fixed point

method and particle swarm optimization was proposed in [FIG19]. Results have shown that

increasing the number of UAVs increases the interference in the access link and reduces the

network performance. In IAB networks, the main challenge is to minimize the interference

in the access link and between both access and backhaul links since the same frequencies are

reused. In this chapter, our focus is on maximizing the swarm MIMO backhaul capacity for

any application tolerating displacement from a given initial placement. In the case of UAV

BSs, the access link is assumed to use a different frequency band than the backhaul link.

UAVs Served by Massive MIMO BS In [GGG18, GGL19], massive MIMO cellular BSs

were proposed for cellular-connected UAVs and are shown to improve the data rates. Unlike

our work, the UAVs are treated as user equipment with no control over their positions. Deep

reinforcement learning was also proposed for navigation of a single UAV communicating with

a massive MIMO BS in [HYW20]. The impact of having a swarm of UAVs on the capacity

was not considered.

MIMO using multiantenna UAVs Using UAVs carrying antenna arrays was proposed

in many works in the literature. Some works have considered optimizing the positions

and the beamforming vectors to improve the ground users’ SNR [RIG16] or minimize the

transmit power [XSN18]. The trajectory of multiantenna UAVs serving ground users under

an uncertain environment was optimized in [XSN19]. However, for UAVs carrying an antenna

array, the UAV size and maximum payload for safe flight significantly constrains the antenna

array aperture compared to a swarm of single antenna UAVs, thus limiting the multiplexing

gains with a distant GS.

MIMO using UAV Swarms Several existing works have proposed UAV swarms lever-

aging MIMO. These works have either considered the access link with ground users or the

backhaul link with a GS. For the access link, in [MSB17], the motion and beamforming
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weights of linearly arranged UAV swarm were optimized to serve users one at a time. To

serve multiple ground users simultaneously, UAVs were proposed as remote radio heads

in a coordinated multipoint (CoMP) system and were optimized to improve the capacity

in [LZZ18] and physical layer security in [WFC19]. Access link air to ground channel is

different from the backhaul channel; in the former, the ground users are typically spread

out, closer to the UAVs, and are more likely to get obstructed unlike a distant GS with a

dominant LOS channel in the latter.

To improve the capacity in LOS channels, before the interest in UAV networks, the

designs of traditional uniform antenna arrays like linear and rectangular were optimized

in [BOO07a, BOO07b]. Based on these designs, uniform geometries were proposed for UAV

swarms communicating with GS in [SMG13, SEH19, PHN20]. However, these rigid geomet-

rical placements might conflict with positions required by application-driven deployments.

In [CDL18], for a given UAV deployment, the massive MIMO GS was optimized to max-

imize the ergodic LOS channel capacity, thus not benefiting from the UAVs mobility and

requiring GS redesign per deployment. In [IQM13], the authors proposed randomly placing

the UAVs within a specified area for optimal MIMO capacity. Due to the randomness of this

approach, the capacity improvements are probabilistic and a large capacity increase requires

having more UAVs than GS antennas. In [HYC19], two iterative distributed algorithms were

proposed to optimize the LOS MIMO channel capacity of a UAV swarm; namely gradient

descent and brute force, which are described later in this work. However, no convergence

proofs nor travel upper bounds were developed for the proposed algorithms. In this work,

we leverage the UAV mobility to optimize the backhaul link capacity. Our proposed ap-

proaches minimize the UAVs’ displacements from given initial positions. Upper bounds on

the distance traveled and convergence proofs are derived for our proposed approaches.
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Figure 2.1: In the proposed system model, the UAV swarm is in the far-field of a uniform

rectangular antenna array GS.

2.3 System Model

A swarm of N single antenna UAVs is communicating with a multiantenna GS having M

antennas in either uplink or downlink. Each UAV has its own data to transmit or to receive.

To avoid high inter-swarm communications overhead, the MIMO processing (precoding for

downlink and combining for uplink) is done at the GS and each UAV sends or receives only

its own stream. Since the maximum number of simultaneous streams possible is min(M, N),

at most N = M UAVs can benefit from the MIMO gains. Hence, throughout this work, we

assume that N ≤ M. If N > M, time multiplexing or another technique has to be used,

which is not considered in this work.

The channel between the swarm and the ground antennas can be modeled as a Rician

channel [KCZ18] and is denoted by H ∈ CM×N defined as follows [BOO07a]

H =

√
K

K + 1
HLOS +

√
1

K + 1
HNLOS (2.1)

where K is the K-factor, HLOS is the line-of-sight (LOS) component and HNLOS is the non-

line-of-sight (NLOS) component. The elements of HNLOS are independently drawn from

a zero-mean circularly symmetric complex Gaussian distribution with variance equal to

‖HLOS‖F
MN ,where ‖.‖F is the Frobenius norm. The normalized LOS channel HLOS and LOS
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channel accounting for path loss HLOS are given by[
HLOS

]
m,n
= exp

(
− j2π‖pn − qm‖

λ

)
(2.2)

[HLOS]m,n =
λ

4π‖pn − qm‖

[
HLOS

]
m,n

(2.3)

where λ is the wavelength and ‖pn −qm‖ is the distance between the n-th UAV and the m-th

GS antenna. The element of the m-th row, n-th column of a matrix X is denoted by [X]m,n.

The n-th UAV is located at position pn ∈ R
3 defined as pn = [xn, yn, zn]. Similarly, the m-th

ground antenna is located at position qm ∈ R
3. The matrix P ∈ R3×N contains all the UAV

positions such that P = [pT
0, · · · , p

T
N−1]

T with ()T denoting the transpose.

The GS is assumed to be arranged as a Mx × Mz uniform rectangular array where M =

Mx × Mz. Without loss of generality, the GS is assumed to be placed in the x-z plane with

q0 = [0, 0, 0]
T used as a coordinate reference. The spacing between the antennas in the x and

z directions is given by dx and dz respectively. Hence, qm = [imdx, 0, jmdz]
T , where im and jm

are the antennas indices in x and z directions respectively and satisfy m = imMz + jm. The

average separation along the y-axis between the UAVs and the GS is given by R =
∑N−1

n=0 yn
N .

The system model is illustrated in Fig. 2.1.

We assume that the UAV swarm operates within a bounded region in the far-field and

that the GS is pointed toward the swarm such that P ∈ F where F is a position set defined

as

F =

{
P | yn � |yn − ym |, yn � |xn |, yn � |zn |,

yn � Mxdx, yn � Mzdz, n,m ∈ {0, · · · , N − 1}

}
(2.4)

In this work, the swarm is always assumed to be within the set F . Using these assumptions,

the magnitude of all the elements of the LOS channel matrix can be approximated to be

constant and equal to λ
4πR such that

HLOS ≈
λ

4πR
HLOS (2.5)
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The single user bound defines the maximum achievable capacity and is given by [NLM14]

C = log det
(
I + ρHHH

)
≤

N−1∑
n=0

log
(
1 + ρ‖h[c]n ‖

2
)
= Cmax

(2.6)

where ρ is the signal to noise ratio and h[c]n is the n-th column of H and ()H denote the

Hermitian transpose. The maximum capacity given by the single user bound Cmax can be

attained when the columns of the channel matrix are mutually orthogonal [NLM14]. When

the bound is reached, the N different data streams do not interfere with each other. Using

the magnitude approximation, the channel maximizing the capacity has to realize

E{HHH} = M
(
λ

4πR

)2
I (2.7)

where I is the N × N identity matrix and E{} denotes the expectation with respect to the

channel NLOS component. Equation (2.7) defines the condition on the channel matrix to

attain the single-user bound capacity Cmax. However, to formulate an optimization problem

over the UAV positions, we need to relate the UAV positions with (2.7). Our objective is to

define a set of UAV positions that realize equation (2.7) in order to maximize the capacity.

Later, this set is used in the problem formulation.

2.4 Set of Capacity Maximizing Positions

For an M antenna GS, the maximum number of UAVs capable of using spatial multiplexing

is M. In this section, we aim to define the M positions for these UAVs that maximize the

capacity. If the number of UAVs, N, is less than M, the UAVs can be placed to occupy

only N of these M positions. So without loss of generality, we consider the matrix H to be a

square matrix of size M × M and (2.7) can be rewritten in terms of the rows (instead of the
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Figure 2.2: An illustration of the set P for a swarm placed on the same plane at y = R for

a 2 × 2 URA. The numbered colored shapes identify different positions. Each UAV needs to

occupy a different position to maximize capacity.

columns) of H as

E{hH
l hk} =


M

(
λ

4πR

)2 l = k

0 l , k
(2.8)

where hk is the k-th column of the transposed channel HT .

Since H is a Rician channel, due to the NLOS component HNLOS, its elements are random

variables. In our derivations, we consider the expected value of the columns inner product

given by E{hH
l hk}. Given our assumption that the elements HNLOS are independent and

zero mean, E{hH
l hk} = hH[LOS]

l h[LOS]
k for l , k where h[LOS]

k is the k-th column of HT
LOS.

Hence, using the LOS component in our derivations is equivalent to using the average over

the Rician channel. To simplify the notations, we drop the expectation operator and we

consider the channel matrix to be normalized such that H = HLOS.

We start by relating the right-hand side of (2.8) to the UAV positions as follows

hH
l hk =

N−1∑
n=0

exp

(
− j2π
λ
(‖pn − ql ‖ − ‖pn − qk ‖)

)
(2.9)
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To simplify the exponent of (2.9), we use our far-field assumption to approximate the distance

‖pn − ql ‖ =
√
(xn − il dx)

2 + (yn)
2 + (zn − jl dz)

2

≈ yn

(
1 +

1

2

(
xn − il dx

yn

)
+

1

2

(
zn − jl dz

yn

)) (2.10)

where il and jl are the antenna indices along x and z respectively and both satisfy l = il Mz+ jl .

The approximation uses the first-order Taylor approximation of the square root assuming

that the UAVs are within F . Hence, we can rewrite

hH
l hk ≈

N−1∑
n=0

exp

(
− j2π
ynλ
((−il + ik)dx xn + (− jl + jk)dzzn)

)
(2.11)

Note that from this result, we can see that the rate of change of the phase with respect to xn

and zn is proportional to 1/yn, while the rate of change with respect to yn is proportional to

1/y2n . Hence, to incur a given phase difference by moving the UAV in the y-direction requires

a much larger motion than by moving in the x or z directions. This observation will be used

later when optimizing the UAV positions.

We start by describing one value of swarm positions P that make the channel orthogonal

in Lemma 1. After determining these positions, we investigate the changes in positions

that retain orthogonality in Lemmas 2 and 3. The set of positions maximizing capacity is

obtained by combining these Lemmas in Theorem 1.

Lemma 1. A uniform rectangular arrangement of UAVs within F having positions given by

xn = in
λyn

Mxdx
in the x-direction and zn = jn

λyn
Mzdz

in the z-direction realize channel orthogonality,

where in ∈ {0, · · · , Mx − 1} and jn ∈ {0, · · · , Mz − 1} such n = inMz + jn.

Proof. See Appendix A. �

Lemma 1 determines one value of swarm positions P, which makes the channel orthogonal.

Now, we consider a few changes to positions that do not affect orthogonality.

Lemma 2. Shifting the UAV swarm in the x-z plane such that each UAV is shifted propor-

tionally to its y separation from the GS does not affect channel orthogonality as long as the

swarm remains within F .
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Proof. Let the set of UAV positions P realize hH
l hk = 0 for all l , k. Let h′l and h′k be

columns of the channel after shifting UAV n by δxyn for all n in the x-direction and δzyn in

the z-direction.

h
′H
l h′k =

N−1∑
n=0

exp

(
− j2π
ynλ
((−il + ik)dx (xn + δxyn)

+(− jl + jk)dz (zn + δzyn)))

= exp

(
− j2π
λ
((−il + ik)δx + (− jl + jk)δz)

)
hH

l hk

= 0

(2.12)

Hence, UAV shifts scaled with respect to their y coordinate do not affect the orthogonality

of the MIMO channel. �

Lemma 3. Translation of individual UAVs such that UAV n is translated by an integer mul-

tiple of λyn
dx

in x-direction and/or λyn
dz

in z-direction does not affect the channel orthogonality

as long as the swarm remains within F .

Proof. Let the channel have columns hl and hk for some GS antennas l and k. Let all UAVs

be translated independent of each other, such that UAV n is shifted by fn
λyn
dx

and gn
λyn
dz

in

the x and z-direction respectively for some UAV specific integers fn and gn. Let h′l and h′k be

columns of the channel after the shifting. Calculating the inner product of these columns,

we get

h
′H
l h′k =

N−1∑
n=0

exp

(
− j2π
ynλ

(
(−il + ik)dx

(
xn + fn

λyn

dx

)
+(− jl + jk)dz

(
zn + gn

λyn

dz

)))
= exp (− j2π((−il + ik) fn + (− jl + jk)gn)) h

H
l hk

= hH
l hk

(2.13)

�

In addition to scaled swarm translations from Lemmas 2 and individual UAV jumps

from Lemma 3, it easy to see that permuting the positions of the swarm does not affect
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orthogonality. We define a set of positions orthogonalizing the channel by combining the

three previous lemmas as follows.

Theorem 1. Given a URA GS with M antennas, the set P ⊂ F is a set containing place-

ments, P ∈ R3×M , of M UAVs, which realize the channel orthogonality condition given by

(2.8). The set P can be described given the environment constants Sx =
λR
dx

and Sz =
λR
dz

as

follows

P = {P : P = TΠP̃, P̃ ∈ F , xn =
[
P̃
]
0,n
, εn =

[
P̃
]
1,n

R
, zn =

[
P̃
]
2,n

xn = in
Sxεn

Mx
+ fnSxεn + δxSxεn, zn = jn

Szεn

Mz
+ gnSzεn + δzSzεn , n = inMz + jn,

in ∈ {0, · · · , Mx − 1}, jn ∈ {0, · · · , Mz − 1},TΠ ∈ Π
M, δx, δz ∈ R, fn, gn ∈ Z∀n} (2.14)

where ΠM is the set of all M × M permutation matrices.

Proof. This can be proved by the application of Lemmas 2, 3, and applying permutations

on the results obtained by Lemma 1. We renamed yn = εnR and the shifts from Lemma 2 to

δxSxεn and δzSzεn for convenience of notation. �

If the swarm positions are within P as defined in Theorem 1, the orthogonality condition

(2.7) is satisfied and Cmax is attained. By using this set, an optimization problem over UAV

positions can be formulated. We show an example of the set P in Fig. 2.2 for a simple

scenario having M = 4 with Mx = Mz = 2 and N = 3 UAVs on the same x-z plane. The

positions defined according to Lemma 1 are labeled 0 to 3 in different colored shapes inside

the blue dotted square. According to Lemma 3, The Sxε and the Szε jumps along x and

z respectively are also within P. This entire grid can be shifted by δx and δz according to

Lemma 2. Orthogonality is attained by assigning the 3 UAVs to any of the 4 positions.

After defining the set of UAV positions, P, orthogonalizing the channel and attaining Cmax,

we discuss the problem formulation.
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2.5 Placement Optimization Problem Formulation

There are several ways to mathematically formulate the problem of optimizing swarm po-

sitions to attain the maximum capacity. The most intuitive way is to optimize over the

positions with the capacity as the objective. However, since any swarm positions P ∈ P can

achieve Cmax and no unique solution exists, using this formulation, the obtained positions

can be far from the UAVs’ initial positions and hence would cause unnecessary disturbance

to the deployment application. Given that the considered deployment application prioritizes

communications with no hard constraints on UAV displacement, defining a constraint on

the distance traveled by the UAVs is not straightforward; if the constraint is too tight, a

suboptimal capacity below Cmax will be achieved, if the constraint is too loose, the solution

might lead to unnecessary travel by the UAVs. The minimal distance to attain Cmax differs

from one deployment environment to the other and hence can not be used as a constraint.

Instead, we make minimizing the distance traveled our objective. To guarantee that the

maximum capacity is attained, we constrain the optimized UAV positions to be within the

set P, which attains Cmax. This formulation attains the maximum capacity with the least

traveled distance.

A mathematical formulation of the problem is as follows; Given N UAVs with initial

positions {p0, p1, · · · , pN−1}, where pn = [xn, yn, zn]
T . These initial positions are assumed to

be determined by the deployment application. Our objective is to find the nearest UAV

positions which belong to P. This problem can be formulated as

minimize
{pm},{bm,n}

M∑
m=1

N∑
n=1

bm,n‖pn − pm‖ (2.15)

subject to [p0, · · · , pM−1] ∈ P

N∑
n=0

bm,n ≤ 1 ∀m,
M∑

m=0

bm,n = 1 ∀n

bm,n ∈ {0, 1} ∀m, n
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The binary variable bm,n is used to assign each of the N UAVs (indexed using n) to one of

the M positions within P (indexed using m). This problem formulation does not make any

assumptions about whether the UAVs are transmitters or receivers and does not make any

assumptions about the transmitter and receiver processing. Later in Section 2.8, we consider

an uplink scenario and derive the optimal linear precoders and combiners.

Using the definition of P from Theorem 1 in (2.15), the problem can be rewritten as

minimize
{xm},{ym},{zm},

δx,δz,{εn},
{ fm},{gm},{bm,n}

M−1∑
m=0

N−1∑
n=0

bm,n

√
(xm − xn)

2 + (ym − yn)
2 + (zm − zn)

2 (2.16)

subject to xm = im
Sxεm

Mx
+ fmSxεm + δxSxεm, ∀m

zm = jm
Szεm

Mz
+ gmSzεm + δzSzεm, ∀m

fn, gn ∈ Z ∀n
N∑

n=0

bm,n ≤ 1 ∀m,
M∑

m=0

bm,n = 1 ∀n

bm,n ∈ {0, 1} ∀m, n

−
1

2
≤ δx ≤

1

2
,−

1

2
≤ δz ≤

1

2

ym = Rεm

where im ∈ {0, · · · , Mx} and jm ∈ {0, · · · , Mz} and both satisfy m = imMz + jm. In the current

form, this problem is a non-convex mixed-integer problem that is not tractable.

To solve this problem, we consider both an offline centralized solution in Section 2.6

and an online distributed algorithm in Section 2.7. The centralized solution assumes the

initial positions are known apriori and aims to relax and solve (2.16). In the case where

the UAVs are already deployed without prior knowledge of their placements, a distributed

online algorithm where the UAVs iteratively improve their positions is also proposed.
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2.6 Centralized Offline Solution

For the centralized solution, we start by relaxing problem (2.16) to make it more tractable

prior to deriving its solution. An upper bound for the distance traveled and the time com-

plexity are also discussed.

2.6.1 Problem Relaxation

We start by eliminating the y-translation variable.

Eliminating y-translation As discussed previously ym has a small effect on the phase

unlike a change in xm and zm. A UAV has to travel a much larger distance along the y

direction compared to the x or z direction to incur a phase change. So to simplify, we

relax the problem by not optimizing over the y-translation, i.e, setting ym = ym for all UAVs.

Hence, we only optimize over xm and zm. Given this simplification, the y term in the objective

is equal to zero and εm becomes a constant for all m. The problem can be reformulated as

minimize
{x′m,n},{z

′
m,n},

{ fn},{gn}
{bm,n}
δx,δz

M−1∑
m=0

N−1∑
n=0

bm,n

√
(x′m,n)2 + (z′m,n)2 (2.17)

subject to x′m,n = im
Sxεn

Mx
+ fmSxεn + δxSxεn − xn, ∀n,m (2.18)

z′m,n = jm
Szεn

Mz
+ gmSzεn + δzSxεn − zn, ∀n,m (2.19)

fn, gn ∈ Z ∀n (2.20)

bm,n ∈ {0, 1} ∀n,m (2.21)

N∑
n=0

bm,n ≤ 1 ∀m,
M∑

m=0

bm,n = 1 ∀n (2.22)

−
1

2
≤ δx ≤

1

2
, −

1

2
≤ δz ≤

1

2
(2.23)
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The value of x′m,n is the x-translation difference between the initial position of UAV n and

the optimal position m and z′m,n is similarly defined for the z-translation. The integers fm

and gm define multiple possible solutions, however, we know that the optimal one is closer

to the starting positions. We use this intuition to narrow the solution space.

Narrowing Solution Space According to Lemma 3, any integer value of fm and gm can

achieve orthogonality. However, the values of these variables that minimize the translation

are expected to be the ones closest to the starting positions of the UAVs. To simplify the

problem using this intuition, we start by rewriting the initial positions of the UAVs xn and

zn as a function of our environment constants as follows xn = c′nSxεn where c′n is the constant

satisfying this relation. By substituting in (2.18), we get

im
Mx

Sxεn + fmSxεn − xn = Sxεn

(
fm +

im
Mx
− c′n

)
= Sxεn

(
fm − ( f ′n + r′n)

)
= x̃m,n + fm,nSxεn

(2.24)

where f ′n =
⌊

im
Mx
− c′n

⌋
is an integer obtained by the floor operation and r′n =

(
im
Mx
− c′n

)
− f ′n

has a magnitude smaller than one. The distance x̃m,n is defined as x̃m,n = Sxεnr′n and satisfies

0 ≤ x̃n < Sxεn. We define fm,n = fm − f ′n , which redefines the integer translations to use the

initial positions of the UAV n as a starting point. Hence, we can rewrite (2.18) as

x′m,n = x̃m,n + fm,nSxεn + δxSxεn (2.25)

similarly for the z-direction, we get

z′m,n = z̃m,n + gm,nSzεn + δzSzεn (2.26)

Proposition 1. The value of fm,n and gm,n that minimizes (2.17) is within the set {−1, 0}

and is given by

f̂m,n =


0 −1

2Sxεn ≤ x̃m,n + δxSxεn <
1
2Sxεn

−1 1
2Sxεn ≤ x̃m,n + δxSxεn ≤

3
2Sxεn

(2.27)
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Proof. See Appendix A.2. �

A similar result can be proved for gm,n. Hence, among all the values of integer translations

from the initial UAV positions, fm,n and gm,n, we only need to consider the values of the

nearest translations from the UAV’s initial locations.

The relaxed problem The problem is thus simplified to

minimize
{x′n},{z

′
n},

{ fm,n},{gm,n}
{bm,n}
δx,δz

M−1∑
m=0

N−1∑
n=0

bm,n

√
(x′m,n)2 + (z′m,n)2 (2.28)

subject to x′m,n = x̃m,n + fm,nSxεn + δxSxεn, ∀n,m

z′m,n = z̃m,n + gm,nSzεn + δzSzεn, ∀n,m

fm,n, gm,n ∈ {−1, 0} ∀n

bm,n ∈ {0, 1} ∀n,m
N∑

n=0

bm,n ≤ 1 ∀m,
M∑

m=0

bm,n = 1 ∀n

−
1

2
≤ δx ≤

1

2
, −

1

2
≤ δz ≤

1

2

2.6.2 Problem Solution

The problem (2.28) still remains a non-convex mixed-integer problem. The difficulty in

solving the problem is because the variables δx and δz are common to the entire swarm. We

show that by for a given value of some variables the problem becomes tractable and we use

that fact to solve the problem.

Solution given δx and δz For a given value of δx and δz, the problem becomes tractable

and it can be solved as follows: first, we minimize over fm,n and gm,n using (2.27) since δx and

δz are given. Once these values have been calculated, the square root term in the objective
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becomes a constant. What remains is to solve for bm,n, which becomes the following integer

linear program

minimize
{bm,n}

M−1∑
m=0

N−1∑
n=0

bm,n

√
(x′m,n)2 + (z′m,n)2 (2.29)

subject to bm,n ∈ {0, 1} ∀n,m
N∑

n=0

bm,n = 1 ∀m,
M∑

m=0

bm,n ≤ 1 ∀n

This integer program can be shown to be equivalent to its real relaxation. This problem is

indeed an assignment problem that can be solved in polynomial time using the Hungarian

algorithm [Kuh55].

Solution given an assignment Again considering (2.28), the challenge in solving for δx

and δz is that they are multiplied by integer variables bm,n. Given an assignment defining

the values of bm,n, the problem (2.28) becomes the following convex problem

minimize
{x′n},{z

′
n},

δx,δz

M−1∑
m=0

N−1∑
n=0

bm,n

√
(x′m,n)2 + (z′m,n)2 (2.30)

subject to x′m,n = x̃m,n + f̂m,nSxεn + δxSxεn, ∀n,m

z′m,n = z̃m,n + ĝm,nSzεn + δzSzεn, ∀n,m

−
1

2
≤ δx ≤

1

2
, −

1

2
≤ δz ≤

1

2

which can be solved using a convex solver like CVXPY [DB16].

Complete Solution We have shown that for a given δx and δz, (2.28) gets simplified to

(2.29) which can be optimally solved. We also have shown that for a given bm,n, we get

(2.30) which can also be optimally solved. Hence, to solve (2.28), we use block coordinate

descent. We optimize over each set of variables in an alternating manner, until the solution

stops changing. Since both (2.29) and (2.30) are solved to optimality, Problem (2.28) is
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guaranteed to converge to a stationary point [Ber99, Prop. 2.7.1]. After solving, we obtain

the optimal δ̂x, δ̂z, and b̂m,n for all m and n, along with f̂m,n and ĝm,n. We need to substitute

back to get the UAV positions. From b̂m,n, the index of the placement assigned to the n-th

UAV m̂n is given by m̂n = argmax
m

b̂m,n. The assigned position is then calculated using

xn = x̃m̂n,n + f̂m̂n,nSxεn + δ̂xSxεn + xn (2.31)

similarly for the z position

zn = z̃m̂n,n + ĝm̂n,nSzεn + δ̂zSzεn + zn (2.32)

The centralized solution algorithm is summarized in Algorithm 1. Hence, using block coor-

dinate descent, we obtained a suboptimal solution of (2.28), which is a relaxation of (2.15).

2.6.3 Upper Bound and Time Complexity

The upper bound for the translation of UAVs is derived in Proposition 2

Proposition 2. The maximum absolute translation of UAV n is upper bounded by

√
S2x+S2z
2 εn.

Proof. See Appendix A.3. �

As for the algorithm computational complexity, it is the sum of the solution complexities

of solving (2.29) and (2.30) times the number of iterations. For the number of iterations,

convergence typically occurred within fewer than five iterations, which can be enforced as

a maximum number of iterations. The Hungarian algorithm used to solve (2.29) has com-

plexity O(M3) [EK72]. For problem (2.30), CVXPY [DB16] uses ECOS second-order cone

programming solver [DCB13], which relies on an interior-point algorithm based on Mehrorta

predictor-corrector method. In general, the interior points algorithms’ complexity depends

on the number of variables [PW00]. Since problem (2.30) has only two variables (δx and δz)

regardless of the problem size, the solution time is dominated by the Hungarian algorithm.

By limiting the iterations to five, the complexity of Algorithm 1 is approximately O(M3).
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Algorithm 1: Centralized Solution

input : The initial positions of the UAV swarm {p0, p1, · · · , pN−1}, The parameters

of the GS Mx, Mz, dx, dz. The wavelength λ.

output: The optimized UAV positions.

current obj = ∞;

previous obj = 0;

Initialize δx = 0 and δz = 0 ;

while current obj-previous obj¿1e-5 do

previous obj = current obj ;

Solve (2.29) for {bm,n} using δx and δz;

Solve (2.30) for δx and δz using {bm,n} and assign the objective value to

current obj ;

end

Calculate the position of UAVs, using (2.31) and (2.32)

UAV motion
Control

Channel
Estimation

Channel
Model

Linearize +

+

from neighbor

UAV 

Figure 2.3: The closed loop feedback system in UAV n where n ∈ {1, · · · , N − 1}. The

calculations made on the UAV are highlighted in gray. The value ∆φn−1 is obtained from

the previous neighbor.

2.7 Distributed Online Solution

In the case where the UAV positions are not known before deployment, we develop an

iterative distributed approach to be applied within the swarm in realtime. This approach
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uses channel estimates instead of positions for optimization and it attempts to minimize the

inter-swarm communication overhead. In this approach, the UAVs agree on a formation,

in which each UAV designates another UAV as its neighbor along each axis according to

a criterion discussed later. For a ULA GS, this formation is linear, and for a URA it is a

rectangular grid. Each UAV estimates its channel and shares the estimates with its neighbors

using an ideal control side channel. Using the neighbor channel measurements, the UAVs

calculate an error signal. This error signal drives a closed loop feedback system, which

decides the magnitude and direction of its motion. In this approach, each UAV moves based

on information from its neighbor, as if each UAV exerts a force on its neighbor. Hence, we

refer to this approach as Force Field (FF). We start by deriving the fundamentals of this

approach and show its convergence on a ULA GS aligned to the x-axis. Then, we discuss

how it is applied to a URA GS. In the end, we discuss how the agreement on the formation

is performed.

2.7.1 Fundamentals of Force Field

The key idea behind FF is that for any optimal positions P ∈ P, the equivalent M × M

channel matrix H can be shown to be a scaled and permuted DFT matrix [HK03]. The

phase difference between successive elements of the l-th column of the DFT matrix is 2π
M .

Hence, the phase difference at UAV n due to two consecutive ground antennas l and l + 1 is

given by

∆φn = φl,n − φl+1,n = 2π f ′n + n
(

2π

Mx

)
. (2.33)

where φl,n = ∠ [H]l,n is the phase of the channel between GS antenna l and UAV n for

some integer f ′n . If (2.33) is satisfied for all UAVs n ∈ {0, · · · N − 1}, and all GS antennas

l ∈ {0, · · · M − 2}, the channel H is an orthogonal scaled DFT matrix and the capacity

is maximized. However, (2.33) determines the position of each UAV solely on its index n

regardless of the remaining UAVs. This might lead to larger distance traveled since each

UAV does not consider its neighbors’ positions or channels. Additionally, if a UAV suffered
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from an external disturbance like wind, the remaining UAVs will not adapt. To make each

UAV adapt to its neighbors, we reformulate (2.33) to

∆φn − ∆φn−1 = 2π fn +
(

2π

Mx

)
(2.34)

for any integer fn. Here we assume that the UAV formation has been established and UAV

n − 1 shares its channel estimates with its neighbor UAV n. If all UAVs realize (2.34), H

becomes orthogonal. We define the difference between the right and the left sides of (2.34)

as an error signal as follows

en = ∆φn − ∆φn−1 − ψn (2.35)

where ψn = 2π fn +
(
2π
Mx

)
is the target phase difference for some integer fn. The objective of

each UAV is to move such that this error signal is equal to zero. We define Φn = ∆φn−∆φn−1

as the measured state of our system. When each UAV moves, this state changes and our

goal is to make it equal to ψn. Using the distance approximation (2.10) based on the far-field

assumption, we get

Φn = (∆φn − ∆φn−1)%(2π) (2.36)

≈

(
2π

(
xn

εn
−

xn−1

εn−1

)
1

Sx

)
%(2π) (2.37)

where the environment constant Sx =
λR
dx

(as previously defined) and % denotes the modulus

operator. The modulus operation accounts for phase wraps. This relation would have been

linear if it was not for the phase ambiguity. Using phase measurements only, we can not tell

whether the UAV did not change position or moved to create a 2π phase difference. However,

this ambiguity can be mitigated and the phase unwrapped by limiting the translation that

each UAV performs at each step as discussed later. After unwrapping the phase, the system

becomes a linear system. Based on the error signal, each UAV can change its position to

orthogonalize the channel using a closed loop feedback system.
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2.7.2 Force Field Algorithm

The proposed feedback system is run iteratively in all UAVs. In iteration k, all the UAVs

move simultaneously, except the first UAV which is used as an anchor and does not move.

This approach is described as follows: Each UAV estimates its channel and calculates ∆φn[k]

at iteration k. It shares this value with its direct neighbor in the formation, so that UAV

n knows ∆φn−1[k] from its neighbor. Each UAV calculates the measured state Φn[k] and

estimates the unwrapped phase state Φn using

Φn[k] =


Φn[k] + 2π

⌊
Φn[k−1]

2π

⌋
c = 0

Φn[k] + 2π + 2π
⌊
Φn[k−1]

2π

⌋
c = 1

Φn[k] − 2π + 2π
⌊
Φn[k−1]

2π

⌋
c = 2

(2.38)

where

c = argmin{|Φn[k] − Φ[k − 1]|, |Φn[k] + 2π − Φ[k − 1]|, |Φn[k] − 2π − Φ[k − 1]|} (2.39)

It is easy to verify that phase wrap errors will not occur as long the phase transition between

iterations is less than π. After linearizing the state, each UAV calculates an error en[k] using

(2.35). Based on this error signal, it changes its position such that

xn[k + 1] = xn[k] − Kpe[x]n [k] (2.40)

where Kp is a constant creating a proportional controller. The first UAV in the formation

having n = 0 is used as an anchor, i.e, it does not change positions. The closed loop feedback

system at UAV n is shown in Fig. 2.3, with the calculations that run in the UAV highlighted

in gray. The input to our approach for UAV n is its phase estimates along with those of UAV

n − 1. The output is the motion given by ∆xn[k] = xn[k + 1] − xn[k]. After a predefined time

sufficient for calculations in all UAVs, the output ∆xn[k] is fed to the UAV motion control

system which navigates the UAV. After the swarm settles, these steps can be repeated for

a fixed number of iterations until |∆xn[k]| becomes small for all UAVs. Note that since the
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system was linearized, instead of the proportional controller in (2.40), more sophisticated

controllers like PID can speed up the convergence [GK17].

We now discuss the convergence of this approach for a single UAV and then generalize

to the entire swarm.

Lemma 4. The error in UAV n is guaranteed to converge to zero given that its previous

neighbor, UAV n − 1, is fixed, if 0 < Kp <
εnSx
4π .

Proof. See Appendix A.3. �

Theorem 2. The error of all UAVs is guaranteed to converge to zero if 0 < Kp <
min
n
(εn)Sx

4π .

Proof. UAV 0 acts as an anchor and does not move. Hence, the error of UAV 1, according

to Lemma 4 is guaranteed to converge to zero if 0 < Kp <
ε0Sx
4π . Once, it converges according

to Lemma 4 the error of UAV 2 is also guaranteed to converge to zero if 0 < Kp < ε1Sx
4π .

Similarly, we can show that all N UAVs will converge if 0 < Kp <
min
n
(εn)Sx

4π . �

Note that although the UAVs closer to the fixed UAV converge first, all the non-converged

UAVs move simultaneously. As a consequence of simultaneous motion, oscillations might

occur; a UAV might move in some direction in an iteration and in the other direction in

the following iteration because its previous neighbor has moved. A smaller value of Kp will

reduce the magnitude of oscillations.

2.7.3 Force Field URA Extension

Next, we discuss the extension from the ULA GS in the x-direction to a URA in the x-z

plane. For a URA, each UAV needs to meet the orthogonality criterion (2.34) in both the x

and z directions. The condition along the x-axis is

∆φ
[x]
n − ∆φ

[x]
n−1 = ψ

[x]
n (2.41)
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where the superscript [x] is to denote x-direction, ψ[x]n is the x phase objective, and ∆φ[x]n =

φn,imMz+ jm − φn,(im+1)Mz+ jm where imMz + jm and (im + 1)Mz + jm are the indices of two con-

secutive GS antennas along the x-direction. Similar definitions exist for the z-direction

using phase calculated for two consecutive GS antennas along the z-direction: ∆φ[z]n =

φn,imMz+ jm − φn,imMz+ jm+1. To realize (2.41) and its z equivalent, FF is extended to apply

the same procedures for a ULA along both directions. Hence, each UAV needs to designate

two neighbors, one for each direction. This makes the final FF formation a grid. This grid

consists of Mx lines applying linear FF along z direction and Mz lines applying it along the

x-direction. The anchor node that does not move in that case is a corner node having both

grid indices in = jn = 0. We note that for a ULA in the x-direction the set P is unconstrained

in the z-direction. Unlike the ULA, for the URA case, to retain orthogonality over the entire

swarm, the UAVs that form a line in the x-direction, need to have the same phase with

respect to the z-direction and vice versa. To accomplish that a small modification is made;

the first line of the grid in the x-direction (having indices satisfying n%Mz = 0 where %

denotes the modulus operator) applies FF along the z-direction to have a phase difference

along z equal to zero. The phase objective along the z direction ψ
[z]
n for UAV n in (2.35)

realizing this condition is

ψ
[z]
n =


0 n%Mz = 0

2π/Mz otherwise

(2.42)

A similar relation can be derived for the phase objective along x. Since, for a URA, the

same FF feedback system is applied along multiple lines with a minor modification, the

same convergence proofs apply.

2.7.4 Initializing Formations

Last, we describe how the formations are established. As shown in Theorem 2, the conver-

gence only depends on each UAV picking a node as a neighbor along each axis, such that

all the UAVs create a grid formation. The method of choosing the neighbor does not affect
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whether or not convergence will occur, however, it affects the distance that each UAV will

travel to orthogonalize the channel. Our proposed approach relies on UAVs creating the

formations based on an initial channel estimate that is shared globally among the swarm.

After sharing the channel, all UAVs pick their closest neighbor based on phase relative

to the x-direction and then relative to the z direction. Given that the measured phase

states along x and z directions are defined as Φ
[x]
N = ∆φ

[x]
n − ∆φ

[x]
n−1 and Φ

[z]
N = ∆φ

[z]
n − ∆φ

[z]
n−1

respectively. The assignment is accomplished in two stages, first, we sort the state along

x such that Φ
[x]
0 ≤ Φ

[x]
1 ≤ · · · ≤ Φ

[x]
N−1. Then, each Mz UAVs are divided into a group

and sorted such that the m-th group satisfies Φ
[z]
mMz
≤ Φ

[z]
mMz+1 ≤ · · · ≤ Φ

[z]
(m+1)Mz−1. This

assignment guarantees that the phase along any line of UAVs in the grid is increasing.

The entire force field algorithm is summarized in Algorithm 2. The forall construct is

used to indicate that all UAVs act in parallel. For simplicity, we consider using a fixed

number of iterations Kc. More adaptive stopping criteria can easily be developed based on

the value of the error or the SINR. Since at convergence the interference among data streams

is eliminated, the MIMO SINR is equal to the SNR when a single UAV is communicating

with the GS. By setting the target SINR below the SNR, we can sacrifice the achievable

capacity in favor of less distance traveled by the UAVs. Next, we find an upper bound for

the distance traveled.

Proposition 3. The distance traveled by UAV n when using Force Field is upper bounded

by

(√
S2

x + S2
z

)
(max{ε0, εn})

Proof. For the m-th line in the grid formed by the UAVs along the x direction, UAVs are

ordered such that

− π ≤ Φ
[x]
m ≤ Φ

[x]
Mz+m ≤ Φ

[x]
2Mz+m ≤ · · · ≤ Φ

[x]
(Mx−1)Mz+m ≤ π (2.43)

The first UAV is used as an anchor and it does not move. Each UAV is pushing its neighbor

to realize a phase difference of 2π
Mx

. Since, the formation guarantees that the UAVs are
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increasing in phase, the worst-case scenario is when all UAVs start at exactly at the same

phase. In that case, the UAV having index n will have to travel to create a phase difference

of n 2π
Mx

from the start UAV. Using (2.37), this is equivalent to having
(

xn
εn
−

x0
ε0

)
= Sx. From

which, |xn − x0 | ≤ Sx(max{ε0, εn}). A similar argument can be made for the z-direction.

Combining both constraints, we get that the distance traveled by UAV n is upper bounded

by

(√
S2

x + S2
z

)
(max{ε0, εn}). �

We notice that the traveled distance upper-bound for Force Field is higher than the

centralized solution upper-bound from Proposition 2. We also expect that the centralized

approach would require less distance traveled than FF for several reasons; First, the central-

ized approach assumes the knowledge of the UAV initial positions, which define the problem.

On the other hand, FF only uses only channel information, from which the positions can

not be recovered. Second, compared to the centralized solution, FF does not optimize the

displacement of the entire swarm (from Lemma 2) and just uses the first UAV as an anchor.

Having a fixed UAV is crucial to guarantee the convergence as shown in Theorem 2. Third,

FF assigns the UAVs to the positions in a simple way based on sorting the phases to avoid

running a complicated assignment procedure in all the UAVs.

2.7.5 Time Complexity of Force Field

Since FF is a distributed algorithm, we discuss the complexity from the perspective of one

UAV. In the initialization stage, each UAV has 2M phase measurements from the entire

swarm along x and z directions. Each UAV sorts the phases along x across all UAV and

along z as groups of size Mz. Assuming the merge sort algorithm is used, the initialization

complexity is given by O(M log M + Mx Mz log Mz). After initialization, each UAV interacts

only with one neighbor in the x-direction and one neighbor in the z-direction, regardless of

the swarm size making the complexity be a function of only the number of iterations O(Kc).

The fact that beyond initialization FF complexity is independent of the swarm size makes
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Algorithm 2: Force Field Algorithm

input : Mx, Mz

output: Swarm positioned to maximize capacity.

All UAVs estimates channels and share it ;

forall UAV n = 0 to N − 1 do

Sort phase estimates to identify neighbors;

Calculate phase objective using (2.42) along x and z;

end

for iterations k = 1 to Kc do

forall UAV n = 0 to N − 1 do

Esitmate channel and share with neighbors;

Calculate state (2.36) and linearize (2.38) in x and z;

Calculate error using (2.35) along x and z ;

Wait sufficiently for other UAVs calculations;

Move in x and z according to (2.40);

Wait sufficiently for other UAVs to move;

end

end

it scalable.

2.7.6 Comparison with Existing Distributed Algorithms

We briefly compare FF to Gradient Descent (GD) and Brute Force (BF) which were both

proposed in [HYC19]. GD and BF are both iterative algorithms inspired by numerical

optimization algorithm; gradient descent, and steepest descent respectively. GD relies on

knowledge of the UAV positions and global channel knowledge within the swarm to calculate

the gradient of the capacity with respect to positions. In each iteration, in a sequential man-
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Table 2.1: Distributed Algorithms Comparison

Aspect Force Field Gradient Descent Brute Force

Channel Estimations Kc NKc 6NKc

Inter-swarm Comm. Neighbors Swarm Swarm

Convergence Proof Yes No No

Distance Upper Bound Yes No No

ner, all UAVs estimate the channel and one UAV moves in the gradient descent direction.

BF also relies on global channel knowledge. In a BF iteration, a UAV takes 6 steps in each

of the 6 orthogonal directions. For each direction, the channel is estimated and the orthogo-

nality of the channel is evaluated. The UAV retains the position that improved the channel

orthogonality. No upper bounds (UB) on distance traveled nor convergence guarantees were

derived for BG and GD in [HYC19]. Since GD and BF are based on numerical methods

applied to a non-convex objective, it is not easy to analyze their convergence. Unlike BF

and GD, in a FF iteration, each UAV only requires knowledge of the channel from its di-

rect neighbors reducing inter-swarm communications overhead. Also, in an FF iteration, all

UAVs move simultaneously, thus requiring fewer channel estimates. The comparison between

the algorithms is summarized in Table 2.1.

2.8 Optimizing a Linear Uplink Scenario

So far we discussed algorithms that optimize UAV positions to maximize the channel capac-

ity, which are applicable in the uplink and downlink scenarios regardless of the transmitter

and receiver processing. Now, for an uplink scenario with UAVs as transmitters, we consider
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the joint optimization of the channel H (through the UAV positions) and the linear pre-

coders V ∈ CN×N and combiners W ∈ CM×M . We can define the following joint optimization

problem

maximize
H,W,V

{
log det

(
I +

1

N0N f

(
WHHV

)H
WHHV

)}
(2.44)

where N0 is the noise power spectral density and N f is the receiver noise figure, given that

H is a channel matrix defined according to our system model. Each UAV is assumed to

be carrying a radio with maximum transmitted power PT . Since each UAV transmits an

independent data stream, V is constrained to be a diagonal matrix. The columns of the

combining matrix W are assumed to be normalized.

If we define the equivalent channel Heq = WHHV, according to the upper bound (2.6),

the maximum occurs when Heq is orthogonal for a given SNR. Maximizing the SNR for

an orthogonal Heq solves (2.44). Using our proposed position optimization algorithms, the

channel H can be made orthogonal. For orthogonal H, the matched filter combiner given

by W = H
‖H‖F/M

makes WHH a scaled identity matrix and hence orthogonal. The optimal

diagonal precoding, in this case, is to use the maximum power V =
√

PTI to maximize the

SNR1. Hence, Heq is an orthogonal matrix maximizing the SNR and thus solves the joint

optimization. Thus, we have derived the optimal linear precoders and combiners for an

uplink scenario.

2.9 Numerical Evaluation

In this section, we evaluate the performance of the proposed algorithms using numerical

simulations. The capacity improvements of position optimization are first evaluated along

with their robustness to randomness due to the channel and UAV motion. Then, the conver-

gence of Force Fields is evaluated under ideal and practical conditions along with other UAV

1Note that for iterative algorithms, before convergence, H is not orthogonal and the proposed precoders
and combiners are not necessarily optimal
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Region of Interest

Figure 2.4: In the simulation setup, the UAVs are initialized in a rectangular area. The GS

is tilted towards the swarm.

positioning algorithms. The distance traveled per UAV for different swarm positions is then

considered and compared to the derived upper bounds. Lastly, we evaluate the impact of

position optimization on the capacity as we move to the massive MIMO regime with M � N.

2.9.1 Simulation Setup

We consider the simulation setup shown in Fig. 2.4. The GS consists of a URA having

aperture Lx = dx Mx = 6m and Lz = dz Mz = 6m operating at a frequency of 5GHz. The large

GS aperture reduces the distance traveled as shown in the derived upper bounds. However,

an extremely large aperture is not practical. Unless otherwise stated, we use Mx = 6 and

Mz = 2 making dx = 1m and dz = 3m. The GS is placed at a height h1 = 10m, which is

assumed to be higher than any surrounding buildings making a LOS path exist between the

GS and swarm [CG20]. For UAVs deployed in a remote area, the GS can be adjusted to

guarantee this condition. To account for non line-of-sight (NLOS) propagation paths, the

channel is modeled as a Rician channel. The center of the region of interest is at a distance

of RROI = 2km from the UAV swarm. For simplicity, the initial positions are randomly

distributed in a rectangular parallelepiped having sides Vx = 10, Vy = 300, and Vz = 300.

The elevation angle of the ground antenna used is θ = 0.043rad making the average height
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of the swarm approximately 100m.

We consider the uplink scenario, where the UAVs are the transmitters. Channel estima-

tion errors, when considered, are modeled using Hest = H + H̃, where Hest is the estimated

channel, and H̃ is the channel estimation error. The estimation error is modeled as a matrix

with independent complex Gaussian elements with zero mean and variance 1
1+SNR Tτ

where

Tτ = 10 is the number of training symbols [HH03]. The UAV motion errors, when considered,

are modeled as an independent random Gaussian vector of size 3 having zero mean and a

diagonal covariance matrix with a magnitude of 1m. This motion error vector is added to

the positions of the UAVs before channel estimation [HYC19].

Each UAV has a transmit power PT = 10dBm and the bandwidth used is assumed to be

1MHz [ZZ17]. The noise power spectral density used is N0 = −174dBm/Hz and the receiver

has a noise figure NF of 3dB, making the noise power equal to -111 dBm. We use the sum

rate obtained when using linear minimum mean square error (LMMSE) combiner at the GS

as a metric [TV05, 8.3.3]. The LMMSE combining vector wn for UAV n is calculated using

wn =
(
N0NFI +

∑N
i=0,i,n h

[est]
i h[est]H

i

)−1
h[est]

n , where h[est]
n is the n-th column of the estimated

channel. The signal-to-interference-and-noise ratio (SINR) of the n-th stream is given by

SINRn =
PT |w

H
n h[c]n |

2

N0NF+PT
∑n

i=0,i,n |w
H
n h[c]i |

2
. Using the SINR of each stream, the sum rate is calculated

using SR =
∑N−1

n=0 log (1 + SINRn)

For comparison, we consider relying on the randomness of the initial UAV positions

referred to as “Init”. This is similar to what was proposed in [IQM13], although we do

not optimize the deployment region. We also consider positioning the UAVs using the

technique proposed for traditional planar uniform-rectangular arrays (URAs) [BOO07b].

We also consider BF and GD from [HYC19]. Although URAs were first proposed for fixed

antenna arrays, they still can be used to maximize the capacity and along with uniform

linear arrangements they have been proposed for UAVs [SMG13, MSB17, CDL18, SEH19].

41



6 8 10 12 14 16 18

M (N)

25

50

75

100

125

S
u

m
R

a
te

(b
p

s/
H

z)

Init

URA

Cent

Figure 2.5: As we increase the number of UAVs and GS antennas, Cent gives an equal sum

rate to URA, which is higher than relying on the initial positions.

2.9.2 Performance Gains of Position Optimization

We start by demonstrating the performance gains that can be attained by optimizing the

UAV swarm. We first consider the case of the swarm and GS having an equal number of

antennas M = N and we vary Mx. This is shown in Fig. 2.5. As the Mx increases, the

sum rate of the optimized approaches (Cent and URA) increase linearly. This is expected

from an optimized MIMO channel. However, this improvement comes at the cost of moving

the UAVs from their initial positions. Unlike placing the UAV in a URA, our proposed

approach minimizes the distance traveled. An example of a realization of random placement

with Mx = 6 (N = 12) is shown in Fig. 2.6. The initial placements of the UAVs are shown

in blue and is assumed to be above the points of interest shown as crosses at z = 0. For

URA shown in Fig. 2.6b, UAVs need to travel 224m on average, which is far from the point

of interest and might conflict with the objective of their deployment. On the other hand,

for the centralized approach shown in Fig. 2.6a, each UAV needs to travel only an average

distance of 20m from its initial position. This shows the limitation of relying on uniform

placements.

After attaining the centrally optimized positions, we evaluate the robustness of our ob-

tained solution against external disturbances. We consider the effects of NLOS propagation,

channel estimation errors, and UAV motion errors. We vary the value of the Rician K Factor,
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(a) Centralized. (b) URA.

Figure 2.6: Blue dots represent the initial positions, orange dots the final positions of the

UAVs. The dashes on the ground represent the point of interest. While URA and Cent

optimize capacity, URA moves the UAVs significantly far from their points of interest.

and for each value, we simulate 100 random realizations of the Rician channel, localization

errors, and channel estimation errors. We plot the mean of the sum rates in Fig. 2.7 with the

standard deviation shown as error bars along with the single-user upper bound (UB) from

(2.6). We see that for small values of the K-factor, the NLOS becomes dominant and both

the optimized and non-optimized positions yield the same average capacity. As the LOS

becomes more dominant and the K-factor increases, the optimized positions start approach-

ing the capacity upper bound. The random initial positions, on the other hand, converge

to a lower sum rate. This is what we expect since an unoptimized LOS MIMO channel

is correlated. In practice, the LOS air-to-ground channel typically has a high K-factor. In

channel measurement campaigns performed at a frequency of 5-GHz (C-band) for a LOS air-

to-ground channel in near-urban and suburban environments, it was shown that the average

K-factor was above 25dB [MS17, Table V].
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Figure 2.7: Optimizing positions improves capacity for LOS dominant channel having a large

K-factor. Simulation is done for the placement in Fig.2.6a and includes localization errors

and channel estimation errors.

0 20 40 60 80 100

Iteration

20

40

60

80

S
u

m
R

a
te

(b
p

s/
H

z)

URA

Cent

FF

BF

GD

(a) Average sum rate

0 20 40 60 80 100

Iteration

0

200

400

600

D
is

ta
n

ce
T

ra
v
el

le
d

(m
) BF

URA

FF

GD

Cent

(b) Average distance traveled per UAV up to a given

iteration. BF and URA were omitted for exceeding

100m.

Figure 2.8: The sum rate and distance traveled for the ideal scenario.

2.9.3 Distributed Algorithms

Next, we evaluate the distributed algorithms performance in optimizing positions. URA

approach and the centralized algorithm (Cent) are used as benchmarks. We compare Force

Field (FF) against gradient descent (GD) and brute force (BF). For FF, we used Kp =

0.3
min
n
(εn)Sx
4π . The convergence results for 100 iterations in an ideal scenario with K = ∞ are

shown in Fig. 2.8. From Fig. 2.8a, we see that all the methods converge to the optimal sum
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Figure 2.9: The sum rate of distributed approaches under practical disturbances.

rate. The average distance traveled per UAV up to a given iteration is shown in Fig. 2.8b with

the curves for URA and BF omitted for exceeding 100m. This Figure along with Fig. 2.8a

help characterize the tradeoff between attained capacity and the distance traveled. We can

see that after the first two iterations with only 12m average traveled distance, the attained

capacity is doubled. This shows that, using FF, significant gains can be attained with a few

iterations and a limited traveled distance. Also while moving to optimize the capacity, the

UAVs can work on their deployment tasks, hence FF does not impede on the deployment

application.

Then, we evaluate the convergence of these methods under practical disturbances. Namely,

we consider a K-factor of 20dB along with channel estimation errors and localization errors

added after each iteration. Also, in addition to the free space path loss, we consider log-

normal fading with 3.2dB standard deviation applied independently to each UAV [MS17].

Using the same initial positions, 100 realizations of these random distortions were simulated.

The average sum rate results are shown in Fig. 2.9. Compared to the ideal scenario, the

sum rates even for URA and Cent are about 16% lower because fading affects the channel

magnitude and hence the SNR per stream. However, we see that FF still converges to the

sum rate bound attained by URA and Cent in about 30 iterations similar to the ideal sce-

nario. GD, on the hand, takes more than twice the iterations to converge compared the ideal

scenario due to the random changes in the channel magnitude affecting the gradients. Brute
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Force is severely impacted by the motion errors and does not converge [HYC19]. Hence,

our proposed FF is robust to practical disturbances expected in a swarm of UAVs and can

attain the sum rate bound. Compared to GD and BF, FF requires only a fraction of the

inter-swarm communications and is guaranteed to converge within a bounded distance in an

ideal scenario.

2.9.4 Distance Traveled Per UAV

UAV applications have different tolerance for UAV translations from the initial positions.

Hence, it important to evaluate the distance that each UAV needs to travel. To that end, we

numerically evaluate the distance traveled by each UAV as a function of R. We consider 100

realizations, in which the UAVs are initialized randomly in a cube such that Vx = Vy = Vz =

10. The small cube guarantees that the UAVs are within F as we change the distance R.

In Fig. 2.10, the solid lines show the mean distance traveled and the whiskers represent the

range calculated over all realization and over the entire swarm. The upper bounds for Cent

and FF derived in Propositions 2 and 3 respectively are plotted as dashed lines. We can

see that the distance that the UAVs need to travel increases as R gets larger. This scaling

is captured by our upper bounds, which can be used to estimate the worst case traveled

distance. As expected, the distributed algorithm using only channel estimates requires a

larger displacement than the centralized algorithm with perfect knowledge of the swarm

initial positions. While we only show results for one center frequency and URA design, by

using the upper bounds, verified in this section, we can predict the effect of changing the

URA design or the center frequency on the distance traveled.

2.9.5 Massive MIMO Evaluation

Now, we evaluate position optimization in the massive MIMO regime, where the number of

GS antennas exceeds the number of UAVs M � N. Massive MIMO was shown to improve
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Figure 2.11: The sum rate of different approaches as we move to the massive MIMO regime.

the capacity by increasing the number of GS antennas [LET14]. One might presume that

increasing the number of GS antennas eliminates the need for position optimization. We

show that this is not the case. We consider 8 UAVs and a GS with a fixed aperture such

that Lx = Mxdx = 4 and Lz = Mzdz = 6. The ratio between antennas in the x and z direction

was set to be Mx/Mz = 2 and the total number of GS antennas is increased [MNC18]. From

Fig. 2.11, we see that the optimized approaches provide a higher sum rate than the non-

optimized as expected. But as the number of antennas increases the sum rate gap between

both optimized and non-optimized approaches does not converge to zero. The suboptimal

massive MIMO performance in a LOS channel was also observed and analyzed in [NLM14,

Sec. 4.3]. This indicates that even as the number of antennas increases, swarm optimization

can provide significant improvements. One way to interpret this result is to consider the grid

of optimal positions similar to the one shown in Fig. 2.2. For a fixed aperture massive MIMO
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setup (assuming the same x-z plane without loss of generality), the smallest distance between

two optimal positions Sx
Mx

is constant and is equal to λR
Lx

. This means that by increasing the

number of antennas, the optimal point density is the same. Hence, if the initial positions

are far from any optimal ones, they will remain far as we increase M.

2.10 Summary

In this chapter, we optimized the placements of a UAV swarm to maximize the MIMO back-

haul capacity starting from given swarm initial positions. We mathematically defined a set

of UAV placements that orthogonalize the channel and maximize the MIMO capacity. The

problem of minimizing the distance traveled to reach a placement in this set was formulated.

An offline centralized solution was developed by relaxing the problem and decomposing it

into two convex problems which were solved iteratively using block coordinate descent. We

also proposed FF as a distributed iterative solution to this problem. FF requires sharing

channel estimates only between neighbors and we derived the conditions for its convergence.

Using numerical simulation, we have shown its robustness under channel and UAV induced

disturbances. Upper bounds for the distance that UAVs need to travel using the centralized

solution and force field were derived and numerically verified. Our approaches were shown to

provide significant sum rate improvements while requiring only bounded displacements. The

gains from our approach were shown to remain significant as we transition to the massive

MIMO regime with far more ground station antennas than UAVs.
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CHAPTER 3

Analysis and Design of BF Systems

Cooperating radios can extend their communication range by adjusting their signals to ensure

coherent combining at a destination radio. This technique is called distributed transmit

beamforming. Beamforming (BF) relies on the BF radios having frequency synchronized

carriers and phases adjusted for coherent combining. Both requirements are typically met

by exchanging preambles with the destination. However, since BF aims to increase the

communication range, the individually transmitted preambles are typically at low SNR and

their lengths are constrained by the channel coherence time. These noisy preambles lead to

errors in frequency and phase estimation, which result in randomly changing BF gains. To

build reliable distributed BF systems, the impact of estimation errors on the BF gains need

to be considered in the design. In this Chapter, assuming a destination-led BF protocol

and Kalman filter for frequency tracking, we optimize the number of BF radios and the

preamble lengths to achieve reliable BF gain. To do that, we characterize the relations

between the BF gains distribution, the channel coherence time, and design parameters like

the SNR, preamble lengths, and the number of radios. The proposed relations are verified

using simulations and via experiments using software-defined radios in a lab and on UAVs.

This chapter revises our previous publication [HC21].

3.1 Introduction

Distributed transmit beamforming (BF) enables a group of radios to act as a virtual antenna

array when transmitting a common message to a destination radio. By having N equal power
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radios beamform, the received power at the destination can increase by up to N2; N-fold due

to transmit power increase and N-fold due to coherent combining [MBM07]. The N2 increase

can theoretically provide up to N fold extension of communication range [MBM09]. Thus, BF

can enable long-range communications from cooperating low power devices, unable to com-

municate individually with a remote destination. This can be useful for power-constrained

sensor networks [JRL17] or UAVs deployed in remote regions [MBM19].

For separate radios to act as one virtual array, they need to synchronize their carrier

frequencies and adjust their phases for coherent combining at the destination. Both require-

ments are typically satisfied by exchanging preambles with the destination for channel phase

estimation and carrier frequency synchronization [MBM09]. However, given that in typical

BF scenarios the radios have low power and/or the destination is remote, the pre-BF SNR

of individual radios is low, and there are errors in both channel estimation and destination-

led frequency synchronization, which result in phase errors in the combining signals. These

combining phase errors will lead to the BF gains being non-deterministic and less than N2.

The BF gain degradation cannot always be mitigated, especially in high mobility radios like

UAV-mounted, where the channel coherence time limits the preamble lengths and makes the

combining phase errors inevitable. To build a reliable BF system despite of these errors, we

need to specify the number of BF radios and the preamble lengths such that a minimum

desired post-BF SNR is attained with a given probability.

Existing works have proposed many approaches for BF leveraging different methods for

phase adjustment and frequency synchronization [JRL17]. Approaches for phase adjustment

include explicit channel feedback from the destination [YP02], 1-bit feedback where the BF

radios iteratively adjust their phase based on binary feedback from the destination [MHM10],

and roundtrip message exchange among the destination and BF radios [IP08]. Other works

proposed using the BF radios’ placements to adjust the phase [HKC21a], however, this only

works in a line-of-sight channel. For frequency synchronization, some works have relied on

external frequency references like GPS [LGS18, KAL19], out of band signaling [RBM12a],
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and others relied on a destination preamble along with using the extended Kalman filter

(EKF) for tracking the carrier drift [QMR12]. While these works have proposed interesting

approaches, the relation between the BF gains and the pre-BF SNR, necessary for designing

a reliable BF system, was not analyzed.

Using the aforementioned approaches, several BF demonstrations were carried; in a con-

trolled lab experiment, 1-bit feedback was demonstrated using EKF for frequency synchro-

nization in [QMR12, QRM13] and out-of-band signaling in [RBM12a]. Outdoor ground based

demonstrations spanning several kilometers using explicit channel feedback were performed

in [LGS18, KAL19] relying on GPS for frequency synchronization. Using explicit feedback,

in [MBM19], BF was demonstrated from UAVs with the synchronization performed over

wires attached to the flying UAVs. These works have shown the potentials for BF in signal

combining, yet their results are hard to generalize to different scenarios because they are

mostly empirical.

In this Chapter, we consider a destination-led BF protocol using the Kalman filter (KF)

for synchronization and explicit channel feedback. For that protocol, assuming equal pre-BF

SNRs, we propose an analytical framework relating the statistical distribution of the BF

gains, with the system parameters including pre-BF SNR, the number of BF radios, and the

duration of the exchanged preambles. Using this framework, for a given channel coherence

time, we optimize the number of radios and the length of the preambles for the BF gain to

exceed a minimum SNR with a given probability, thus creating a reliable BF system. To

derive this framework, we derive the variance of the combining phase errors, which depends

on the preamble lengths and the pre-BF SNR. Then, given the variance of the combining

phase errors, we approximate the distribution of the BF gains. The proposed framework is

verified using simulations and experimentally using two BF software-defined radios (SDRs)

in a lab environment. To the best of our knowledge, we are the first to demonstrate fully

wireless BF from flying UAVs without any wires attached. Our main contributions are:

• We proposed an analytical framework describing the relations between the BF gains
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and the pre-BF SNR, the length of the preambles, and the number of BF radios for

a destination-led BF protocol under the assumption of equal pre-BF SNRs. These

relations were verified using simulations and experimentally using two BF software-

defined radios.

• We characterized the distribution of BF gains assuming zero-mean normally distributed

phase errors. We derived the variance of the BF gains. For large N, we proved the BF

gain distribution approaches Gaussian and for small phase error variance we approxi-

mated it using a Gamma distribution.

• Using the BF framework, we proposed an approach to determine the minimum number

of BF radios and the shortest BF preambles to meet a minimum post-BF SNR with a

given probability and verified that it meets the requirements using simulations.

3.2 System Model and Distributed BF Protocol

3.2.1 System Model

Consider N identical radios collaborating to beamform a message to a destination radio D

in a narrowband flat-fading channel. The BF radios can be remotely deployed Internet-

of-Things devices communicating with a gateway or UAVs communicating with a ground

station. The message is encoded in the complex baseband signal m(t), which is assumed to

have unity power. The n-th radio transmits a signal zn(t) and the combined baseband signal

at the destination is given by

y(t) =
N∑

n=1

anzn(t) exp{ j(2π fnt + φn)} + w(t) (3.1)

where between the destination and the n-th radio, an is the channel amplitude, fn is the carrier

frequency offset, and φn is the phase offset. The white Gaussian noise process is given by

w(t) and has power spectral density N0/2. The phase and frequency offsets result from the
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lack of synchronization between the local oscillators of the radios, the wireless propagation

environment, and the Doppler frequency offsets resulting from the relative motion of radios.

While these phenomena make the phase and frequency offsets time varying, we assume that

the message is shorter than the resulting channel coherence time and we approximate them

as constant for one message.

For the signal m(t) to combine coherently at the destination, the BF radios need to

compensate for the phase and frequency offsets before transmission. The compensated signal

transmitted by radio n, thus, is given by

zn(t) = m(t) exp{− j(2π f̂nt + φ̂n)} (3.2)

where f̂n and φ̂n are the n-th radio estimates of the frequency and phase offsets obtained

through the BF protocol, which is described later. The received signal can be rewritten as

y(t) = m(t)
N∑

n=1

an exp{ jφe
n(t)} + w(t) (3.3)

where the combining phase error from radio n at instant t is given by

φe
n(t) = (2π( fn − f̂n)t + (φn − φ̂n)) (3.4)

Due to residual frequency errors, the combining phase error increases with time. However, we

are only interested in evaluating the BF gain during the payload. Considering the evaluation

instance to be te seconds after the phase estimation, we get φe
n = φ

e
n(te). The beamforming

gain at instant te can be defined as the ratio between the energy of the combined signals to

that of the individual transmissions

G =
‖
∑N

n=1 an exp{ jφe
n}‖

2∑N
n=1 a2n

(3.5)

Each BF radio is assumed to transmit at its maximum power level PT , which is common to

all radios. We also assume that the BF radios are deployed in proximity from each other

far from the destination, and hence they experience similar signal attenuation. Given these
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assumptions, we get an = a for all n, where a is the path loss. In that case, G simplifies

to [RBM12b]

G =
1

N

����� N∑
n=1

exp{ jφe
n}

�����2 (3.6)

The pre-BF SNR at the destination from one radio is given by

γpreBF =
a2PT

N0
(3.7)

and the post-BF SNR of the combined signal from all N BF radios is equal to

γpostBF = NγpreBFG (3.8)

The signals transmitted by the destination to the BF radios experience an SNR given by

γDR =
a2PD

T

N0
(3.9)

where the destination has a transmit power PD
T . The destination transmit power is assumed

to be equal to or larger than that of the BF radios, that is PD
T ≥ PT . Note that the post-

BF SNR follows the same distribution of G, which we need to know to realize a minimum

post-BF SNR with a given probability. As for G, it depends on φe
n, which results from the

estimation errors during the BF protocol.

3.2.2 Beamforming Protocol

We start by describing the BF protocol, which aims to provide each BF radio with estimates

of its phase and frequency offsets φ̂n and f̂n. We consider a master-slave beamforming

protocol ; the destination radio is used as a master since it has a larger transmit power and

the slaves are the beamforming radios. The master initiates the beamforming procedure and

sends a preamble for frequency synchronization. After correcting their frequencies, the slaves

send a channel estimation preamble to the master. The master calculates a phase estimate

φ̂′n and transmits it back to the slaves that receive a slightly different value φ̂n due to feedback

errors. Once each slave knows φ̂n and f̂n, they can start transmitting their payload.
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Figure 3.1: Timing diagram of BF protocol. The destination is the master and BF radios

are the slaves.

In Fig. 3.1, we illustrate the transmitted signals. All the signaling is performed on the

same frequency band, hence, all transmissions are received by all radios. The different

beamforming stages can be described as follows

1. Synchronization: The master sends a synchronization preamble of duration tsyn. Using

this signal each slave estimates its frequency offset f̂n. This preamble is also used as a

time reference. A guard time of duration tg1 is provided for the slaves to process the

signals.

2. Channel Estimation: Each slave during an allocated time slot sends a channel estima-

tion preamble of duration tph. The master estimates φ̂′n from each slave. A guard time

tg2 is used.

3. Channel Feedback: The master sends φ̂′n back to the slaves and due to feedback error

each slave receives a slightly different phase estimate φ̂n. A guard time tg3 is used.

4. Cooperative Communication: After estimating f̂n and receiving φ̂n, all slaves adjust

their signals accordingly and transmit their payload of duration tp.

The duration of the BF overheads incurred by the protocol is given by

tov = tsyn + N(tph + tfb) + tg1 + tg2 + tg3 (3.10)
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All the signal processing is assumed to be done in discrete time domain, hence all the time

durations are assumed to be an integer multiple of the sampling time Ts. The time overhead

can be written in terms of samples as

Nov = Nsyn + N(Nph + Nfb) + Ng1 + Ng2 + Ng3 (3.11)

where Nov is defined as Nov = tov/Ts and the remaining number of samples are defined

similarly. As we can see from (3.11), the beamforming overheads scale with the number of

BF radios N. For short coherence time channels, the overheads Nov are typically constrained,

and to increase N while keeping Nov constant, the duration of the preambles needs to be

reduced. Note that we assume that the payload is already shared among all the slaves. This

can be achieved using a network broadcasting protocol [WC02], which we do not discuss

in this work. As for the guard time, it is dependent on the implementation of the BF

protocol. A more optimized implementation using an FPGA for instance would require

shorter guard times than an implementation using a general purpose processor. Also, note

that cooperative communication only requires the BF radios to be synchronized with each

other and not necessarily with the destination. However, in order to use channel estimates

from the destination, they need to be synchronized with the destination.

Since BF is used to improve the SNR where the individual pre-BF SNR is low, the

estimation errors within the protocol can not be neglected and will lead to a combining

phase error φe
n as given by (3.4). At the evaluation time te, the variance of the combining

phase error σ2
e defined as var{φe

n} is given by

σ2
e = (2πte)2σ2

f + σ
2
ph + σ

2
f b (3.12)

where the frequency estimation variance is given by σ2
f = var{ fn − f̂n}, the phase estimation

and feedback variances are given by σ2
ph = var{φn − φ̂

′
n} and σ2

f b = var{φ̂′n − φ̂n} respectively.

In the following Sections, 3.3 and 3.4, we discuss the waveforms and estimators used for

frequency estimation and phase estimation & feedback respectively. We provide expressions
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for their error variances in terms of the pre-BF SNR and the preamble lengths. We argue

that the resulting phase errors follow a zero-mean Gaussian distribution. For zero-mean

Gaussian distributed phase errors with variance σ2
e , we approximate the distribution of the

BF gain in Section 3.5 to complete the BF framework. This framework is numerically and

experimentally verified in Section 3.6. After verifying the framework, we show how it can

be used for designing BF systems in Section 3.7. The BF design procedures are illustrated

using example scenarios in Section 3.8.

3.3 Frequency Synchronization

The objective of frequency synchronization is to eliminate the frequency offset between the

destination and the BF radios. We start by discussing the signals used for synchronization

and the proposed oneshot estimator and its variance. Then we discuss frequency tracking

using Kalman filter assuming multiple successive BF cycles.

3.3.1 Frequency Offset Estimation

For frequency synchronization, we use a preamble consisting of NZC repetition of a Zadoff-

Chu (ZC) sequence of length M similar to [YHB19], satisfying Nsyn = NZCM. The frequency

estimator calculates the auto-correlation statistic

η f =

(NZC−)M−1∑
k=0

y∗f [k]y f [k + M] (3.13)

where y f [k] is the noisy received preamble with the frequency offset, and ()∗ denotes the

conjugate operator. The frequency offset estimate at slave n is thus given by f̂n = 1
2πTsM ∠η f

where ∠(·) denotes the phase of a complex number calculated using arctan. The term ∠η f

calculates the phase difference between two successive sequence repetitions, under the as-

sumption that M is small such that no phase wrapping occurs. The error variance for this
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Table 3.1: Kalman Filter relations

Model Update Predict

xk = xk−1 + wk−1 (3.15)

zk = xk + vk (3.16)

Kk =
pk |k−1

pk |k−1 + r
(3.17)

xk |k = xk |k−1+Kk(zk − xk |k−1)

(3.18)

pk |k = (1− Kk)pk |k−1 (3.19)

xk+1|k = xk |k (3.20)

pk+1|k = pk |k + q (3.21)

estimator is given by [LRP73, eq.70]

σ2
f e =

(
1

M(NZC − 1)2γDR
+

1

2M(NZC − 1)γ2
DR

)
1

(2πMTs)
2

(3.14)

This estimator is unbiased thus E{ f̂n − fn} = 0 and was derived using a linear approximation

of the arctan assuming η f has a high SNR. By choosing M to be large, using the central limit

theorem, the distribution of η f can be approximated by Gaussian, thus making f̂n− fn, which

is approximated as linear in η f , a zero mean Gaussian RV. However, at low SNR of η f , ∠η f

becomes uniform and the expression of σ2
f e no longer applies. This regime can be avoided

by increasing NZC, otherwise, the BF gains will be too low to be of practical importance.

Note that in practice the frequency offset is correlated among successive packets with short

separation. This estimator, referred to as a oneshot frequency estimator, does not benefit

from this correlation.

3.3.2 Interpacket Frequency Tracking using Kalman Filter

If beamforming is performed periodically at a fixed cycle duration tcyc shorter than the

channel coherence time, the frequency estimates between packets at each slave are corre-

lated. Kalman filter (KF), thus, can be used to track the frequency to reduce the estimation
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variance. The drift system model and the KF equations are given in Table 3.1 for one BF

radio following the conventional KF notation [TL98]. The frequency process drift and mea-

surement models are given by (3.15) and (3.16), respectively, where xk is the true frequency

value in Hz (previously denoted by fn) and zk is the measured frequency at time ktcyc. The

noise terms for the process wk and the measurement vk are assumed to be zero mean Gaus-

sian RV and their variances are q and r respectively. For the KF update equations, at step

k, Kk is the Kalman gain, xk |k−1 is the prediction of x and pk |k−1 is the error variance given

zk−1. The value of xk |k is the predicted frequency offset and pk |k is its error variance given

zk .

By substituting (3.17) in (3.18) and using (3.20) we get

xk |k =
r

pk |k−1 + r
xk−1|k−1 +

pk |k−1

pk |k−1 + r
zk (3.22)

from which we can see that the KF creates a weighted average between the previous predic-

tion and the current measurement. The weights of this average are based on the predicted

process variance pk |k−1 and the measurement variance r. The larger the process variance

relative to the measurement variance, the more weight is given to the measured value and

vice versa. Since (3.22) is a linear equation, if zk is a zero mean Gaussian RV, the output of

KF will also be zero-mean and Gaussian. For BF, we are interested in calculating the KF

error variance.

Proposition 4. The steady state frequency estimation error variance of KF from Table 3.1

is

σ2
f k =

−q + q
√

1 + 4 r
q

2
(3.23)

The proof is in Appendix B.1. Using (3.23) and assuming the system variances are

accurately known, we argue that KF never increases the error variance. By rewriting (3.23),

as σ2
f k =

−q+
√

q2+4qr
2 , we can see that σ2

f k is non-decreasing in q and if q = 0, at convergence

the error variance σ2
f k = 0 for any r. For q >> r, r/q is small and using the approximation
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√
1 + 4 r

q ≈ 1 + 2 r
q , we get σ2

f k = r. Thus if q and r are perfectly known, the error variance

reduction due to KF is higher for large r/q and, in the worst case scenario for small r/q,

KF will give the measurement variance σ2
f k = r, as if we did not use KF. However, if the

values of q and r used in KF do not match the system, this result does not hold and KF

might deteriorate the frequency estimation. Note that the extended KF (EKF) can track

both phase and frequency and might yield a smaller variance than KF which only tracks

the frequency. However, EKF can diverge due to phase wrapping [QRM13], which is not

desirable in a reliable BF system, and thus was not considered in this work.

3.4 Phase Estimation and Feedback

The objective of the phase estimation and feedback is to have the slaves modify their signals

to ensure coherent combining at the destination. In the phase estimation stage, each slave

transmits a known signal xph[n] consisting of Nph samples. The master receives the noisy

signal yph[k]. The proposed estimator calculates the correlation ηph =
∑Nph−1

k=0 xph[k]yph[k],

from which the phase estimate is calculated using φ̂′n = ∠ηph. The variance of this estimator

is given by [Tre85]

σ2
phe =

1

2NphγpreBF
(3.24)

where NphγpreBF is the SNR of ηph. The phase error φ̂′n follows a zero mean Gaussian

distribution as long as the SNR of ηph >> 1 [Tre85], which is the regime of interest.

As for the phase feedback, we use in-band feedback where the value of φ̂′n is encoded in

the phase difference between two identical preambles to counter hardware phase ambiguity.

Let the phase feedback preamble be given as a vector xfbp ∈ C
Nfb . The master transmits the

sequence

xfb = [x
T
fbp xT

fbpe j φ̂′1 · · · xT
fbpe j φ̂′n · · · xT

fbpe j φ̂′N ]T (3.25)

Once received as yfb[k] with added noise, slave n estimates the phase difference between

the first preamble and the n-th preamble using the statistic ηfb =
∑Nfb−1

k=0 yfb[k]yfb[k + nNfb]
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(a) The mean BF Gain and its standard deviation as

error bars.

(b) The relation between the BF variance and N for

fixed σ2
e .

Figure 3.2: The relation between BF gain, N, and σ2
e .

and calculates the angle φ̂n = ∠ηfb. The variance of the feedback is similar to that used for

frequency estimation in (3.14) (with NZC = 2, M = Nfb) and is given by

σ2
f be =

(
1

NfbγDR
+

1

2Nfbγ
2
DR

)
(3.26)

Note that there are other ways to feedback the phase estimates, however, this approach is

simple to implement. Another alternative was to encode the values of φ̂′n as floating-point

numbers and transmit them using digital modulation. However, since we are considering a

low SNR and a mistake in one of the most significant bits can be detrimental, we would need

to implement channel coding. This would add unnecessary complexity to our protocol.

3.5 Beamforming Gain Analysis

In this section, our objective is to approximate the distribution of G, assuming that the φe
n

are independent Gaussian random variables (RVs) with zero mean and variance σ2
e . The

Gaussian assumption applies to our protocol because the errors of the proposed estimators

are independent and can be approximated by a zero-mean Guassian RVs. Hence, their sum

according to (3.4) is also zero-mean Gaussian. We start by calculating the mean and variance
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(a) The distribution of G for small N and small σ2
e =

0.1.

(b) The distribution of G for large N and large σ2
e = 1.

Figure 3.3: The distribution of G for different N and σ2
e

of the distribution.

Proposition 5. For signals combining from N radios having independent zero mean Gaus-

sian phase with variance σ2
e , the mean and the variance of the BF gains G are given by

E{G} = 1 + (N − 1)e−σ
2
e (3.27)

var{G} =
(N − 1)

N
(1 − e−σ

2
e )2

(
(1 − e−σ

2
e )2 + 2Ne−σ

2
e )

)
(3.28)

The proof is in Appendix B.2. Note that the mean was previously derived in [RBM12b].

In Fig. 3.2a, we plot the average BF gain using (3.27) as a function of σe with the error

bars representing the standard deviation (
√

var{G}). For σe = 0, we get a BF gain of N as

we ideally expect. As σe increases, the mean BF gains decrease and their variances increase

and this happens faster for larger N. Thus when designing a BF system unless N and σe are

small, we can not assume a perfect N fold power increase due to BF. To verify the derived

mean and variance, for each value of N and σe, we sampled 100,000 zero mean Gaussian RVs

of variance σ2
e for each radio and added them to calculate G numerically. The simulations

shown in Fig.3.2a as thick dashed lines with dashed error bars overlap the derived expressions

verifying Proposition 5.
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To better understand the variance behavior with N, for small σ2
e , we simplify (3.28) to

get var{G} ≈ 2Ne−σ
2
e (1 − e−σ

2
e )2. Thus the variance increases linearly with the number of

slaves for small σ2
e . The linear relation between var{G} and N is illustrated in Fig.3.2b.

The higher the value of σ2
e , the larger the slope. The large discrepancy in the values of the

variance with N shows the importance of considering the distribution of G and not just its

mean in the design of reliable BF systems. Next, we approximate the distribution of G.

First, we consider the case of large N using the central limit theorem. Then, we consider the

case for a small N and small σ2
e and use the Taylor series to derive the approximation.

Proposition 6. For large N, the distribution of G tends to a Gaussian distribution with

mean and variance given by Proposition 5.

Proposition 7. For small combined phase error variance σ2
e or for large N, the distribution

of G can be approximated by N − Xγ where Xγ is a random variable following the Gamma

distribution Xγ ∼ Γ(K, θ) with

K =
N(N − 1)

(1 − e−σ2
e )2 + 2Ne−σ2

e

(3.29)

θ =
1

N
(1 − e−σ

2
e )

(
(1 − e−σ

2
e )2 + 2Ne−σ

2
e )

)
(3.30)

The proofs are in Appendices B.3 and B.4 respectively. We start by plotting the empirical

cumulative distribution function (CDF) of G for small N and a small σe = 0.1 in Fig. 3.3a.

We can see that the distribution is not Gaussian and is accurately approximated by the

Gamma distribution. Then, we consider a large N ≥ 30 and relatively large value of σe = 1

in Fig. 3.3b. From that Figure, we can see that all three CDFs overlap for large N and large

σe verifying Prop. 6 and 7. Based on these results, since the Gamma distribution applies

to a wider range of N and σ2
e , we use it later to approximate the BF gain distribution.

Note that neither approximation is accurate for small values of N and a large value of σ2
e ,

however, in this regime the BF gains are small with a large variance, which is not of practical

importance. It is important to note that the derived variance and distribution approximation
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in this section apply to any BF protocol where the phase error φe
n is independent for all n

and can be approximated by zero-mean Gaussian RVs. For our protocol, the value of σ2
e

can depend on N for scenarios where the BF overhead Nov is constrained by the channel

coherence time. In such scenarios, the duration of each preamble decreases as N increases

to satisfy the fixed Nov. Thus the estimators error variances and consequently σ2
e increase

with N. The dependence between N and σ2
e is considered when designing the BF preambles

in short coherence channels later in Section 3.8.1.

3.6 Numerical and Experimental Validation

In this Section, after deriving the BF framework, we verify it numerically and experimentally

and we show that it can be used to predict the BF gains at different SNRs. Using UAV

experiments and emulation over a UAV channel trace, we evaluate the impact of the channel

coherence time on the BF gains.

3.6.1 Numerical Validation

We simulated the BF protocol between a destination radio and N BF radios. During a BF

cycle, signals transmitted from BF radio n to the destination is multiplied by e j(2π fnt+φn)

with noise added to realize the SNR γpreBF. Any signal transmitted the other way uses

the negative value of fn with noise added to realize the SNR γDR . At the start of each

BF cycle, for BF slave n, we sample uniform random phase φn and fn is generated using a

discrete Wiener process as described in (3.15) having variance q. Since we are assuming that

the signal is transmitted within the channel coherence time, both frequency and phase are

assumed to be constant during the same BF cycle.

The signals transmitted follow the BF protocol. For phase estimation and feedback,

we used the estimators discussed in Section 3.4 and for frequency offset we either used

the oneshot estimator from Section 3.3.1 alone or combined with KF. To avoid errors in
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Table 3.2: Beamforming Waveform Specifications

Scenario Parameters

Simulation NZC = 10, M = 63, tsyn = 0.63ms, tph = 0.1ms,

tfb = 0.1ms, tg1 = tg2 = tg3 = 1ms, tp = 12ms,

te = 9ms, tcyc = 50ms

Lab NZC = 10, M = 63, tsyn = 0.63ms, tph = 0.1ms,

tfb = 0.1ms, tg1 = 6ms tg2 = 4ms tg3 = 16ms,

tp = 10ms, tcyc = 180ms

UAV NZC = 10, M = 63, tsyn = 0.63ms, tph = 0.1ms,

tfb = 0.1ms, tg1 = 6ms tg2 = 4ms tg3 = 11ms,

tp = 1ms, tcyc = 75ms

measuring the BF gain, the combined signal magnitude was evaluated at time te before

adding the noise.

In our simulations, we considered N = 5 BF radios using a sampling rate of 1MHz

(Ts = 1µs). The exact duration of each preamble is given in the first row of Table 3.2 and

we used q = 0.18.The evaluation time te = 9ms is in the middle of the payload. One million

BF cycles were simulated.

We start by discussing the results obtained when using the oneshot frequency estimation.

The average BF gain obtained from simulations is plotted in Fig. 3.4a with the error bars

representing its standard deviation. For the oneshot results, the theoretical value is obtained

by calculating the variance of each estimator using (3.14), (3.24), and (3.26), calculating σ2
e

using (3.12), then the BF gain mean and variance using Proposition 5. From that Figure,

we can see that the theoretical mean matches the simulations to a large extent. As for

the variances, they match except for SNRs below 0dB. By plotting a breakdown of the
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(a) BF Gains using oneshot and KF for frequency

synch. The standard dev. is shown as error bars.

(b) Phase error variance breakdown with respect to

protocol stages.

Figure 3.4: Simulated BF Gains and phase errors at different SNRs for N = 5 using the

waveform from Table 3.2.

phase error for the slave n = 3 using (3.12) in Fig. 3.4b, we see that at SNRs below 0dB

the theoretical oneshot frequency variance is overestimated. This happened because the

phase error becomes uniform and the Gaussian assumption no longer holds leading to the

discrepancy in Fig. 3.4a. At these low SNRs, the BF gains are negligible and this is not a

useful BF design. From Fig. 3.4b, since the phase error from the frequency estimation error

is dominant, it would be beneficial to allocate more time to frequency estimation or use the

KF to reduce its variance.

Next, we discuss the BF results when using KF using the same Figures 3.4a and 3.4b.

The theoretical KF variance is calculated using (3.23) with the measurement variance r being

the oneshot variance and q perfectly known. From Fig. 3.4a, we can see that both theoretical

and simulated curves overlap. A small discrepancy exists at low SNR, which we attribute

to an insufficient number of BF cycles. Since KF is a recursive filter, its output depends on

all previous cycles and convergence is slower for high measurement noise variance [CS03].

Compared to the oneshot BF, at low SNR, KF provides significant BF gain improvements

by reducing the frequency estimation variance and the resulting phase errors as shown in

Fig. 3.4b. From that Figure, we also see that as the SNR (above 0dB) becomes larger, the
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gap between oneshot and KF decreases. This happens because as r decreases at high SNR,

the ratio r/q becomes small and the benefit from using KF decreases.

3.6.2 Experimental Validation

The proposed BF protocol was implemented using three USRP B205-mini software-defined

radios (SDR); two were used as BF radios and one as the destination radio. The destination

radio initiates a BF cycle by transmitting the frequency synchronization preamble. The BF

radios are always running the autocorrelation given by (3.13) and using its output power

level to detect the preamble. Once detected, the frequency offset is estimated (using oneshot

or KF) and corrected. Each BF radio transmits the phase estimation preamble in a pre-

assigned time slot. The destination radio estimates the phase and feeds it back to the BF

radios using the same previously discussed waveforms and estimators. Once the feedback is

obtained, the radios transmit a known payload, which is received and stored by the destina-

tion. The payload consists of three parts; each of the two BF radio transmits individually

at first, then both BF radios transmit simultaneously. The magnitude of each part of the

payload is estimated by averaging, then the BF gain is calculated by dividing the power

of the simultaneous transmission by the sum of the individual transmissions as per (3.5).

All the signal processing was implemented using GNURadio [GNU] and timed burst trans-

missions were used for the different stages of the protocol. The destination processing was

performed on a laptop and the BF radios on ODROID XU4 single board computers (SBC).

We conducted the experiments in the lab and on UAVs at a frequency of 915MHz with a

sampling period of Ts = 1µs.

3.6.2.1 Lab Experiment

We started by verifying our simulations in a lab environment with a favorable channel. The

beamforming slaves were placed in proximity from each other, 2.5 meters away from the
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(a) BF gains using oneshot frequency estimation. (b) BF gains using KF for frequency estimation.

Figure 3.5: Experimental results collected using N = 2 BF software-defined-radios in a lab

along with the theoretical results predicted by the BF framework and simulations.

destination in an undisturbed line-of-sight environment with a measured coherence time of

0.3s and q = 0.18. Both the destination and BF radios were set to use the same transmit

gain, which was varied in increments of 5dB to obtain different SNRs. At each SNR, 900

beamforming cycles were performed. The timing of the protocol is shown in Table 3.2.

Notice that the guard times are much longer than in the simulations to allow the BF signal

processing to operate in real-time, which makes te larger in (3.4), and thus increases σ2
e and

degrades the BF gains.

The experimental results along with its simulated and theoretical equivalents are shown

in Fig. 3.5a. We can see that the measured results are close to the simulation and theoretical

results, which overlap. The improvement from using KF follows a similar trend to what was

observed in Fig. 3.5b. This result experimentally verifies our simulation setup and analysis.

3.6.2.2 UAV Experiment

Next, we move our setup from the lab to UAVs. The BF radios, consisting of the SBC

and USRPs along with a battery, were mounted on two DJI Phantom 3 drones as shown in

Fig. 3.6. The destination radio was placed on the ground about 5m away from the UAVs
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BF UAVs 

Destination

DJI 
Phantom 3

Odroid,
USRP,
Battery

5m

4m

Figure 3.6: The UAV experiment consists of 2 BF UAVs with SDRs mounted on-board. The

UAVs were hovering freely and were not attached to the ground by wires.

Table 3.3: BF UAV Results

Setup Freq SNR (dB) G Mean G Stdev

Ground KF 26.9 1.825 0.319

Flying oneshot 23.7 1.636 0.525

Flying KF 24.9 1.632 0.438

which flew at a height of about 4m. The wind speed at the day of the experiment was

15Km/hr. Due to the wind and the noise of the UAV sensors, the UAVs were not stable and

drifted within about a meter. The UAV operators frequently intervened to stabilize them.

Based on channel estimation performed before the experiment, the coherence time was

estimated to be about τc = 85ms. Thus, the lab experiment BF cycle (tcyc = 180ms) is too

long for the UAV channel. For the BF to work from the UAVs, the BF cycle was redesigned

to have shorter guard times and a 10 times shorter payload as detailed in Table 3.2, yielding a

reduced tcyc = 75ms, which is shorter than τc but only with a small margin. The experiment

was performed with three settings: 1) UAVs were on the ground and used KF for frequency

synchronization, 2) UAVs were flying and used oneshot for frequency synchronization and
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3) UAVs were flying and used KF. The BF results are shown in Table 3.3 along with the

average SNR. The BF UAVs attained about 80% of the ideal BF gains despite the low

coherence time channel. These gains are lower than the ground scenario as expected because

of the shorter coherence time. As for the comparison between KF and oneshot, there is no

significant difference because r/q is small; r is small because of the high SNR and q is large

because of the short coherence time.

3.6.3 Emulation

To overcome the large delays of the BF implementation and have a fair comparison between

KF and Oneshot, we emulated BF over a channel trace. The channel trace was obtained by

capturing a repeating ZC sequence from a flying UAV over a period of 100s. Using this trace,

we emulated the BF protocol as follows; we used a duration tsyn to estimate the frequency

offset and corrected for it, then we estimated the phase offset after a delay equivalent to the

protocol (tg1 + Ntph + tg2) and corrected for it. The feedback stage was not emulated and

was assumed to be ideal. At the evaluation time te, we estimated the phase error φe which

for a static channel and perfect estimation should equal zero. The variance of φe calculated

by emulation over the entire trace provides an estimate of σ2
e if BF was applied in this

channel. Note that the channel trace was collected over one capture with a USRP operating

in half-duplex. Hence, the emulation over that trace does not capture distortions due to

burst transmissions and having both transmit and receive chains powered on simultaneously

in the protocol implementation.

The measured phase errors are reported in Table 3.4. The first row emulates the timing

used in the UAV experiment and using the value of τc = 85ms, which is the true one, to

calculate the KF q. The calculated phase error variance σ2
e is shown for KF and oneshot,

and the theoretically predicted mean BF gain G using (3.27) and N = 2. Due to the more

favorable half-duplex capture and the ideal feedback, the predicted emulation BF gains

(≈ 1.7) are better than the measured ones (≈ 1.6). For the relatively long BF packets at a
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Table 3.4: BF Emulation over UAV Channel Trace

# SNR tcyc τc KF σ2
e [G] Onesh. σ2

e [G]

1 24dB 75ms 85ms 0.569 [1.725] 0.567 [1.723]

2 24dB 18ms 85ms 0.11 [1.99] 0.141 [1.98]

3 0dB 18ms 85ms 0.573 [1.85] 0.4 [1.72]

the high SNR of the capture, the predicted BF gains using both oneshot and KF are very

close (1.725 abd 1.723) similar to our experimental results. Yet the BF gains are still below

2 due to the long BF cycle, so in row 2, we emulate the protocol using a shorter cycle of

18ms by scaling down te and the phase delay. Using this shorter cycle, the BF gains increase

significantly for both KF and oneshot and approach the ideal gain of 2. This is the result we

would expect using an optimized implementation of the BF protocol having shorter guard

times. Due to the high SNR, both KF and oneshot still give a similar performance. Then

in row 3, we added Gaussian noise to the channel trace to make its SNR drop to 0dB.

The expected BF gains for KF become significantly better than those from oneshot. This

result shows that if tcyc << τc, KF can attain significantly higher BF gains than oneshot for

distantly deployed UAVs.

3.7 Beamforming System Design

After verifying the framework, we discuss how it can be used in designing BF systems. To

design a reliable BF system, we need to specify the number of BF radios N and the duration

of the preambles to exceed a minimum post-BF SNR with a given probability. The design

procedure is over two steps; first we determine N and σ2
e that meet the requirements and then

we design the preambles’ lengths to realize σ2
e at a given pre-BF SNR. Later in Section 3.8,
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we apply the proposed design procedures for specific scenarios.

3.7.1 Specifying N and σ2
e

Although the pre-BF SNR (γpreBF) is assumed constant, due to the phase error variance,

the post BF SNR (γpostBF) varies randomly. A reliable BF system has to exceed a specified

outage probability pout such that P
(
γpostBF < γmin

)
≤ pout, where γmin is the minimum

SNR. Using the gamma approximation of the BF gain distribution and the post-BF SNR

definition (3.8), we can rewrite P
(
γpostBF < γmin

)
= 1 − FXγ

(
N − γmin

γpreBFN

)
where FXγ (x) is

the CDF of the Gamma distribution from Proposition 7 whose mean and variance depend

on N and σ2
e . Hence, our objective is to determine N and σ2

e which satisfy

FXγ

(
N −

γmin

γpreBFN

)
≤ 1 − pout (3.31)

We know the distribution of Xγ and how N and σ2
e affect it, however, inverting (3.31) to

obtain an explicit relation between N and σ2
e is intractable. The fact that σ2

e can depend on

N under fixed BF overheads further complicates analytical solutions. It is easy, however, to

check whether a given choice of N and the corresponding σ2
e satisfies the requirements given

by (3.31). Thus, we resort to numerical trial-and-error methods to find N and σ2
e satisfying

the requirements. The exact method depends on the scenario and whether N is fixed or not,

and thus its discussion is deferred to Section 3.8 where example scenarios are presented.

3.7.2 Beamforming Signals Design

For given values of N, γpreBF, and γDR, we want to optimize the time allocated to each

preamble for σ2
e to meet the system requirements. We identify two problems of interest; the

first one is to minimize σ2
e for limited BF overheads and the second problem is to minimize

the BF overheads Nov to meet a maximum allowable phase error variance. The first problem

is suitable for short coherence time channels, where the BF overheads are constrained to

allow time for communication within the coherence time. The second problem, on the other
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hand, is suited for relatively large coherence time channels, where large BF overheads are

possible. An example of each problem is provided later in Section 3.8.

Next, we formulate both problems. The total overheads in samples defined in (3.11) can

be written as a function of the duration of each stage Nov(Nsyn, Nph, Nfb). For fixed N, γpreBF

and γDR, the phase variance σ2
e becomes a function of the number of samples allocated to

each stage σ2
e (Nsyn, Nph, Nfb) defined as

σ2
e (Nsyn, Nph, Nfb) = (2πte)2σ2

f + σ
2
ph + σ

2
f b (3.32)

The values of σ2
f , σ2

ph, and σ2
f b are dependent on the choice of estimators and are a function

of Nsyn, Nph, and Nfb respectively. For our choice of estimators σ2
ph = σ

2
phe defined by (3.24),

and σ2
f b = σ2

f be defined by (3.26). As for the frequency error variance, if we use oneshot

estimation σ2
f = σ

2
f e as defined by (3.14) and if we use the KF σ2

f = σ
2
f k as defined by (3.23)

with r = σ2
f e.

Note that for a chosen Zadoff-Chu sequence of a length M, we can only optimize the

number of repetitions NZC to change Nsyn. Hence, for fixed N, the problem P1 can be

written as

P1 :minimize
NZC,Nph,Nfb

σ2
e (NZCM, Nph, Nfb) (3.33)

subject to Nov(NZCM, Nph, Nfb) ≤ δNov, NZC, Nph, Nfb ∈ Z
+, NZC ≥ 2 (3.34)

where δNov is maximum overhead length which depends on the channel coherence time, and

Z+ is the set of positive integers. For a maximum allowable phase error δσ2
e
, the second

problem P2 can be written as

P2 :minimize
NZC,Nph,Nfb

Nov(NZCM, Nph, Nfb) (3.35)

subject to σ2
e (NZCM, Nph, Nfb) ≤ δσ2

e
, NZC, Nph, Nfb ∈ Z

+, NZC ≥ 2 (3.36)

Then, we argue that for our choice of estimators, both problems are convex with respect

to their variables and thus are easy to solve. Except for the KF, all these estimators take
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the form f (x) = c1
x +

c2
x2 with respect to their variables for some positive c1 and c2 where

x is strictly positive, hence they are all convex over their domain. As for the KF, when

substituting for r, it takes the form f (x) = c1 +
√

c2 +
c3
x +

c4
x2 with respect to its positive

variable x for some positive c1, c2, c3 and c4. This can be rewritten as f (x) = c1 + ‖y‖ where

y = [
√

c2,
√

c3
√

x
,
√

c4
x ]

T . The norm is convex and non decreasing and
√

c3
√

x
and

√
c4
x are convex

for positive x. By applying the composition rule [BV04], the KF variance is convex. Hence,

σ2
e (NZCM, Nph, Nfb) is convex with respect to its arguments for all of our estimators. As for

Nov(NZCM, Nph, Nfb), it is an affine combination of its arguments. This makes both problems

P1 and P2 integer convex problems, which can be optimally solved using CVX with a mixed

integer solver [GB14].

3.8 Beamforming Design Scenarios

The proposed BF framework and the derived relations can be applied to many BF scenarios.

In this ection, we discuss the design procedures for two example scenarios. In the first

example, we consider a large swarm of small UAVs; we want to determine the minimum N

to satisfy the SNR requirements. Due to the UAVs’ high mobility, the channel coherence

time is small and the BF overheads are constrained. This example maps to the problem P1.

In the second example, we consider N = 4 weather balloons sending short payloads. Due

to the long coherence time resulting from the balloons slow motion, large BF overheads are

possible. However, to avoid energy wasted on unneeded transmission, our objective is to

minimize the BF overheads while satisfying the SNR requirement. This example maps to

the problem P2.

3.8.1 Swarm of Small UAVs

A swarm of Nub small UAVs is deployed in an urban environment for an application like crowd

monitoring [TMD20]. A large number of small UAVs is deployed and they continuously
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(a) Number of BF Radios obtained

assuming ideal BF (Nlb) and ob-

tained using our framework (N).

(b) CDF of simulated BF gains us-

ing N (from our framework). The

requirement given by γmin and pout

is satisfied.

(c) CDF of simulated BF gains us-

ing Nlb (assuming ideal BF). The

requirement given by γmin and pout

is violated.

Figure 3.7: Results for minimizing N in a swarm of small UAVs assuming a fixed BF over-

head. Using N obtained from our approach, the SNR requirement is satisfied as verified by

simulations.

transmit data. To avoid a large overhead in data sharing among UAVs for BF, we want

to determine the minimum number of UAVs to beamform such that the destination SNR

exceeds a minimum of γmin = 5dB for 90% of the time (pout = 0.1).

For the urban channel, we consider a channel having a path loss coefficient of 3.7 [Gol05]

and a coherence time of 10ms [CFP18]. The maximum transmit power of each UAV is

PT = 0dBm and of the destination PD
T = 20dBm. Communication takes place over a frequency

of 915MHz using a sampling time of Ts = 1µs and a BW of 1MHz and all radios have a noise

figure of 3dB. By performing the link budget calculation, the SNR from an individual UAV

at 1Km is close to -13dB, so the minimum required BF gain is Greq = 18dB. Assuming ideal

BF gain of N2, the required gain can be achieved using only 8 BF radios. However, due to

the short coherence time, the entire BF packet is assumed to be limited to 5ms and based

on the payload required by the application only 1ms of BF overhead is allowed. At this

low SNR and with this short BF overhead, the ideal beamforming gains are not achievable

and large BF variance is expected. We need to use more than 8 BF radios so that the SNR
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exceeds 5dB for 90% of the time as required. Our objective is to determine the minimum N

and the duration of each preamble.

We use our analytical framework to find the minimum N. Since for fixed overheads Nov,

σ2
e depends on N, we need to solve P1 to calculate σ2

e for each N. The proposed approach

is summarized in Algorithm 3 and it works as follows; we start from the lower bound on N,

which occurs when assuming ideal BF Nlb =
⌈√

Greq

⌉
and increment N until the requirement

is satisfied. For each N, we solve the minimum phase error problem P1 to obtain σ2
e . Using

the resulting σ2
e , we substitute in (3.31) to determine if the requirement is satisfied or not.

The first N satisfying the requirement is the minimum N meeting the SNR requirements.

If the maximum number of available BF radios Nub was reached without satisfying (3.31),

another approach needs to be considered to meet the requirements like increasing the BF

overhead or the transmit power of the radios. Since the BF is performed periodically and

tcyc < τc, we assume that KF is used for frequency tracking.

The calculated N for different distances is shown in Fig. 3.7a along with Nlb calculated

assuming ideal BF gain. To verify that the obtained solution meets our design criteria, we

simulated 10K BF cycles of the BF protocol using using the calculated N and the optimized

waveforms obtained from P1 at each distance. The destination SNR was measured and

its empirical CDF for the proposed N and the ideal Nlb are plotted in Fig. 3.7b and 3.7c

respectively. From these Figures, we see that the required outage probability is met using

the proposed N. Thus, our problem solution and the underlying analysis can be used to

design reliable BF systems satisfying the design requirements as verified by simulations. On

the other hand, relying on the ideal Nlb is expected to yield lower BF gains than the desired

ones in realistic deployment scenarios.

3.8.2 Weather Balloons

Weather balloons are deployed at high altitudes to perform atmospheric measurements and

report them back to the ground. We consider N = 4 weather balloons deployed at a distance
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Algorithm 3:

input : Nlb, Nub, Nov, pout, γmin

output: Solved, N, BF waveform

Solved := False ;

for ni = Nlb to Nub do

Solve P1 to determine σ2
e ;

if ni and σ2
e satisfy (3.31) then

Set Solved to True, N to ni, and BF waveform to solution of P1, and exit ;

end

end

(a) The minimum BF overhead to satisfy the SNR

requirement.

(b) CDF of simulated BF gains using the min-

imum overhead. The SNR requirements given

by γmin and pout are met.

Figure 3.8: For N = 4 weather balloons, in a long coherence time channel, the minimum

overheads obtained using our framework satisfy the SNR requirements.

of 50KM from the destination radio. Due to their high altitude, the channel is dominated

by line-of-sight propagation and we consider a path loss coefficient of 2 and a large channel

coherence time exceeding 100ms. The large channel coherence time allows for much longer BF

overheads. However, to economize the balloon payload battery power, we want to minimize

the transmission time. Our objective is to determine the smallest BF overheads to attain
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a received SNR exceeding a minimum of γmin = 5dB for 90% of the time (pout = 0.1). We

use the same power, frequency, bandwidth, and noise parameters as the previous scenario

except PT = 10dBm is larger. The SNR from a single radio is -4.6dB and thus the required

BF gain at 50KM distance is 9.6dB. Assuming that the measurements are infrequent and

not periodic, we use oneshot frequency estimation.

To design this system, we find the minimum phase error needed to satisfy the requirement

(δσ2
e
), then we find the shortest overhead to meet this phase error. Since, for fixed N,

increasing σ2
e decreases the average BF gain and vice versa, we determine δσ2

e
by applying

the bisection method on (3.31). Then, using δσ2
e
, we solve the problem P2 to determine

the minimum overhead. If the minimum overhead makes the BF packet exceed the channel

coherence time, the solution is not valid and we need to consider another alternative like

increasing the transmit power. The minimum overheads obtained are shown in Fig. 3.8a for

different distances. Then, we simulated the BF protocol at these SNRs using the waveforms

obtained from P2 and plotted the empirical CDF of the destination SNR in Fig. 3.8b. We

can see that the proposed solution approach meets the required outage probability, which

verifies the solution and all the underlying analysis.

3.9 Summary

In this Chapter, we developed and verified a mathematical framework to model the BF

performance for a destination-led BF protocol. The BF gains distribution was approximated

by a gamma distribution assuming a zero mean normally distributed combining phase errors

and the proposed distribution was verified using simulations. The effect of the pre-BF

SNR and the preamble lengths on the combining phase error was derived for our choice of

estimators. Using software-defined radios, in a lab, we experimentally verified the predictions

of our BF framework. The BF radios were mounted on UAVs and were shown to exceed 80%

of the ideal BF gains despite the low coherence time channel. The proposed framework can
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be used to design BF systems for a given deployment as illustrated by two example scenarios.

Even though we only considered a specific BF protocol and only two example scenarios,

the proposed framework can support many protocol variations and use cases. For the pro-

tocol, the framework is applicable for any other choice of estimators as long as their phase

variance can be expressed mathematically. As for the scenarios, heuristics can easily be

developed to optimize over a combination of the SNR, preamble lengths, and the number of

BF slaves, enabling the framework to adapt to many different deployment scenarios.
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CHAPTER 4

Guided Beamforming

Distributed transmit beamforming enables cooperative radios to act as one virtual antenna

array, extending their communications’ range beyond the capabilities of a single radio. Most

existing distributed beamforming approaches rely on the destination radio sending feedback

to adjust the transmitters’ signals for coherent combining. However, relying on the desti-

nation radio’s feedback limits the communications range to that of a single radio. Existing

feedback free approaches rely on phase synchronization and knowing the node locations with

sub-wavelength accuracy, which becomes impractical for radios mounted on high-mobility

platforms like UAVs. In this chapter, we propose and demonstrate a feedback free distributed

beamforming approach that leverages the radio’s mobility and coarse location information

in a dominant line-of-sight channel. In the proposed approach, one radio acts as a guide and

moves to point the beam of the remaining radios towards the destination. We specify the ra-

dios’ position requirements and verify their relation to the combined signal at the destination

using simulations. A proof of concept demo was implemented using software defined radios,

showing up to 9dB SNR improvement in the beamforming direction just by relying on the

coarse placement of four radios. This chapter revises our previous publication [HKC21a].

4.1 Introduction

Distributed transmit beamforming (BF) is a cooperative communications technology that

enables a group of radios to act as a virtual antenna array. In distributed transmit beam-

forming, a group of synchronized radios with the same message adjusts their signals to ensure
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coherent combining at the destination. For a group of N radios, distributed beamforming

provides N2 increase in the received power [MBM09]. This power increase can be used to ex-

tend the communications range or reduce the power transmitted from the radios. Both these

factors are of great importance for unmanned aerial vehicles (UAVs), which have a limited

power budget and are advantageous to deploy in large numbers at remote areas [SSA19].

To achieve coherent combining using BF, the radios need to synchronize their carrier fre-

quencies and their symbol timing as well as adjust their phases to ensure coherent combining

at the destination [MBM09]. Synchronization needs to happen among the beamforming ra-

dios and it does not depend on the destination radio. The phase correction, however, depends

on the destination. There are two methods to adjust the phases for distributed beamform-

ing [JRL17, OMP05]: the first one relies on the destination radio assisting the nodes in

obtaining channel phase estimates, while the second method relies on the nodes knowing

their locations and the beamforming direction.

The first approach assumes that the destination can communicate with the beamform-

ing radios. This communication can be in the form of a preamble transmitted from the

destination [OMP05], or the destination sending back the channel estimates [YP02], or just

providing binary feedback with the BF radios randomly perturbing their phases [MHM10].

Many of these methods were demonstrated using software defined radios [JRL17]. However,

while these approaches can correct the phase to attain coherent combining, they rely on the

destination radio having sufficient transmit power to reach the BF radios which limits the

communication range to that of the destination radio regardless of how many BF radios are

used.

The second approach does not need any feedback from the destination and relies only on

the nodes knowing their relative locations. Using this information and the direction towards

the destination, the radios can calculate the phases needed for beamforming [JRL17]. How-

ever, to have the full beamforming gains using this approach, location information accurate

to a fraction of a wavelength is necessary, and the gains degrade rapidly due to localization
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errors [OMP05]. This requirement places stringent localization requirements and limits the

applicability of this approach for high mobility platforms like UAVs where typically only

coarse location is available using satellite navigation systems. Additionally, this approach

assumes that the BF nodes are aligned in phase which is not easy to realize using radios

having independent oscillators. To the best of the authors’ knowledge, no demonstration

of distributed BF relying only on locations was implemented in the literature. Another ap-

proach avoids destination feedback by relying on the randomness of the combining gain from

unsynchronized radios along with repeating transmissions [SAB13]. However, this approach

is not scalable and has a low throughput.

In this chapter, we propose guided distributed beamforming as an approach for cooper-

ating mobile radios to attain coherent combining at a distant destination radio unable to

provide feedback. To overcome the lack of feedback, the BF radios, which are assumed to be

in proximity of each other, need to know the beamforming direction to the destination and

have a LOS channel between them. These radios can be mounted on ground robots, UAVs,

or handheld as long as they can be coarsely positioned relying on satellite navigation for

instance. Guided distributed BF relies on assigning one of the BF radios as a guide and the

rest as followers. The followers adjust their signals to ensure coherent combining at the guide.

Since the guide is close to the followers, it can provide them with feedback for BF unlike

the destination. Using radios mobility and coarse localization, the followers cluster and the

guide moves towards the desired BF direction to point the combined signal at the desired BF

direction. We verify this concept using simulations and analyze the position requirements of

the guide and followers along with its sensitivity to localization errors and non-LOS channel

components. Then, we demonstrate this approach using software defined radios. Using 4 BF

radios we were able to attain more than 3 fold increase in the signal magnitude (9x increase

in power received) towards the direction of interest. To the best of the authors’ knowledge,

this is the first demonstration of distributed beamforming that achieves coherent combining

at the destination without any destination feedback and without sacrificing throughput with
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repeated transmissions. This approach can be used to extend the range of communications

towards a distant destination radio unable to provide any feedback to the BF radios. Our

main contributions can be summarized as follows:

• We developed guided distributed beamforming as an approach to enable beamforming

towards a destination unable to provide feedback, assuming a LOS channel between

the BF radios. Our proposed approach leverages the radio’s mobility and coarse local-

ization to achieve coherent combining at the destination.

• We derived a criterion for the guide and the followers positions to limit the phase

mismatch of the combining signals at the destination.

• Using simulations, we showed that the proposed approach can tolerate BF radios lo-

cation errors within multiple wavelengths in contrast to location based beamforming,

which requires location accuracy within a fraction of a wavelength.

• We experimentally verified the proposed approach using software defined radios. An

average signal combining gain of over 3x was achieved in the intended direction when

using 4 beamforming radios leading to 9dB SNR improvement on the average. The

combining gains measured in different directions were shown to follow the expected BF

pattern predicted by simulations.

4.2 Related Work

As discussed earlier, existing BF approaches either rely on destination feedback or highly

accurate knowledge of radio locations.

Destination Feedback Many existing works have relied on destination feedback for co-

herent combining [MBM09, JRL17]. A system using explicit channel feedback was proposed
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in [YP02] and demonstrated in [LGS18, MBM19]. To reduce the feedback overhead, a 1-

bit feedback algorithm was developed [MHM10]. Using this approach, the nodes randomly

perturbate their phase and the receiver provides binary feedback indicating whether the

channel has improved or no. This approach was used in several experimental evaluations

of distributed beamforming for instance [QMR12, RBM12a]. Joint location and beamform-

ing optimization was considered using destination feedback in [GPY20, GYP20]. Motion

and communications energy was optimized for mobile robots in [MM18] using destination

feedback along with channel predictions. In [IP08], a synchronization algorithm based on

roundtrip message exchanges was developed. Other works have proposed using channel reci-

procity for channel estimation [OMP05] and this approach was demonstrated in [PMG16].

All these approaches are not feasible if the destination does not have sufficient transmit

power to provide feedback.

Location Based Beamforming Other works have relied on the knowledge of the lo-

cations for the beamforming radios to adjust the phases. These works mostly focused on

either studying the beampattern of random placements of radios or optimizing the beampat-

tern [JRL17]. In [OMP05], the beampatterns obtained using uniform random deployments

of transmitters within a disk area was considered. The effects of phase jitter and loca-

tion estimation errors on the beampattern were studied. Other works have studied the

beampattern of beamforming nodes following a Gaussian distribution [AV09] or arbitrary

distributions[HWW12]. Among the works that considered beampattern optimization, some

have proposed using node selection or coefficient perturbation to create a null in a certain di-

rection [KDS20], minimize the beamwidth [ZAG09], or control the sidelobes [LFS19, SLC19].

These approaches typically rely on accurate localization and to the best of the authors knowl-

edge there are no implementations of location based distributed beamforming.

Other works have proposed and demonstrated zero feedback beamforming [SB11, SAB13],

which works by sending multiple repetitions of the signal and using the fact that unsynchro-
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Figure 4.1: The objective of distributed beamforming is to coherently combine signal from

N radios, which are assumed to be mobile, at a distant destination radio.

nized carriers occasionally combine constructively. While this approach avoids relying on

destination feedback, it negatively affects the throughput and is not scalable.

4.3 Problem Statement

Consider N mobile radios that use BF to send a critical message to a distant destination

radio R. The BF vehicles are cooperating on the same task and hence are assumed to be

close to each other and far from the destination radio R beyond its communication range.

Hence, the destination cannot provide any feedback for BF. The BF radios are assumed to

know the beamforming direction toward the destination and their locations coarsely using

a satellite navigation systems like GPS. For example, the radios can be mounted on UAVs

performing a search and rescue operation in a remote area. They are communicating with

the destination radio placed at the operation center established at their takeoff location. Due

to their elevation above the ground and assuming a deployment in a remote non-urban area,

an air-to-ground channel is dominated by LOS propagation [KCZ18]. Hence, the knowledge

of locations is sufficient for the BF radios to determine the BF direction without feedback

from the destination.

BF radio i is located at pi = [px
i , py

i , pz
i ]

T , where px
i , py

i , pz
i are the x, y, and z coordinates
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of the node i, with respect to node 0 which is used as a reference, i.e, p0 = [0, 0, 0]
T . The

destination is located at pR = [px
R, py

R, pz
R]

T in the far field of the BF radios such that di,R � di, j

for all i and j from 0 to N − 1, where the distances are defined as di,R = ‖pi − pR‖ and

di, j = ‖pi − p j ‖. Without a loss of generality, we assume that the known BF direction is the

positive x. If a LOS channel exists towards the destination, the destination receiver would

be located far on the x-axis such that |px
R �

√
(py

R)
2 + (pz

R)
2. This setup is shown in Fig. 4.1.

Assuming that the BF radio are synchronized in time and frequency using an over-the-air

synchronization protocol as discussed later in Section 4.6, the signal transmitted by radio i

is given by

xi(t) = <{s(t)wie j2π fct} (4.1)

where s(t) is the complex baseband message, fc is the carrier frequency, and<{·} denotes the

real part. To ensure coherent combining at the destination, each radio precodes its signal

with a complex weight wi = κie jθi , where κi is the magnitude and θi is the phase.. The

received signal at R is given by

y(t) =
N−1∑
i=0

<{wihie j2π fct s(t)} + γ(t) (4.2)

=

N−1∑
i=0

<{κi |hi |e j(2π fct+θi+∠hi)s(t)} + γ(t) (4.3)

where the narrowband channel is given by hi = |hi | exp( j∠hi), |hi | is its magnitude, ∠hi is its

phase, and γ(t) is the additive Gaussian noise.

The normalized magnitude of the beamforming gain is the ratio between the attained

combining gain and the ideal combining gain and is given by

Γ =
|
∑N−1

i=0 κi |hi | · e j(θi+∠hi) |∑N−1
i=0 κi |hi |

(4.4)

and it takes a value between 0 and 1. Perfect coherent combining at the destination occurs,

if combining phases (θi + ∠hi) are equal for all i, which this corresponds to Γ = 1. A phase

mismatch between the combining signals will lead to degraded BF gains.
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Guide

Followers

Figure 4.2: In the proposed approach, the guide repositions itself such it lies on the line

connecting the center of the cluster of followers to the destination.

Since the radios are separate, each radio has a maximum transmit power given by PT

independent of the other radios. To maximize the power at the end receiver, it is optimal

for each radio to set its gain to the maximum which is given by κi =
√

PT regardless of the

channel magnitude |hi | [MBM09]. Hence, our objective is to find the phases θi for coherent

combining at the destination receiver. Since |hi | has no impact on the phase, for simplicity,

we consider that |hi | = 1 making hi = e j∠hi for all i.

Our objective is to determine the beamforming phases θi and the BF radio positions pi

for i ∈ {0, · · · , N − 1}, to ensure coherent combining at the destination receiver (large Γ).

To enable BF beyond the communications range of the destination, we do not rely on its

assistance in calculating θi. Instead, we rely on the cooperation of the mobile radios under

coarse localization using guided distributed BF.

4.4 Guided Distributed Beamforming

We start by explaining the concept behind guided distributed beamforming, then we analyze

its requirements in terms of node positions, and its impact on the phases of the combining

signals at the destination.
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4.4.1 Approach

The proposed approach consists of having one of the BF radios act as a guide to the remaining

radios, which are referred to as the followers. The followers, using feedback from the guide,

adjust their phases for coherent combining at the guide. By leveraging the radio’s mobility,

the guide moves to be on the line originating from the centroid of the followers towards the

desired beamforming direction, making the beamformed signals have a large combining gain

at the destination receiver as shown in Fig. 4.2. It is easy to see that if the guide was placed

in the close vicinity of the destination, coherent combining at the guide would imply a large

combining gain at the destination. However, having one of the beamforming nodes move near

the destination defeats the purpose of beamforming. We want to attain the beamforming

gain at the destination receiver without having any of the nodes travel a large distance. To

that end, we study the relation between the positions of the nodes and the combining gains.

Without loss of generality, we assume that the node 0 acts as the guide and that the

followers are nodes 1 to N − 1. To use guided distributed BF, the followers need to cluster

around the x-axis (
∑N−1

i=1 py
i ≈ 0,

∑N−1
i=1 pz

i ≈ 0) with px
i ≤ 0 for i ∈ {1 · · · N − 1}, making the

line between the cluster of followers and the guide (which is the coordinate reference) point

towards the BF direction. If a LOS channel exists with the destination, the guide would lie

on the line in between the followers and destination py
R = 0, pz

R = 0 with px
R � 0. The phase

of the channel between the guide and follower i is given by ∠gi. Since the followers beamform

towards the guide, they set their phases to θi = −∠gi where ∠gi is obtained using the guide’s

feedback. Hence, the guide is considered as a reference for phase for all the followers, i.e,

θi + ∠gi = 0 for all i. In that case, the guide sends its signal without phase compensation, i.e,

θ0 = 0, assuming it is hardware calibrated for phase reciprocity [GSK05]. Phase reciprocity

implies that both its transmit and receive chains are phase calibrated to leverage channel

reciprocity.

Note that since guided distributed beamforming relies on the radios motion to steer the
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Guide

Figure 4.3: The signal at from radio i at point m and the signal transmitted from the guide

(radio 0) have the same phase. The mismatch between the length of mR and d0,R leads to

combining error at the destination.

beam, it is more suited to applications with one fixed destination (like the ground station

of search and rescue UAVs) than those with multiple destinations. As stated earlier guided

distributed beamforming only requires knowing the direction to point the beam and does

not require a LOS channel with the destination nor knowing its exact location. However,

using these assumptions it easier to determine the BF direction. Thus for the remaining of

this work, we assume a LOS channel between the BF radios and the destination. This is the

case if the destination radio is mounted on a high tower and the BF radios are ground based

vehicles in a rural area or UAVs. Since the followers are adjusting their signals based on

the guide and not the destination, the combining signals will have a phase mismatch at the

destination. This phase mismatch will lead to degraded BF gains. We want to determine the

separation between the followers and the guide to bound the phase mismatch and prevent

the degradation of the BF gains.

4.4.2 Guide Separation

To analyze the phase mismatch caused by using the guide for feedback instead of the destina-

tion, we start by describing the geometry between follower node i, the guide, and destination

as shown in Fig 4.3. The phase of node i signal at the guide is equal to zero (as stated ear-
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lier), which is the same phase at point m which lies on the line between i and R at an equal

distance of di,0. Our objective is to have the phases of the signals from node i and from the

guide to be equal at the destination. This is equivalent to having the segment mR to be

equal to d0,R. Since im = di,0, this is equivalent to having di,R to be equal to di,0 + d0,R. Using

the triangle inequality, we know that di,R ≤ di,0 + d0,R with equality holding if and only if

points i, 0, and R are on the same line. So, by placing the nodes on a perfect line pointing

toward the receiver, beamforming towards the guide would guarantee coherent combining

at the destination. However, in practice due to the imperfect positioning due to inaccurate

location information or other mobility constraints due to the radio’s mobility, this might not

be practical to achieve. If the followers are not on the same line, there will be a mismatch in

the propagation paths, which will eventually lead to phase mismatch. This path mismatch

is given by

ei = di,0 + d0,R − di,R (4.5)

= di,0(1 − cos(αi)) + d0,R(1 − cos(βi)) (4.6)

≈ di,0(1 − cos(αi)) (4.7)

≈ di,0 − px
i (4.8)

where the approximations are due to the assumption that the receiver is in the far field

making βi ≈ 0 and iR and 0R are almost parallel, thus cos(βi) ≈ 1 and |px
i | ≈ di,0 cos(αi).

This mismatch of the different propagation paths will be translated to a phase error

between the signals from the guide and radio i given by

φi =
2πei

λ
(4.9)

After deriving the phase error for a single node, we generalize it for all the followers.

For simplicity, we limit our analysis to the 2D case (pz
R = 0, pz

i = 0 for all i) although the

geometry can easily be extended to the 3D case. Hence, we define a rectangle of dimensions

Lx = maxi, j |px
i − px

i | and Ly = 2 maxi |p
y
i | having the vertical line y = 0 at its center, which
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Figure 4.4: The followers locations are contained in a rectangle of dimensions Lx and Ly,

which is symmetric around the x-axis. The separation between the guide and the followers

is given by dx.

contains all the followers. The distance between the guide and the closest receiver in the

x-dimension is given by dx = mini |px
i |. This is shown in Fig. 4.4. The upper bound of the

propagation path mismatch due to using the guide, given by emax is equal to

emax = max
i

ei (4.10)

= max
i

√
(px

i )
2 + (py

i )
2 − px

i (4.11)

≤ max
i

max
j

√
(px

i )
2 + (py

j )
2 − px

i (4.12)

= max
i

√
(px

i )
2 + (Ly/2)2 − px

i (4.13)

≤

√
d2

x + (Ly/2)2 − dx (4.14)

where (4.12) adds another variable and can not decrease the maximization objective, and

(4.14) uses the fact that the function
√

a + x2 − x is a strictly decreasing function in x for

any positive a and x, and that dx ≤ |px
i | for all i by definition. This makes the largest phase

deviation from the guide equal to φmax =
2πemax

λ . The smaller φmax, the larger the BF gains

at the destination. The exact value of the BF gain (Γ) depends on the placements of the

followers and is further considered in simulations.

Based on the tolerable amount of phase errors, we want to upper bound the mismatch
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emax by a chosen value of δ such that

emax ≤ δ (4.15)

The smaller the value of δ, the smaller φmax, which means less phase mismatch and larger

BF gains. Note that the chosen δ has to be less than λ for the maximum phase error φmax

to be less than 2π. By manipulating (4.14), the relation between the guide separation dx

and vertical spread of the follower Ly to realize (4.15) for a given δ is

dx ≥
(Ly/2)

2 − δ2

2δ
(4.16)

Hence, the separation between the guide and the followers (dx) to achieve a given mismatch

δ scales quadratically with the vertical spread of the followers (Ly). For a given follower

placement (fixed Ly), using a smaller δ to reduce the phase errors requires the guide to

travel further to increase its separation. Hence, the choice of δ trades off between the

distance traveled by the guide and the BF gains as we will illustrate using simulations.

4.5 Numerical Evaluation

Using numerical simulations, we study the impact of the arrangement of the followers and

the separation of the guide on the beamforming gain. Then we compare guided beamforming

with the approach relying only on location information under localization errors. The impact

of non-LOS channel components on guided beamforming and feedback based beamforming

are also evaluated.

In our simulations, we consider N = 11 beamforming radios (1 guide and 10 followers).

The follower nodes are assumed to be randomly placed in a rectangle of dimensions Lx × Ly

at a distance dx from the guide as shown in Fig. 4.4. The receiver R is placed at a distance

of 10KM from the guide. The frequency used in the simulation is 900MHz making the

wavelength equal to 33.3cm. The channels are modeled as LOS channels with ∠hi =
2π
λ di,R

and normalized to have |hi | = 1. The channel estimates between the guide and the followers
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Figure 4.5: The BF gain of random placement of the followers for Lx = 10m for different

values of Ly as a function of the separation of the guide dx.

are assumed to be perfect, making the combining gain at the guide always equal to 1. Our

evaluation focuses on the beamforming gain of all the BF radios at the destination receiver.

4.5.1 Impact of BF Nodes Placement Geometry

First, we consider the effect of the separation between the guide and the followers dx on the

combining gain at the destination receiver Γ. This evaluation is performed for Lx = 10m

and for different Ly as shown in Fig. 4.5. For each point, we consider 100 uniform random

placements of the followers within the deployment rectangle and plot the mean BF gain with

error bars representing the standard deviation. We can see that as Ly increases the guide

needs to be further from the followers to ensure coherent combining at the receiver. In the

case of linear array, Ly = 0, the optimal combining gain can be attained with no separation

(dx = 0). In Fig. 4.5, the solid circles show the combining gain when using the optimal

separation calculated using (4.16) for a tolerable mismatch given by δ = 0.2λ. These circles

show that using (4.16) and for this choice of δ, most of the BF gains are attained. The

relation between δ and the BF gains is further discussed later.

To get an understanding of the separation between the guide and the followers as a

function of the vertical spread of the followers (Ly), we plot the lower bound from (4.16) in

Fig. 4.6b on a logarithmic scale. For our simulation setup, a vertical spread below 1m would
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Figure 4.6: The beamforming gain and the distance traveled for different values of mismatch

tolerance δ.

require separation below 2m. For larger spreads up to 8m, the separation can be over 100m.

This is expected since (4.16) is quadratic in Ly. Hence, it is beneficial to align the followers

to avoid large displacement of the guide.

We also consider the effect of the chosen tolerance on the distance traveled and the

combining gain. As predicted by (4.16), a tighter tolerance requires larger separation. In

terms of combining gain at the end receiver, in accordance with the result in [MBM07], the

combining gain is tolerant to phase errors which are due to mismatch between the guide and

the destination. Fig. 4.6a shows that a tolerance of 0.2λ is able to attain over 90% of the

combining gain while requiring at about half the separation of 0.1λ as shown in Fig. 4.6b.

Note that the BF gains change for the same δ because it is an only an upper bound on the

phase error. For the same δ, since the radios are randomly placed within a rectangle, the

distribution of the phases vary with Ly and dx leading to varying BF gains.

We also consider the beampattern obtained in the far field when the followers beamform

toward the guide. In Fig. 4.7, we plot the far field beampattern when the followers are

deployed randomly in a region of Lx = 10m and Ly = 1m with the guide placed at dx to
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Figure 4.7: The beamforming pattern for Lx = 10m, Ly = 1m. The solid line is the average

of 100 random placements and the dotted lines represent ± their standard deviation.

achieve δ = 0.2λ using (4.16). The solid curve shows the average beampattern of 100 random

placements of the followers with the dotted curve representing the mean plus and minus one

standard deviation. We can observe that the realized beampattern guarantees a narrow

beam toward the destination, while in other directions a smaller combining gain is expected

on the average.

4.5.2 Localization and Channel Induced Errors

We evaluate the sensitivity of our proposed approach to localization errors of the BF radios

and compare it against using only locations to calculate the beamforming weights. The

localization errors are modeled as uniform random variables ∆px
i and ∆py

i which are unknown

to the nodes. These errors take values between −∆P/2 and ∆P/2 added to the positions of the

nodes where ∆P is the error range, such that node i would be located in [px
i +∆px

i , py
i +∆py

i ]

for i ∈ {0, 1, · · · , N − 1} (the origin is assumed to be fixed regardless of localization errors).

For location based beamforming, we set the beamforming of node i to θi = e− j 2πλ di , where

di = px
i +Lx. This choice of di only uses the known position px

i and ensures that the resultant

95



0.0 0.2 0.4 0.6 0.8 1.0

∆P (m)

0.0

0.2

0.4

0.6

0.8

1.0

N
o
rm

.
B

F
G

a
in

Γ

Guide

Perf. Guide

Location

(a) The effect of localization errors for guided beam-

forming (Guide), guided beamforming assuming an

the guide perfectly placed (Perf. Guide), and using

location-based beamforming.

0.0 0.2 0.4 0.6 0.8 1.0

∆P (m)

5

10

15

d
x

(m
)

(b) The sepration of the guide as a function of the

range of localization error ∆P.

Figure 4.8: The effect of localization error on the guide based beamforming and location

based beamforming. The wavelength used is λ = 0.33m

wave from the radios is aligned pointing towards the receiver in the case of no localization

errors. We consider the same initial setup with Lx = 10 and Ly = 1. For the guided

beamforming, we accounted for the worst case localization error by increasing the separation

dx using Ly = 1 + ∆P in (4.16) for δ = 0.2λ. We consider both the case where the guide

suffers from localization error similar to the rest of the nodes and a perfect guide which does

not suffer from localization errors.

The combining gain obtained only using location information is shown in Fig. 4.8a against

the localization error range ∆P for Lx = 10 and Ly = 1. We can see that for perfect location

information, a gain of 1 is attained using the location based approach but as localization error

range increase, the beamforming gain falls rapidly reaching the bottom when the magnitude

of localization error approaches λ/2 (16.6cm). This shows that location based beamforming

requires location information accurate within a fraction of a wavelength to work. While local-

ization systems that can attain this accuracy exist, they require a large bandwidth [KBB19],

which is not always available. The guide based approach is maintaining average BF gains
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above 0.8 even as the localization error reach 1m, which is equivalent to 3λ. However, it still

decays to some extent. This decay is explained by the localization errors in the guide making

the beam formed by the followers point slightly towards the wrong direction. Since the beam

is narrow as we have shown in Fig. 4.7, this leads to suboptimal combining gains. However,

this can be resolved by choosing the placement to attain a wider beam (using smaller Lx

and Ly for instance). The used separation of the guide, which increases with the range of

the error is shown in Fig. 4.8b and it does not exceed 18m for our setup. This shows that

our proposed approach can compensate for localization errors by reasonably increasing the

separation of the guide to account for the worst-case vertical spread.

Then, we verify that the BF gain degradation of guided BF caused by location errors

is due to the width of the beam. To that end, we considered different deployment region

dimensions, that is different values of Lx and Ly in Fig. 4.9. In Fig. 4.9a, we plotted the

beampatterns, which show that smaller deployment regions correspond to wider beam. Then,

we repeated the evaluation of the impact of the localization error. The results are shown

Fig. 4.9b, from which we can see that the smaller regions corresponding to wider beams are

less impacted by localization errors. This result demonstrates that by using wider beams,

we can further reduce the sensitivity of guided BF to localization errors.

In our previous simulations, we assumed a LOS only channel hi between each BF radio and

the destination. In practice, even if the LOS path is dominant, there can be other non-LOS

paths due to reflections from the surrounding objects. We also consider the case of a guide

with non reciprocal phase. Our objective is to characterize the amount of BF degradation

due the non-LOS channel components and non reciprocity on guided distributed BF and how

it compares to other BF approaches. To do that, we consider a Ricean channel hR
i modeled

as follows

hR
i =

√
K

K + 1
hi +

√
1

K + 1
hN

i (4.17)

where hN
i is a standard Gaussian random variable modeling the non-LOS channel compo-

nents. The magnitude of these components is determined by the factor K, such that the

97



0◦

45◦

90◦

135◦

180◦

225◦

270◦

315◦

0.2
0.4

0.6
0.8

1.0

(Lx, Ly) = (2.5, 0.25)

(Lx, Ly) = (5, 0.5)

(Lx, Ly) = (10, 1)

(a) The average beamwidth is determined by

the dimensions of the deployment region.

0.0 0.1 0.2 0.3 0.4 0.5

∆P (m)

0.96

0.97

0.98

0.99

1.00

1.01

N
o
rm

.
B

F
G

a
in

Γ

(Lx, Ly) = (2.5, 0.25)

(Lx, Ly) = (5, 0.5)

(Lx, Ly) = (10, 1)

(b) The normalized BF gain for different deployment

regions.
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Figure 4.10: The effect of non-LOS channel components, simulated using a Ricean channel,

on the BF gains of different BF approaches.

smaller K, the stronger the non-LOS components. These non-LOS components are unknown

to the BF radios unless the destination provided channel estimation feedback.

We compare the BF gains when using guided distributed beamforming and the random

phase approach, which was proposed in [SB11, SAB13] and relies on the assumption that
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unsynchronized carriers occasionally lead to constructive combining. This approach was

simulated by considering beamforming weights with uniformly distributed random phase.

The results using the same simulation setup are shown in Fig. 4.10. From this Figure, as

expected BF using feedback is not affected by the non-LOS components since it knows hR
i

assuming a genie carried the destination feedback. For reciprocal guided BF, the BF gains

degrade with larger the non-LOS components simulated using a smaller K. However, the BF

gains remain above 90% for K-factors as low as 10dB. In air-to-ground channels, the average

K-factors were found to exceed 10dB as shown in measurement campaigns [MS17].

Depending on the RF front end implementation, the phase offset between the guide’s

transmit and receive chains can be varying between transmissions making the guide phase

non reciprocal. When we consider a non reciprocal guide, simulated by making its phase

uniformly random, the BF gains drop by a approximately 1/N because the signal transmitted

by the guide is not necessarily coherently combining. This incoherent combining is because

the followers are adjusting their signals based on the guide’s receive chain, which has a

different phase from its transmit chain. As for relying on random phase, the BF gains are not

affected by the K-factor since it does not adjust the signal based on the channel. However,

its average BF gains are are much lower than the other approaches, and it relies on re-

transmitting the same data multiple times, in the hope of constructive combining occurring.

Note that in practice, even using destination feedback, the BF gains do not attain 1, since

there are residual timing and frequency errors leading to phase errors at combining.

4.6 Beamforming Implementation

In this section, we describe the setup that achieves coherent combining at the guide radio.

This setup is used later for demonstrating guided beamforming at the destination without

any feedback. In addition to adjusting their phases, since each BF radio has its own local

oscillator and timing clock, the radios need to first synchronized in frequency to avoid phase
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Figure 4.11: The timing diagram of the implemented beamforming setup for N = 3. The

guide initiates the beamforming by sending a synch. preamble. The followers then, after

performing time and frequency corrections, send channel estimation preambles. The payload

shown in green was designed such that each BF radio transmits individually, then all of them

beamform, to enable the evaluation of the beamforming gain.

drift and in time to avoid intersymbol interference. To achieve these requirements each node

i estimates its frequency offset ∆ fi and timing offset ∆ti, relative to the guide along with

the channel phase estimate pi. After estimating and digitally correcting for these errors,

coherent combining can be attained at the guide.

A protocol to achieve coherent combining was developed using software defined radios

having a sampling time Ts. A timing diagram of the protocol is shown in Fig. 4.11. It consists

of a frequency and timing estimation stage which aims to estimate ∆ fi and ∆ti, followed by

a channel estimation stage to obtain ∠hi. Afterward, the radios transmit their payload.

The beamforming is initiated when the guide transmits a synchronization preamble. The

timing and frequency estimation is performed simultaneously using this preamble using the

approach from [YHB19] as follows: The BF radios obtain a one-shot frequency estimate from

this preamble and apply the extended Kalman filter (EKF) as an averaging filter [QRM13].

For the timing estimation, the time of arrival (TOA) of the preamble is used as a reference

for timing [EGE03]. The TOA is estimated by using correlation for samples level timing

accuracy and maximum likelihood is used for sub-sample-time accuracy [YHB19].
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After frequency and timing estimation, the channel is estimated. We use explicit channel

estimation, where each of the followers is assigned a time slot to transmit a preamble. The

guide estimates the phase of the received preamble and feeds it back to each follower through

a side channel, which was implemented over WiFi. At the last stage, radio i transmits its

payload after correcting for timing and frequency offsets and using θi = −φi. In practice,

there are error in channel estimation, frequency and timing synchronization, which lead to

imperfect combining gains at the guide despite of having feedback.

The protocol was implemented using GNU Radio [GNU] and the USRP B205-mini soft-

ware defined radio [Ett]. The center frequency used is 915MHz and the sampling rate used

is 1Msps making Ts = 1µs. The synchronization preamble consisted of 630 samples and the

channel estimation preamble of 200 samples. The first stage was allocated 60ms, the second

stage 20ms, and the third stage 30ms. The time assigned for each stage contains guard times

to allow for the processing to take place. The timing of the different transmissions within

the packets was ensured by using the USRP hardware driver (UHD) timing tags. While

the entire payload can be used for beamforming, the payload was designed such that each

of the followers transmits individually in a portion of the time, and a portion assigned for

beamforming as illustrated in Fig. 4.11. To evaluate the beamforming gain of a single packet,

the magnitude of the beamformed signal and that of the sum of the individual transmissions

of the nodes are substituted in (4.4).

Single board computers (SBC), namely the ODROID XU4 [HAR] having a Samsung

Exynos5 Octa ARM processor and 2GB of RAM, were used to power the guide and the

followers. The end receiver was operated using a Dell Precision 3520 laptop having a 3GHz

XEON E3-1505 V6 processor with 8GB of RAM. Note that since the BF protocol needs to

run in real time, the waveforms were designed to work efficiently using SDRs powered by

computationally constrained SBC and do not follow any existing protocol.
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nodes makes an individual transmission followed by a beamformed signal. The beamformed

signal consists 4000 samples having constant magnitude followed by 10,000 BPSK modulated

symbols.

4.7 Experimental Evaluation

For the experimental evaluation, we start by describing the procedure for making measure-

ments. Beamforming performance when using destination feedback is evaluated and used as

a baseline for guided beamforming. Then, the environment to evaluate guided beamforming

is described and the expected BF patterns is simulated. The results shown include the BF

gains attained along with the signal-to-noise ratio (SNR) before and after BF and the packet

error rates (PER).

The results consist of several measurements. A single measurement consists of 900 packets

captured over a period of 5 minutes. In a packet, each node transmits individually, then

they beamform. The individual transmission of one node consists of 4K samples chosen to

be all ones, hence yielding an unmodulated carrier. The beamforming portion consists of

14K samples, out of which 4K samples are ones and the remaining 10K samples are BPSK

modulated using root raised cosine pulse shaping with 2 samples per symbols. This makes

the signal bandwidth at 1Msps equal to 500KHz. An example of the magnitude of a received

packet at the destination is shown in Fig. 4.12. The beamforming gain, SNR, and PER are

presented as the statistics of the 900 packets.
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Figure 4.13: The placement of the nodes for the experiment evaluation.

Note that while the driving applications of guided beamforming involves communications

over distances in the range of kilometers in a remote place using radios mounted on vehicles,

for practical reasons, our experimental evaluation is performed at a much smaller scale as

a proof of concept. By showing that radios meeting our placement criteria provide a large

combining gain towards the desired direction compared to the other directions, we can infer

that the range of communications can be dramatically increased at large distances using
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guided beamforming.

4.7.1 Baseline Evaluation using Destination Feedback

We start by evaluating our beamforming setup using 4 beamforming nodes and a destination

providing feedback according to the previously mentioned protocol. In that case, the coop-

erative radio is the destination and the results obtained will serve as an upper bound for the

guided beamforming. This experiment was conducted indoor. The beamforming nodes were

placed in a line of length 0.7m broadside to the receiver at a distance of 2.5m. For feedback

based BF, since the destination provides channel feedback, BF is not dependent on the exact

placement of the BF radios and not affected by any non-LOS channel components. Using

this setup, the mean BF gain obtained was 0.97 with a standard deviation of 0.025. The

reason for not obtaining the ideal gain of 1 is because of frequency and channel estimation

errors.

The destination feedback combining gain represent an upper bound for what our proposed

approach can achieve for several reasons. First, when using feedback, the channel estimation

measures the true channel between the BF nodes and the destination, and thus yields the

best combining possible given the system phase errors. Our method leverages only the LOS

channel and the radios’ placements and thus is unable to account for the signal reflections

that occur in the environment. Second, the guide contribution to the transmission relies on

the fact that the guide radio has phase reciprocity. However, the USRP hardware is not

reciprocal and there is a discrepancy between the transmitted and received phases [PMG16].

These discrepancies are expected to decrease the beamforming gain and increase its variance.

However, these phenomena exist regardless of the receiver placement and hence by comparing

measurements for different receiver positions, the relative gains should change as expected.
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4.7.2 Guided BF Environment

The guided beamforming experiment was performed in an outdoor environment as shown in

Fig. 4.13. Five nodes were used in the experiment, three followers, one guide, and one node

as the destination. The four beamforming nodes were all placed in an arrangement close

to linear as shown in Fig. 4.13b, which can be described according to our system model as

having Lx = 0.55m, Ly = 0.1m. The guide separation was set to dx = 0.32m, which exceeds

the value calculated using (4.16), δ = 0.1λ. The receiver was moved to several locations to

evaluate the beamforming gains. A top view of the environment is shown in Fig. 4.13a, with

the beamforming node highlighted in red and the positions of the measurements highlighted

in blue. The beamforming direction is the direction of the positive x-axis as denoted on

the Figure 4.13a, i.e, pointing towards the left. Fig. 4.13c and 4.13d show images of the

environment from the point of view B and C respectively as denoted in Fig. 4.13a. The

colored downward arrows highlight the placement of the nodes in the environment. The

magnitude of a packet captured at the destination when the radio was placed at (15,0) is

shown in Fig. 4.12. From this Figure, the magnitude of the signal from node 3 (N3), which

is the closest to the destination is not the largest. As discussed earlier, this is due to the

reflections in the environment, which are expected to degrade the beamforming gain at the

destination.

4.7.3 Simulating the Expected Beampattern

We start by using simulations based on our experimental setup to obtain an expectation of

the beampattern formed by our nodes. Since the experiment is not conducted in an ane-

choic chamber with perfectly synchronized nodes, the simulation does not aim to accurately

replicate the environment but to give an expectation of the beampattern. To do that we use

that same procedure of randomly placing N = 3 nodes within Lx and Ly. The results are

shown in Fig. 4.14 with the solid line representing the mean and the dotted lines for ± the
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Figure 4.14: The beamforming pattern for Lx = 0.55, Ly = 0.1 emulating the experimental

setup. The solid line is the average of 100 random placements and the dotted lines represent

± their standard deviation.

standard deviation. From this Figure, we expect a wide beam with width around 45◦ in the

pointing region, with about less than half the beamforming magnitude gain elsewhere.

4.7.4 BF Gains

We show the measured BF gains and compare them with the expected BF pattern to demon-

strate guided BF. The results are shown in Fig. 4.15. In Fig. 4.15a, we repeat the top level

view with each receiver location given the same color as the color used for its curve. Using

the same colors, the average BF gains are also written above each location. The BF gains

distributions are represented in 3 plots each representing a group of locations forming a Set

in Fig. 4.15a. The reference is at the location of the BF radios as illustrated in the same

Figure.

For the positions in a linear arrangement formed by Set 1, the results are shown in

Fig. 4.15b as a complementary cumulative distribution function (CCDF) over the 900 packets
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Figure 4.15: The results from the experimental evaluation show that the beamforming gains

match those predicted by the beampattern in 4.14 with larger gains attained in the destina-

tion direction.

with the results obtained when using feedback included as a reference. We see that all the

positions in front of the beamforming nodes obtain similar beamforming gains. This shows

that the gains are consistent along the same direction and thus are expected to hold for

further distances. As expected due to the unaccounted reflections and phase reciprocity

mismatch the combining gains are lower than when using full feedback. Considering the

results of the point (-15,0) shown in purple, the average gain significantly decreases to an

average of 0.41, which is about 57% from the beamforming gain in the BF direction which
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Table 4.1: Error Rates

Location Average PER Average BER Stdev BER

(5,0) 0.3 % 0.00015 0.00426

(10,0) 1.18 % 0.00086 0.01841

(15,0)) 2.00 % 0.00102 0.01166

(-15,0) 13.41 % 0.02596 0.10168

(2.5,2.3) 1.01 % 0.00192 0.02554

(0,5) 13.85 % 0.02891 0.09211

(15,5) 1.52 % 0.0071 0.05776

matches our expectations from the simulated beampattern. In the BF direction, we observe

a 3 fold increase of the received signal magnitude (9x power gain) on the average. This

gain is achieved solely using the coarse placement of the radios in a line without any type of

cooperation or assistance from the destination receiver.

Then, we consider Set 2 from Fig. 4.15a which allows us to investigate the combining gain

at different angles, with (2.5,2.3) corresponding to 42.5◦ and (0,5) to 90◦. From Fig. 4.15c,

we see that the results match our expectations that the beamforming gain decreases as we

get further from the direction of interest with a 50% decrease in combining gain orthogonal

to the virtual array. This further verifies that our approach behaves as predicted by our

simulations. In Fig. 4.15a, we show the results of Set 3, which shows that for the (15,5)

corresponding to an angle of 18.5◦, we still see most of the combining gain similar to (5,0)

and about twice the gain at (0,5). This shows that as predicted the beam achieved using

this arrangement is wide. Hence, this placement is still practical when only approximate

knowledge of the destination location is available to point the beam.
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Figure 4.16: The pre-BF and post-BF SNR in the BF direction and opposite to it. The SNR

improvement is higher in the BF direction.

4.7.5 SNR and Packet Error Rate

In Fig. 4.16, we show the histograms of the prebeamforming SNR (calculated by measuring

the average power received from the 4 nodes) and postbeamforming SNR. We do that for

the receiver at (15,0) in Fig. 4.16a and the receiver at (-15,0) in Fig. 4.16b. We see that

at (15,0), which is in the beamforming direction, the SNR improved by about 9dB on the

average. This feedback free SNR improvement is what enables our approach to extend the

range of communications. From the same Figure, we see that the standard deviation of the

SNR also increased from 0.94dB to 2.8dB due to the randomness caused by estimation errors

and the channel. Consider (-15,0), which is opposite to the beamforming direction, we see a

much smaller improvement in the SNR, with an average of only 3.32dB and a larger standard

deviation of 5.07dB. We also observe that at many points the post BF SNR are lower than
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the preBF SNR, which is expected due to destructive combining.

Unlike other feedback free approaches [SAB13], which rely on sending multiple repetitions

of the sequence, guided beamforming does not penalize throughput and is able to retain a

low packet error rates (PER) even without any channel coding. The PER is calculated as the

percentage of packets having errors in the payload, which is obtained by demodulating the

received symbols at the destination and comparing them to the transmitted symbols. Since

the destination does not participate in the over-the-air synchronization, carrier frequency and

symbol timing needs to be recovered and this is performed in post processing. The carrier

frequency offset is estimated using the all one sequence by using linear regression on the

unwrapped phase [Tre85]. The symbol timing is recovered by interpolating the received signal

by a factor of 16 and downsampling it based on the minimum Gardner timing error [Gar86].

The received symbols were determined by a minimum distance Euclidean receiver.

The PER results at different destinations are shown in Table 4.1. The average bit-error-

rate (BER) of all the packets is shown in the same table along with its standard deviation.

We can see that the results are consistent with the combining gain results. For points on

the beamforming direction, the PER is less than or equal to 2%. For the positions (-15,0)

and (0,5), which had low beamforming gains, we get significantly higher error rates with

the PER exceeding 13% and more than 20 fold increase in BER compared to points in the

beamforming direction. Part of these errors is attributed to residual timing and frequency

offsets between the beamforming nodes, which lead to interference even at high SNR.

4.8 Summary

In this chapter, we proposed guided distributed beamforming as an approach for mobile

radios sharing a LOS channel to make their signals coherently combine at a remote desti-

nation, without feedback from the destination and without having a strict requirement on

location information. We have derived and verified using simulations a geometric criterion
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for the placement of the radios, to bound the phase errors leading to degraded beamforming

gains at the destination. The proposed approach was implemented using software defined

radios. The results show a 9 dB SNR improvement in the beamforming direction when using

4 radios, with a weaker gain in other directions as predicted using simulations. Thus, our

approach enables an extended range of communications towards a distant destination not

providing feedback.
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CHAPTER 5

Transmitter Authorization

Due to imperfections in transmitters’ hardware, wireless signals can be used to verify their

identity in an authorization system. While deep learning was proposed for transmitter

identification, existing work has mainly focused on classification among a closed set of trans-

mitters. Malicious transmitters outside this closed set will be misclassified, jeopardizing the

authorization system. In this chapter, we formulate the problem of recognizing authorized

transmitters and rejecting new transmitters as open set recognition and anomaly detection.

We consider approaches based on one and several binary classifiers, multiclass classifiers,

and signal reconstruction. We study how these approaches scale with the required number

of authorized transmitters. We propose using a known set of unauthorized transmitters to

assist the training and study its impact. The evaluation procedure takes into considera-

tion that some transmitters might be more similar than others and nuances these effects.

The authorization’s robustness against temporal changes in fingerprints is also evaluated as a

function of the approach and the dataset structure. When using 10 authorized and 50 known

unauthorized WiFi transmitters from a publicly accessible testbed, we were able to achieve

an outlier detection accuracy of 98% on the same day test set and 80% on the different day

test set. This chapter revises our previous publication [HKC20a].

5.1 Introduction

With the growth in the number of wireless connected devices, securing them has become more

challenging. Unlike wired communications, a wireless network is accessible by any device with
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sufficient transmit power. This makes authentication, the process of verifying the identity of

devices, challenging. After authentication, devices are granted access, the process known a

authorization. While cryptographic methods are used for authentication, many devices like

Internet-of-Things (IoT) devices don’t possess the energy nor computational power to run

them, leading to many authentication based attacks [NBC19].

Physical Layer Authentication (PLA) leverages the dynamics of physical layer attributes

to address these challenges and to enhance wireless security [WHH16]. While active PLA

typically requires changes in transmitters, passive PLA is performed on the receiver side,

making it more practical. Passive PLA uses RF fingerprints; combining channel state in-

formation (CSI) and transmitter hardware fingerprints to authenticate devices. Transmitter

fingerprints result from the imperfections in their RF chain components like ADCs, power

amplifiers, etc. The interaction between these non-idealities makes signals from identical

transmitters exhibit unique characteristics typically modeled as carrier frequency offset, IQ

imbalance, among others [WSP16].

While there has been many approaches for using RF fingerprints based on handcrafted

features [BBG08, NZH11, VVN16, RPB18, PHZ19, CDS18, ZHL19, XGM08, GGD13, WKS17,

SBG19, ZTJ19, FWH18], it was shown to be highly dependent on the quality of the receiver

hardware [RSC12] and requires manual feature engineering which are protocol dependent.

For these reasons, recently, there has been wide interest is using deep learning approaches

to address this problem [RSI18, YHL19, GCM19, BGG19, AAP19, WFK18, MRS18, HC19,

YBH17, GWJ19, HKC20b]. Deep learning has the ability to learn a richer set of features

from raw IQ samples leading to improved performance over manually selected features, as

has been demonstrated in [RSI18].

While previous deep learning work in this area has addressed many of the challenges

of RF fingerprinting, this body of work has posed the problem as a closed set classifica-

tion which assumes a known set of transmitters, except for [GWJ19] and our prior work

[HKC20b]. No matter how large the set is, if any new unseen transmitter gets within com-
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munication range, its signal will get misclassified leading to security vulnerabilities. This

calls for open set approaches which are capable of rejecting signals from unseen transmitters.

While [GWJ19] proposed their own approach to address this problem, rejecting samples from

a new distribution is not a novel problem for the machine learning community. A plethora

of approaches have already been proposed for similar problems in computer vision, natu-

ral language processing, intrusion detection, etc. Two problems are most relevant; openset

classification [GHC19]: classifying among known classes and rejecting unseen classes, and

anomaly detection [CC19]: identifying abnormal samples. Instead of reinventing the wheel,

we aim to adapt the most prominent approaches for these problems and evaluate their

performance. Unlike other domains, transmitter authorization has its own challenges and

requirements: (1) RF fingerprints arise from random channel and hardware variations, hence,

generalizable conclusions can not be derived from single point evaluations (2) the number of

authorized transmitters is a system requirement that can vary significantly (3) the ease of

collecting data (compared to image classification, for instance) raises questions about how

to construct a training dataset, and (4) the robustness of the approach against time varying

fingerprints needs to be evaluated.

In our previous work [HKC20b], which we extend in this work, we started investigat-

ing a few approaches from the existing openset recognition literature. In this work, our

contributions can be summarized as follows:

• We formulate the problem of rejecting signals from unseen transmitters as both an

openset recognition problem and an anomaly detection problem. We consider 5 deep

learning approaches to the problem and evaluate their performance; (1) Binary classifi-

cation using “Disc” (2) Multiclass classification using “DClass” (3) A binary classifier

for each transmitter using “OvA” (4) Evaluating signal reconstruction errors using

“AutoEnc” (5) Analyzing classifier’s activations using “OpenMax”

• We discuss several considerations for network architecture design for transmitter au-
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thorization. We show that making minor changes to the neural network architecture

and data labeling strategy yields a conceptually different approach with different per-

formance. We show that classification within a closed set is not always an indicator

for performance in an open set.

• We compare the performance of the considered approaches with respect to the number

of authorized transmitters required by the system. We propose using a set of known

unauthorized transmitters and show its benefits.

• We show that the results obtained are dependent on the choice of transmitters and

time of evaluation. Then we address this by showing results in terms of statistics of

multiple transmitter choices using data captures on same day as training and different

day.

5.2 Related Work

Physical Layer Authentication (PLA) can be classified as active or passive. Active PLA

typically overlays a tag over the message used for authentication, thus requiring changes

to the physical layer of the transmitters [XZ18, GCX20]. Passive PLA on the other hand

uses the channel state information and the RF fingerprint due to hardware imperfections

to identify transmitters [WSP16], requiring no change to transmitter signals, and hence is

easier to apply. Approaches for passive PLA either use a set of handcrafted features or use

deep learning to learn the features.

5.2.0.1 Handcrafted Feature PLA

In these works, a set of manually designed features are extracted from the signals, which are

then used for distinguishing transmitters according to some procedure. A variety of features

were considered as transmitter fingerprints in the literature [XZS16]. These features include
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transient ones like the patterns at the start of packets [DC09], and steady-state ones like

carrier frequency offset [YHP16], IQ imbalance, sampling frequency offset or a combination of

these features [BBG08, NZH11, VVN16, RPB18, PHZ19, CDS18, ZHL19]. Other works have

used channel state information (CSI) as features. This kind of approach has been considered

for SISO [XGM08, GGD13, WKS17, SBG19] and massive MIMO [ZTJ19] communications.

Combining CSI with transmitter fingerprints has also been proposed [FWH18].

As for the procedure for distinguishing transmitters using the features, some works used

traditional methods like a distance metric among features [DC09, CDS18, PHZ19], and

hypothesis testing [WKS17]. Other works have used machine learning applied to the features;

K-nearest neighbor (KNN) [BBG08], support vector machines (SVM) [BBG08], and neural

networks [CDS18] were proposed for classification. For authentication, Gaussian mixture

models were also used [NZH11, XGM08, GGD13].

5.2.0.2 Deep Learning Based PLA

In contrast to handcrafted features, deep learning approaches are able to extract features

from the high dimensional signals without requiring manual feature engineering. Deep learn-

ing became popular due to its superior performance in computer vision [HZR15]. It was

successfully applied in many problems in wireless communications like modulation classifica-

tion [ORC17, HDC20, HKC20b], detecting anomalies in spectrum utilization [RML19, TKF20],

spectrum sensing [LWL19], and backscatter signal detection [LWN20].

Due to the better performance of deep learning compared to handcrafted features in

transmitter identification [RSI18], it has gained widespread interest [RSI18, YHL19, GCM19,

BGG19, AAP19, WFK18, MRS18, HC19, YBH17]. Some of these works fall under the

category of active PLA, requiring changes in the transmitters, while others are passive.

In active approaches, modifications are intentionally added to the signal to improve clas-

sification. A protocol inserting IQ imbalance and DC offset impairments to improve the RF
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fingerprints was proposed in [SBZ18, SBZ19]. FIR filtering was also considered in [RDA19]

to optimize RF fingerprints. This work requires modification in the transmitter side, which

is not alway feasible. The work considering passive PLA focused on the data representation,

the network type, or studying the impact of a specific transmitter characteristic.

Data representation The work in [BGG19] has compared different data representations

like wavelet transform and Short Time Fourier transform while in [BGD19], the authors

considered recurrence plots. Applying the Hilbert-Huang transform to the signal and deep

residual networks were proposed in [PYP19]. Higher order statistics like bispectrum were

proposed in [DWW18].

Network Architecture In [YBH17], authors compared different types of neural networks

and machine learning techniques. CNNs and RNNs to classify IoT devices over a wide

range of SNR in [JOA18]. In [MRS18], multiple CNN architectures were tested on indoor

and outdoor data with a focus on cognitive radio applications. Complex neural networks

were proposed in [AAP19] using convolutional and recurrent architectures. The effect of a

dynamic channel on deep learning RF fingerprinting along with the type of data was the

focus of the work in [MCH19]. In [YHL19], the authors have considered a multisampling

neural network using LOS and NLOS datasets. Denoising autoencoders were also proposed

for the same problem [YHZ19]. Adversarial learning was adapted [RMC19] in to detect rogue

transmitters.

Transmitter Characteristic Some works used deep learning while focusing on a specific

type of impairment. The effect of power amplifier nonlinearity and signal type on classi-

fication performance was studied in [HC19]. In [WHM18], CNNs were used to learn IQ

imbalance as a modulation-independent way of transmitter identification.

The main limitation of this body of work is that it focuses on classification among a closed

set of known transmitters. To the best of the authors’ knowledge, two works have considered
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the problem of using deep learning for transmitter authorization that generalizes to unseen

transmitters. The first work has proposed a novel approach for outlier detection that works

on a per-packet basis [GWJ19]. The classifying neural network is applied to slices of the

packet and statistics of the slices predictions are compared to a threshold. This approach is

discussed further later in this work in Section 5.5.0.4. In their work, several datasets using

WiFi and ADS-B were considered using 50, 250, and 500 devices. The data is said to have

been captured ”in the wild” with no further details provided. We only mention their results

most similar to our work; using 50 authorized WiFi devices, they were able to detect new

devices with an accuracy of 73% at the cost of a drop in classification accuracy from 63% to

43%.

The second work that has considered this problem was our previous work [HKC20b],

which is extended in this work. In [HKC20b], three approaches based on open set recog-

nition were contrasted using a dataset consisting of WiFi preambles captured in a publicly

accessible wireless testbed [RSO05]. We have considered the effects of the number of autho-

rized transmitters and demonstrated the benefit of using known outliers in training. Using 40

authorized transmitters, we were able to identify new devices from authorized devices with

an accuracy of 84%. The improved results obtained in our work can be partially attributed

to relying on the packet preambles, as discussed in Section 5.6.

Compared to [HKC20b], in this work, we consider two additional approaches which are

OpenMax [BB15] and autoencoders [CC19] and the latter is shown to improve transmitter

authorization with fewer transmitters. The results are presented as probability of false alarm

and probability of detection providing more insights on the obtained performance. We

further explore considerations for neural network architecture design with regard to outlier

detection and how it differs from classification. The dataset used is expanded to include more

transmitters, captured over a period of five days, increasing the confidence of our results and

exploring temporal generalization.
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Figure 5.1: Known classes are depicted as circles and outlier classes as squares. Classifiers

would mistakenly label oultiers. Anomaly detector rejects outliers but cannot distinguish

among the known classes. Openset classification classifies among known classes and rejects

outliers.

5.3 Classification, Openset Recognition, and Anomaly Detection

In this section, we highlight the difference between classification, openset recognition, and

anomaly detection. A closed set classifier determines boundaries that separate a pre-defined

finite set of classes, shown as colored circles in Fig. 5.1a. As such, for samples from new

classes (shown as squares in Fig. 5.1a) the classifier will predict the nearest class. This poses

a grave security risk for a wireless authentication system. Since, it is impossible to train a

classifier on all the transmitters in the world, an approach that generalizes to signals from

new unseen transmitters is needed.

We consider two formulations to address this limitation. The first one is posing the

problem as an anomaly detection [CC19]. Anomaly detection aims to identify instances

which are different from the normal. Hence, it finds boundaries around the seen classes

(considered as normal cases), as shown in Fig. 5.1b. The limitation, however, is that it treats

all authorized transmitters as a single class. An overestimation of the determined boundaries

could lead to errors in outlier detection as illustrated for outlier 2 in Fig. 5.1b. Open set
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Figure 5.2: Signal y is received by receiver R. We want to determine if it was sent by an

authorized transmitter in the set A or a new unseen transmitter.

classification [GHC19] takes an approach similar to anomaly detection while additionally

classifying among the known samples. Hence, it isolates each class on its own as shown in

Fig. 5.1c.

Classifying among transmitters using only received signals in a robust manner is a chal-

lenging problem on its own. Extending it to open set poses even more challenges. Unlike

approaches using handcrafted features [GGD13, XZS16, XGM08, NZH11], which use well

separated features like CSI, in order to leverage the power of deep learning, we use raw IQ

samples. The challenge for the deep neural networks is to learn features which separate the

known classes from the unknown classes, for which no training samples are available.

5.4 System Model and Problem Formulation

We consider a finite set of authorized transmitters given by A = {A1, A2, · · · , A|A|} that

are allowed to send data to a receiver R, where |A| is the size of the set A. When some

transmitter T sends a set of symbols x, the signal received by R is fT (x, t). The function

fT represents the time variant RF fingerprint, which captures the transmitter hardware
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fingerprints and wireless channel effects. Since the channel depends on the environment

surrounding the transmitters, it is more prone to temporal variation.

The authorization problem can be formulated as shown in Fig. 5.2: receiver R receives a

signal y from some transmitter T and wants to determine whether the transmitter T belongs

to the authorized set or not without decoding y. This can be formulated as the following

hypothesis test:

H0 : y = fT (x, t),T ∈ A

H1 : y = fT (x, t),T < A
∀ t (5.1)

Here, H0 corresponds to an authorized transmitter and H1 corresponds to an outlier.

Additionally, in cases where each authorized transmitter has different privileges, we might

be interested in classifying it within the authorized set, which can be formulated as finding

Â that is most likely to have generated y, defined as

Â = argmax
T

Pr( fT (x, t) = y|y), T ∈ A, ∀ t (5.2)

While the anomaly detection problem addresses only problem (5.1), the open set problem

addresses both (5.1) and (5.2). Since classification has been studied extensively in the

literature, our main focus in this work is on the results of outlier detection when using either

formulation.

To improve outlier detection, we propose using an additional class of known outlier

transmitters K = {K1,K2, · · · ,K|K |}, where K 1 A. Samples from transmitters in K will be

used during training to assist the outlier detector to differentiate between authorized and non-

authorized transmitters. In practice, samples from the set K can be obtained by capturing

data from a finite number of non-authorized transmitters. For evaluating performance on

unseen transmitters, we will use a set of unknown outlier transmitters O. All signals from

transmitters in O are reserved only for the test set.
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Figure 5.3: High level architecture of the proposed methods. Autoencoder consists of an

encoder and a decoder. The remaining ones consists of a feature extractor followed by one

or more classifiers.

5.5 Machine Learning Approaches

In this section, we discuss machine learning approaches to address this problem. An approach

consists of a neural network, followed by an output processing stage to decide whether a signal

is an outlier or not. The neural networks are used as function approximators [GBC16]. They

a map an input y to an output z using parameters θ, such that z = gθ(y). The parameters

θ are learned by applying stochastic gradient descent on labeled training data. For this

work, the input is the raw IQ samples and the output and its interpretation differs from

one approach to the other. As for the processing stage, for some approaches, it involves

modifying a threshold to control the sensitivity to outliers.

122



5.5.0.1 Discriminator (Disc)

This the most intuitive approach for outlier detection. It consists of a binary classifier

that outputs a decision on whether the signal is an outlier or no. While simple, the main

limitation of this method is its complete reliance on the known outlier set for training. In

terms of architecture, the discriminator has as single scalar output z as shown in Fig. 5.3a.

z is generated by a sigmoid function and takes a value between 0 and 1. The labels for

authorized transmitters and outliers are l = 0 and l = 1, respectively. A threshold γ is used

to make a decision with H1 declared if z > γ; H0 is declared otherwise.

5.5.0.2 Discriminating Classifier (DClass)

This approach detects outliers and classifies transmitters within the authorized set. It con-

sists of a multiclass classifier having |A| + 1 outputs. The first |A| outputs correspond to

the authorized class and the last class corresponds to outliers. This classifier is expected to

perform better than Disc, as individually labelling transmitters should help it extract better

features. To train this network, we also need known outliers similar to Disc. A signal is clas-

sified as an outlier if the maximum activation corresponds to the last class; it is considered

authorized otherwise. For this architecture, it is not straightforward to design an adjustable

threshold as in Disc.

5.5.0.3 One Vs All (OvA)

OvA consists of multiple binary classifiers, one for each authorized transmitter. While the

Disc network can serve as a binary classifier, reusing Disc increases the network size due

to repeating the feature extractor. A better way to implement OvA is shown in Fig. 5.3c.

In this approach, all |A| binary classifiers share the same feature extractor similar to what

was proposed in [SXL17]. Unlike Disc, OvA does not require a known set of outliers as long

as |A| ≥ 2, since for binary classifier i, signals from all transmitters j , i are considered
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outliers. The output of this network will be a vector z of |A| real numbers such that

0 ≤ z ≤ 1, where 0 and 1 are the vectors of all-zeros and all-ones, respectively. Following the

notation in [SXL17], the labels for a sample from authorized transmitter Ai will have li = 1

and l j = 0 ∀ j , i and a known outlier, if used, will have l = 0.

The decision is based on |A| thresholds given by γγγ, where element γi is the threshold

for zi. Each binary classifier i declares a sample to belong to its class if zi > γi. A signal

is declared to be an outlier (corresponding to H1), if all discriminators declare the signal to

be not within their class (z ≤ γγγ), and to be within the authorized set (corresponding to H0)

otherwise.

5.5.0.4 OpenMax (OpMx)

OpenMax is a popular approach for openset recognition [BB15]. It consists of modifying a

trained classifier having |A| softmax outputs. This modification is based on the statistical

analysis of activations of authorized transmitters. It works as follows; the output activation

vector v, obtained prior to softmax, is processed to generate a modified activations vector v′

having |A| + 1 outputs, with the additional output corresponding to outliers. The modified

activation vector is given by

v′i =


viωi, i ∈ {1, · · · , |A|}∑|A|

i=1 vi(1 − ωi) i = |A| + 1

(5.3)

where ωi represents our confidence in the membership of the given sample to class i. The

concept behind calculating the vector ω is that the activation vectors of samples belonging

to the same class are similar, while those belonging to unseen classes are different from all

classes. This is implemented by calculating the mean activation vector v̄i for each class i

using the training set. The distance di(v) = ‖v̄i − v‖ represents the similarity of the sam-

ple generating vector v to class i. On the training set, for the correctly classified samples,

the distance of each sample belonging to a class i is calculated. Using extreme value theo-
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rem [KN00], the tail of the distribution is calculated by fitting the τ samples with the largest

di to a Weibull distribution having parameters (mi, ηi). Then, for the α classes having the

highest activations, ωi is calculated by evaluating the probability of belonging to the tail of

distribution of i using

ωi = 1 − Rα(i) ×WeibullCDF(di(v), (mi, ηi)) (5.4)

where Rα(i) = α−i
α is a calibrator with parameter α and WeibullCDF(x, (m, η)) = exp (− (x/η)m),

as explained in [BB15, YSK19]. After calculating v′, uncertain outputs are rejected if the

confidence is below some threshold ε . This is done by applying the softmax function to v′ to

obtain the vector z. Then we calculate i = argmax(z); the sample is considered an outlier if

i = |A| + 1 or zi < ε . Since OpenMax is based on a classifier, it does not benefit from known

outliers in training.

The approach for transmitter authorization in [GWJ19] consists of modifying a classifier

similar to OpenMax. However, their approach only uses the maximum value of the softmax

output, while OpenMax uses the entire activation vector. Hence, it uses more information

from the neural network output.

5.5.0.5 AutoEncoder (AutoEnc)

Autoencoders are commonly used for anomaly detection [CC19]. They detect anomalies

by reconstructing their input and evaluating the reconstruction error. They consist of an

encoder mapping the data into a smaller dimension, the bottleneck, followed by a decoder

trying to reconstruct the original input. During training, autoencoders learn the distribution

of the training data. When the autoencoder processes anomalous data, it generates a higher

reconstruction error, which can be used to detect anomalies. During training, the objective

of the autoencoder is to reduce the mean squared error, MSE = ‖y− ŷ‖ where y is the input

and ŷ is the output of the autoencoder. A signal is considered an outlier if this error is bigger

than some threshold γ.
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Table 5.1: Features of Approaches

Approach Samples from K Adjustable Threshold Classifies A

Disc Necessary Yes No

DClass Necessary No Yes

OvA Optional Yes Yes

OpMx Unsupported No Yes

AutoEnc Unsupported Yes No

To summarize, the proposed approaches are either based on classifiers (Disc, DClass,

OvA, OpMx) or uses signal reconstruction (AutoEnc). The classifier-based approaches share

a neural network-based feature extractor and differ only in the output labels and the last

layers activation function. Some of the classifier-based approaches, beside outlier detection,

classify the authorized signal among the setA. As for the known outlier set K, it is necessary

for the training of some approaches, can be used to improve the performance of others, and

cannot be used in some other approaches. Table 5.1 provides a high level comparison of

approaches.

For the approaches which have an adjustable threshold, a tight threshold would lead

to signals from authorized transmitters being mistakenly rejected (high probability of false

alarm PF A) and a loose threshold would fail to recognize many outlier signals (low probability

of detection PD). The desired value of PF A can be obtained by empirically calibrating the

thresholds on the training set. The method for setting the thresholds along with any other

hyperparameters used in this work is discussed in Appendix C.
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Figure 5.4: Image of orbit testbed. The participating nodes are plotted.

5.6 Dataset

The dataset was captured using off-the-shelf WiFi modules (Atheros 5212, 9220, and 9280)

as transmitters and a software defined radio (USRP N210) as a receiver. The capture was

performed in the Orbit testbed grid [RSO05]. Orbit testbed grid consists of 400 nodes

arranged in a 20×20 grid with a separation of one meter. The receiver was chosen near the

center of the grid and 163 nodes surrounding it were used as transmitters. An image of the

testbed along with the location of the transmitters and receivers are shown in Fig. 5.4.

The capture was done over IEEE 802.11g Channel 11 which has a center frequency of

2462 MHz and a bandwidth of 20 MHz. Captures were taken using a sampling rate of 25

Msps, over a duration of one second. After the IQ capture was complete, the packets were

extracted using energy detection. The number of packets captured during this period for

each transmitter varied according to the WiFi rate control and their total number is over

300,000.

While it is possible to use the entire packet payload for training, this would make the data

contained in each slice different. In our previous work [HC19], we have shown that using the

slices with the same data leads to a better performance than using slices containing random

data. This was also verified in [MCH19]. Hence, from each captured WiFi packet, we used
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the first 256 IQ samples containing the preamble. The IQ samples were normalized to have

a unity average magnitude without any further preprocessing. For transmitter authorization

in [GWJ19], the entire packet payload was used for training and inference was done on

slices of a packet, which are combined to obtain one decision per packet. While this method

leads to having more data, it makes the learning task of the neural network harder, as was

previously demonstrated in [HC19, MCH19]. Since in this work we only consider preambles

and due to the similarity of their approach to OpenMax, we don’t consider their approach

in our evaluation.

As was pointed out in recent works [CGM20, ARD20], the fingerprints learned by neural

networks can be dependent on the channel and not the transmitter. This causes significant

degradation in the recognition performance if the testing data was captured on a different

day than the training capture. To this end, using the previous setup, we made five data

captures over 5 different days. The data from the first capture is the one used in our

previous work [HKC20b], and contained data from less transmitters. Also, it was made two

months earlier than the remaining captures. The data from the last day was kept exclusively

for testing.

5.7 Network Architectures

In this section, we describe the architecture of the proposed networks. The design of neural

networks (NN) plays a crucial role in the performance achieved. While there are many vari-

ants of networks, in this work we use feed forward neural networks. They are typically built

using convolutional and dense neural layers [GBC16, II]. While there is no systematic way to

design NN, there are known guidelines for optimizing their hyperparameters [GBC16, 11.4].

Since the feature extractor is an essential component for Disc, DClass, OvA, and OpMx,

we consider several alternatives for it and compare to the architecture used in our previous

work [HKC20b]. All the architectures in this work are built using the blocks shown in
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Figure 5.5: The residual, feature processing, and decision blocks used as building blocks for

the neural networks considered in this work.

Fig. 5.5; the residual block which has f filters [HZR15], the feature processing block, and

the decision block using activation function Z to generate a given number x outputs. The

values of f , Z , and x are specified when the block is used. For all the figures used in this

section, we use a color code; each type of layer (convolutional, dense, etc) is given a unique

color, and the background color of each modular block is used as a layer color when this

block is used.

5.7.1 Architecture Comparison

For choosing the best architecture and contrasting to the architectures in our previous work,

we use OvA as a benchmark using data from 10 authorized transmitters (|A| = 10) collected

on the same 4 days and no known outliers. Details for the network training is deferred for

later in the chapter.

We consider 4 architectures of OvA. OvA 1 (from [HKC20b]) which has |A| Feature

Processing block and OvA 2, which uses the same Feature Extractor 1 with a common

Feature Processing blocks as shown in Fig. 5.7. Moving from OvA 2 to OvA 3 and OvA

4, we use smaller feature extractors 1,2, and 3 respectively which are described in Fig. 5.6.
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Figure 5.6: The three different architectures compared in this work. Feature extractor 2 was

eventually selected. The residual block is described in Fig. 5.5.

The summary of each architecture and the number of trainable parameters are shown in

Table 5.2 from which we see that from OvA 1 to OvA 4 the network gets smaller.

Due to the random initialization of the weights, along with randomness in batch division

during training, the same network trained using the same data can give different results.

To have confidence on the significance of our results, each network is trained from scratch

using the same data for ten repetitions and the statistics of the results are shown. Fig 5.8a

shows the classification results of the authorized nodes. The larger networks perform better,

as expected; by having more learning capacity, the networks are better at distinguishing

between transmitters. But looking at the accuracy of outlier detection in Fig. 5.8b for OvA

1 and 2, we see a rather surprising result; the largest network actually performs worse than

some of the smaller networks. Since we want the network to generalize to new transmitters,

we want each binary classifier of OvA to learn only the characteristics of its designated

transmitter, while rejecting any other transmitter. But once the learning capacity of the per

transmitter branches increases beyond a certain point, it starts to learn the characteristics

of the remaining transmitters. Although this improves classification and minimizes training

and validation loss, it does not generalize well to outlier detection.
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(b) OvA used in this work having a shared feature pro-

cessing block. Several feature extractors were compared

and eventually Feature Extractor 2 was used.

Figure 5.7: We considered two OvA architectures, the first having a feature processing block

for each output, and the second using a common one. The feature extractors are described

in Fig. 5.6 and the feature processing and decision blocks in Fig. 5.5

As we decrease the capacity of the common feature extractor in OvA 2 to 4, the perfor-

mance of both classification and outlier detection degrades. Since this shared block extracts

features and does not make a decision, the more learning capacity it has, the better the

results. Although feature extractor 1 performs about 1% better, as a design choice, we use

feature extractor 2 for the rest of this work because of its smaller network size. For the

remaining of this work, we use OvA 3, having the common feature processing architecture.
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Table 5.2: OvA Network Sizes

OvA Description # params.

1 Feat. Ext. 1 + 10 Feat. Process. 890,170

2 Feat. Ext. 1 + Common Feat. Process. 152,170

3 Feat. Ext. 2 + Common Feat. Process. 99,754

4 Feat. Ext. 3 + Common Feat. Process. 46,226

5.7.2 Architecture Description

The architectures for Disc, DClass, and OpMx consist of Feature Extractor 2 followed by

a feature processing block and a decision block with 1 sigmoid, |A| + 1 softmax, and |A|

softmax respectively. Disc was provided with a larger feature processing network having

an additional Dense network with 100 neurons after the flattening to be comparable in size

to the other networks. The autoencoder architecture is shown in Fig. 5.9. It consists of

encoder with a bottleneck consisting of 32 samples followed by a decoder which reconstructs

the signal.

The number of trainable parameters of each network is shown in Table 5.3. The network

sizes of OvA, DClass, and OpMx scale with |A|1. AutoEncoder and Disc have a fixed

number of parameters for any value of |A|. Notice that OvA and OpMx have an identical

number of parameters while DClass differs by only an additional 81 parameter.

From an architecture perspective, Disc, OvA, OpMx, and DClass are very similar. They

share the same feature extractor and feature processing blocks, which constitute most of

their neural network. The difference between these methods come from the type of activation

1In our previous work [HKC20b], since we repeated the feature processing block for OvA, the network
size increased with |A| at a much higher rate
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Figure 5.8: The average performance of the OvA architectures from Table 5.2 are shown as a

blue solid line. The error bars represent the standard deviation due to training 10 repetitions

of the same network using the same data.

function, data labeling, and post processing performed. These differences lead to conceptual

differences in the approach as we have discussed, leading to different characteristics as we

summarized in Table 5.1, and will lead to significantly different performance.

5.8 Evaluation Procedure

In this section, we describe the evaluation procedures used through out this work. We discuss

the evaluation metrics used, steps to avoid the dependence on the specific division of the

dataset to different sets (A, K, O), and the way we evaluate how the approach generalizes

across time.

As stated earlier, for many of these networks, there is a threshold which defines the

trade-off between detection and false alarm. This trade-off is typically represented by the

Receiver Operating Characteristic (ROC) curve relating the probabilities of false alarm and

detection. To compactly visualize the results, we consider the area under the ROC curve

(AUC) calculated using integration, which measures performance in a manner independent of

the threshold [SWK09]. The procedure for calculating the ROC curve for each approach is
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Figure 5.9: The architecture of the autoencoder. The residual block is described in Fig. 5.5

described in Appendix C. Still, when the network is deployed, we have to choose a threshold.

Given a specific threshold-set, we calculate the accuracy of correctly identifying outliers over

a balanced test set, such that random guessing would yield a 50% accuracy. In that case,

the accuracy is the average of the performance on the authorized samples given by 1− PF A ,

and the outliers given by PD. The thresholds are chosen to provide a high value of accuracy

according to the procedures discussed in Appendix C. We use the accuracy instead of the

F1 score since it is an easier metric to interpret when the dataset is balanced. Classification

accuracy results included for the authorized samples are evaluated for a balanced version of

the test set having the same number of the samples from each authorized transmitter, where

any trivial or random guess would yield an accuracy of 1/|A|%. Note that as stated earlier,

not all methods have an adjustable threshold (as summarized in Table 5.1) and hence won’t

have a corresponding AUC result.

Unlike with classification, where typically all transmitters available are used, outlier de-

tection involves dividing the transmitters into sets of authorized transmitters, outliers, and

possibly known outliers. Since RF fingerprints are random, some transmitters are more simi-

lar than others, and a comprehensive evaluation cannot be done using only one realization of
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Table 5.3: Network Size

Net # of trainable prams.

OvA 98944 + 81 |A|

Disc 127,605

DClass 99,025 + 81 |A|

AutoEnc 109,362

OpMx 98944 + 81 |A|

the sets. This adds another source of variability to our results, besides the inherent random-

ness in training neural networks. To demonstrate this, we train OvA using 10 authorized

nodes and evaluate it using 63 outlier nodes picked randomly from the 163 transmitters. Ten

random realizations of these sets are compared and for each we train 10 repetitions. The

results are shown as a box plot in Fig. 5.10, from which we can see up to 9% difference in

the median due to the different realizations of the sets. This is more significant than the

difference between the first and third quartiles due to training randomness which did not

exceed 3%. Based on these findings, our evaluation considers multiple realization of the sets

while only considering one repetition.

As for assessing the ability of our network to generalize through time, we create two test

sets: a same-day test set which was captured on the same days as the training set and the

different-day test set, which was captured on a different day than the training data.

Based on the previous considerations, we describe our evaluation procedure. For certain

values of |A|, |K |, and |O|, we randomly partition the dataset to A, K, and O to form 10

realizations of {A,K,O}. All approaches are evaluated using the same 10 realizations and

the results are shown in terms of mean and standard deviation. For the training data and
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Figure 5.10: Box plot of the outlier detection accuracy of OvA is shown for several realizations

of the sets. For each set realization, a network is trained for 10 repetitions. The center line

represents the median, the box represents the first and third quartiles, and the whiskers

represent the range, except for outlier points which are represented as circles.

the same-day test data, we use only samples from the captures made on the first four days,

while the last day capture is entirely left for different day testing.

Given a realization of A, K, and O, for training and validation, we use 70% of the

samples belonging to A, and all the samples belonging K, from the same day data. The

combination of this data is split into 80% for training and 20% for validation. The same day

test set contains all samples from O and the remaining 30% of A. For different realizations

of the sets, the dataset can get highly imbalanced. To avoid degenerate solutions, where the

network always predicts the class with the majority of samples, the training loss is weighted

based on class frequency. As for the different day test set, it is obtained by combining all

samples from A and O from the last day capture.

The training used 10 epochs using the ADAM optimizer with a learning rate of 0.001.

The weights corresponding to the epoch which produced the lowest validation loss are kept.

Data was first normalized, then augmented by adding noise with a variance of 0.01 and

applying a uniform random phase shift. Cross-Entropy was used as the loss function for

Disc, DClass, OvA, and OpMx with classes weighted depending on the number of samples

of each class. AutoEnc used MSE loss.
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Figure 5.11: Average outlier detection performance of several approaches as we change |A|.

Error bars represent the standard deviation for different realizations of the sets.

5.9 Transmitter Set Sizes Evaluation

In this Section, we explore the effect of changing the size of the required authorized set A,

and evaluate the effect of having a known outlier set K and its size on the ability of the

network to distinguish authorized signals from outliers. Throughout this Section, we used

|O| = 63 for the evaluation.
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Figure 5.12: Average outlier detection performance of several approaches as we change |A|.

Error bars are omitted for clarity. Solid lines represent same days test, and dashed line

represent different day test.

5.9.1 Authorized set

We start the evaluation by considering no known outliers, i.e, |K | = 0. We want to know

how large the set A has to be for good outlier detection and what performance can be

achieved thereof. Results are shown for AUC and accuracy in Fig. 5.11a and Fig. 5.11c for

the same-day test. For OvA, we see that as we increase the number of authorized nodes,

the average AUC increases and its standard deviation decreases, showing less dependence on

the set realization. The accuracy, shown in Fig. 5.11c, follows the same trend, and we are

able to achieve accuracies above 90% on the average when |A| is more than 20. The reason

behind this pattern is that as |A| increases, each binary classifier has more signals from

other transmitters, helping it learn better its designated transmitter without memorizing

others, leading to better generalization. This interpretation is supported by the observation

that the improvement in accuracy is due to the decrease in PD for the same PF A as shown

in Fig. 5.12b and Fig. 5.12a, respectively.

As for autoencoders, the trend seems to be reversed in Fig. 5.11a and Fig. 5.11c. As

|A| increases, both the accuracy and AUC decrease. Autoencoders generate a compressed
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Figure 5.13: Average outlier detection performance of several approaches as we change |K |.

Error bars represent the standard deviation for different realizations of the sets.

representation of their input by memorizing their distribution. For small |A|, this is the

distribution of the authorized transmitters. As |A| increases, they learn the distribution

of signals in general, independent of the transmitter. Hence, they reconstruct signals for

unknown transmitters with low MSE and fail to detect them. This is verified by looking at

the decreasing PD curve for AutoEnc in Fig. 5.12b, while PF A is almost constant in Fig. 5.12a.

This trend coincides with our visualization in Fig. 5.1b.

For OpMx, the accuracy increases until |A| = 20 and then slightly decreases. This fluc-

tuation is mostly attributed to PF A, as shown in Fig. 5.12a. The results of OpMx depend

on the value of the activation vectors (AV) with respect to tail distributions and the un-

certainty threshold ε . The key is understanding that the modified activations v′ calculated

using (5.3) reduces the AV of the top α classes. After calculating the output z = softmax(v′),

the maximum zi = max{z} is thresholded using ε . For small |A|, classification for authorized

is highly confident, leading to AV belonging to the tails of other classes, pushing zi below

ε , and leading to false alarms. As |A| becomes larger, this confidence decreases, leading to

an improvement in PF A. However, the similarity between AVs of different classes decreases,

pushing them to the tail of other distributions as |A| increases beyond a certain point,

leading to an increase in PF A.
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Figure 5.14: Average outlier detection performance of several approaches as we change |K |.

Error bars are omitted for clarity. Solid lines represent same days test, and dashed line

represent different day test.

In comparison, we see that for small |A|, namely |A| = 3, AutoEnc gives the highest

accuracy on average because it is able to capture the distributions of small number of trans-

mitters. At |A| = 5, all methods are equally as good. As |A| increases, OvA gives the

best performance because each branch uses all the data to learn its transmitter without

memorizing the other transmitters.

In Fig. 5.11d, we plot the accuracy for a different day test. The plots follow the same

trends, but the accuracy of OvA and OpMx drop by about 15% while AutoEnc drops by

only 5%. The reason behind this drop is clearer by inspecting the PF A and PD separately

shown as dashed lines in Fig. 5.12. The PF A and PD curves represent the same information

as confusion matrices—applied to binary classification—in a more compact manner. From

Fig 5.12b, we see that the performance in detecting the new transmitters is almost unaffected.

The drop in accuracy is a result of the failure to identify authorized transmitters as shown

in the PF A curves in Fig 5.12a. This is reasonable since any change on unseen transmitters

should not have any effect, unlike changes in the learned transmitters. For OvA, we see

that as we increase |A|, PF A increases, since identifying transmitters from data captures on
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different days becomes even more challenging as we increase the number of transmitters.

The smaller gap on different day test using AutoEnc is explained by the encoders ability to

learn more general features of the signal compared to OvA and OpMx, which leads to an

overall smaller drop in accuracy, which also causes the lower PD.

5.9.2 Known set

We expect that seeing more known outliers would help the network differentiate the au-

thorized transmitters from the outliers. To show this, we evaluate the performance of the

approaches that support having K as input, as a function of |K | given |A| = 10. The ac-

curacy curves are shown in Fig. 5.13a. As stated earlier, at |K | = 0, DClass and Disc don’t

have any outlier samples for training and predict everything as authorized. From Fig. 5.13a,

we see that the accuracy of all methods improve as we increase the number of known out-

liers. We also note that OvA is performing noticeably better than the others. This can

be understood by realizing that in OvA, each binary classifier sees more samples to reject,

the known outliers and the samples from other authorized transmitters. Thus, it is able to

isolate its class better. DClass and Disc, on the other hand, only learn to reject samples from

K. This is further supported by looking at the curves for PF A and PD shown in Fig. 5.14a

and Fig. 5.14b, where we see that the accuracy improvement is due to the probability of

detection. DClass slightly outperforms Disc because the labels of A help it extract better

features compared to Disc. So it can be concluded that even if we are not interested in

classifying among the nodes in A, including these labels in training improves the outlier

detection performance. Fig. 5.13b shows the accuracy curves when using the data from a

different day for testing. Again, we see the same trend from the previous section, both AUC

and accuracy drop by about 15% for all methods due to the degradation of PF A.
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Figure 5.15: Average outlier detection performance against the number of training days.

Error bars represent the standard deviation for different set realizations. Solid lines represent

same days test, and dashed line represent different day test.

5.10 Dataset Training Days Evaluation

In this section, we evaluate the effect of the dataset construction on the ability of the proposed

approaches to generalize over time. While developing methods to counter temporal variation

in RF fingerprints is not the main focus of the chapter and has been discussed in other

works [CGM20] , we study its effect on transmitter authorization. For our evaluation, we

only consider the OvA architecture with |A| = 10 and |K | = 0. We built four datasets, where

dataset i contains the data captures on dates prior to and including day i. The network was

trained according to the same procedures discussed earlier and the results are shown in

Fig. 5.15. From Fig. 5.15a, we see that as the number of days included in training increases,

PF A decreases. On the other hand, PD is almost unaffected. The larger improvement from

1 day capture to two day captures is explained by the fact that the capture on day 1 was

two months earlier than the remaining captures. During this long period, the transmitter

fingerprints changed more significantly. The remaining captures were done on consecutive

days, during which fingerprints had less severe changes, and hence smaller improvements

to PF A. Hence, a simple way to improve the robustness against temporal variation is to
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collect data from the authorized transmitters over an extended period of time. Still, more

sophisticated approaches are needed to close the gap between same day and different day

testing.

5.11 Summary of Results

OvA, AutoEnc,
OpMx

OvA, Disc,
DClass

OvA
AutoEnc OpMx

Disc OvA

DClass

labelled
&

Exists

labelled

YesNo

YesNoYesNo

Figure 5.16: A tree diagram summarizing the feasible architectures as a function of the

dataset. The networks are ordered so that the one yielding the better performance comes

first.

The results we obtained can be summarized as follows. Regarding the dataset: It is

better to label the authorized transmitters even if we are not interested in classifying among

them, as it enables us to use openset methods (OvA, OpMx, DClass) which outperform

the anomaly detection methods (Disc, AutoEnc) in many cases. Furthermore, the data for

authorized transmitters should ideally be collected over a span of multiple days; as we have

demonstrated, the drop in outlier detection accuracy is due to misclassification of authorized

signals, i.e PF A, and can be reduced by collecting the data over multiple days.

Regarding the approach: The dataset structure; whether it is labeled or not, and the sizes

of A and K, determines which approaches are feasible or are better. If we have no data

from known outliers and no labels, our only option is AutoEnc. Without known outliers
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and with the availability of labels, for |A| ≤ 5, ignoring the labels and using AutoEnc is a

better choice driven by its superior performance for small |A|; if |A| > 5, OvA gives the best

performance. If we have a pre-trained classifier, then OpMx is the best option. If we have

K, we can use OvA, Disc, and DClass. Without labels, we are limited to Disc. If we have

labels, OvA is typically better than DClass with tunable thresholds. This is summarized in

Fig. 5.16.

Regarding the network architecture: We have shown that if we have labeled data, the per-

formance on classifying the transmitters does not necessarily correlate with the performance

on outlier detection. A known outlier set is recommended to optimize the architecture.

Eventually, if we are able to collect the data as we wish (having labels, data for autho-

rized transmitters captured over multiple days, and with data for known outliers) the best

approach is OvA. When using 10 authorized transmitters and 50 known outliers, it yielded

an outlier detection accuracy of 98% on the same day test set and 80% on the different day

test set.

5.12 Summary

In this chapter, we have considered the problem of transmitter authorization using RF fin-

gerprints captured from raw IQ samples. Since this problem has been scarcely investigated

in the wireless domain, we performed a comprehensive evaluation of the most prominent

machine learning approaches from the openset recognition and the anomaly detection lit-

erature, as applied to our problem definition. The dependence of the evaluation results on

the choice of transmitters was demonstrated and a simple strategy was proposed to reduce

it. We have also shown that the performance of a given neural network model on closed

set classification is not an indicator of its performance in outlier detection, indicating the

need for architectures specifically designed for this problem. Also, we demonstrated that

minor change in network architecture and data labeling can lead to a significantly different

144



approaches. Using a known outlier set was proposed and was shown to improve the outlier

detection accuracy. While classification based OvA gives the highest accuracy in most cases,

it is outperformed by reconstruction based AutoEnc for small number of authorized. This

opens the door for hybrid approaches combining classification and reconstruction. We also

pointed out that the temporal variation of fingerprints is an open problem for transmitter

authorization.
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CHAPTER 6

Blind Signal Decoding

Blindly decoding a signal requires estimating its unknown transmit parameters, compensat-

ing for the wireless channel impairments, and identifying the modulation type. While deep

learning can solve complex problems, digital signal processing (DSP) is interpretable and

can be more computationally efficient. To combine both, we propose the dual path network

(DPN). It consists of a signal path of DSP operations that recover the signal, and a feature

path of neural networks that estimate the unknown transmit parameters. By interconnecting

the paths over several recovery stages, later stages benefit from the recovered signals and

reuse all the previously extracted features. The proposed design is demonstrated to provide

5% improvement in modulation classification compared to alternative designs lacking either

feature sharing or access to recovered signals. The estimation results of DPN along with its

blind decoding performance are shown to outperform a blind signal processing algorithm for

BPSK and QPSK on a simulated dataset. An over-the-air software-defined-radio capture

was used to verify DPN results at high SNRs. DPN design can process variable length in-

puts and is shown to outperform relying on fixed length inputs with prediction averaging on

longer signals by up to 15% in modulation classification. This chapter revises our previous

publication [HDC21].

6.1 Introduction

In a typical wireless communication system, the transmitter and receiver exchange waveforms

following an agreed upon protocol. However, a prior agreement on waveforms is not always
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possible and heterogeneous radios might need to communicate without a protocol predefining

waveforms. Without a known protocol, a blind receiver has to reconstruct and decode an

unknown waveform in many applications. Civilian applications include decoding unknown

signals to enable exchanging messages between heterogeneous radios using dynamic spectrum

access. Military applications of blind decoding include intercepting hostile communications.

Decoding a blindly received signal is a challenging problem. In addition to all the channel

impairments facing protocol based communications, a blind receiver lacks any knowledge

about the transmitted signal. Without an agreed upon preamble for synchronization and

channel estimation and without knowing the type of modulation, a blind receiver has only

access to a sequence of IQ samples representing unknown symbols. From this sequence,

the receiver needs to figure out the symbol rate, the modulation type, the channel impulse

response for equalization, and compensate for carrier and timing synchronization errors to

recover the transmitted symbols. Additionally, the length of a blindly received signal is not

determined apriori.

While it is easy to generate signals of different parameters and channel distortions, de-

veloping signal processing algorithms that jointly estimate all these parameters for blind

decoding is more challenging. Many existing works have leveraged blind signal processing

to address blind decoding and modulation classification [RYU14, KDG19, LW19]. However,

these works address the estimation problems separately, thus, not benefiting from joint esti-

mation, and many of them make assumptions impractical for a blind receiver like assuming

synchronization.

Driven by the availability of training data, some of the estimation problems in blind

decoding were separately addressed using deep learning; Center frequency and timing offset

estimation neural networks were proposed in a non-blind context for QPSK signals [OKC17].

For modulation classification, deep neural networks were shown to outperform manually de-

signed features in [ORC18]. However, posing blind decoding as a set of independent deep

learning estimations has its drawbacks. It does not allow the networks to share common fea-
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tures and thus prevents them from performing joint estimation by learning the dependencies

between the parameters present in the signal. It also denies each network benefiting from

the other networks’ outputs, which can partially recover the signal and reduce distortions.

To avoid these limitations, another option is an end-to-end deep learning solution taking the

signal as input and outputting the symbols.

Using a black box end-to-end neural network for blind decoding also has its drawbacks.

Unlike modulation classification or estimation, blind decoding needs to be applied to the

entire length of the signal and thus needs to be efficiently scalable. Deep learning can

have a high computational complexity compared to digital signal processing (DSP) and

lacks interpretation [BS19]. For efficient scaling, estimating the unknown parameters and

relying on DSP for compensation can be more computationally efficient than relying on

an end-to-end black box neural network. Additionally, interpretable outputs can easily be

integrated with existing DSP techniques. The drawbacks of separate estimations and end-to-

end solutions motivate for a model-based deep learning solution [HJW19], integrating both

signal processing and deep learning in a design combining the benefits of both.

Another common limitation of neural networks used in many existing works addressing

similar problems is the fixed input size. For instance, in [ORC18], it was shown that neural

networks using longer signals can lead to improved modulation classification accuracy. How-

ever, the proposed networks can only process fixed length signals and network redesign and

retraining is required to change the input length. Blind receivers do not have control over

the received signal length and it is not practical to train a separate network for each possible

signal length. To use fixed length networks on variable size inputs, one approach is to train

them on short signals and divide longer signals into chunks and use averaging as proposed

in [ZQC19]. Another approach, which provides more flexibility, is to design the neural net-

works that handle variable length signals as proposed in [RMG18, CB20]. However, it is not

clear which approach yields a better performance.

In this chapter, we propose the Dual Path Network (DPN) for blind decoding and mod-
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ulation classification. To overcome the limitations of separate estimations and end-to-end

networks, the dual path network is designed as two paths; a signal path and a feature path.

The signal path consists of linear signal processing operations where frequency offset, noise,

and fading are compensated for sequentially. The feature path consists of neural networks

that process the features extracted from the input and the compensated signals. These fea-

tures are used to predict interpretable signal processing estimates and filter taps. Using this

architecture, DPN benefits from recovered signals and can combine features from all stages.

Once the estimates have been obtained, due to their signal processing interpretation, they

can be integrated with existing signal processing techniques. By leveraging average pooling

and recurrent networks to obtain the predictions, DPN can process variable length inputs.

Our contributions can be summarized as follows

• We propose the Dual Path Network (DPN) architecture for blind signal decoding,

which can process inputs of variable lengths. DPN design integrates signal processing

with neural networks yielding interpretable outputs. The proposed architecture enables

learning from recovered signals and allows features combining.

• We verify the benefit of learning from recovered signals and combining features along

the signal path. To do that, we compare DPN to alternative architectures that lack

access to either recovered signals or feature combining and show that DPN outperforms

either architecture by up to 5% in modulation classification.

• For inference on variable length, we show that using DPN trained and tested with

variable lengths provides lower estimation errors and up to 15% improvement in mod-

ulation classification compared to averaging the predictions calculated using the same

network trained and tested only using a short fixed input size.

• We show that DPN provides lower estimation errors and a higher percentage of cor-

rectly decoded signals for BPSK and QPSK on the test dataset compared to an im-

plemented blind signal processing algorithm.
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6.2 Related Work

In section, we start by discussing existing signal processing approaches for blind decod-

ing, then we survey the deep learning approaches used for problems that are part of blind

decoding. Works that have considered deep learning demodulators are discussed last.

DSP approaches for Blind Decoding Blind decoding DSP approaches rely on recover-

ing the symbols then analyzing them to identify the modulation types. In [RYU14], cyclosta-

tionary features were used for carrier frequency offset and symbol rate estimation to recover

the symbols. Using the recovered symbols, a decision tree algorithm based on statistical tests

for blind modulation classification was proposed. Assuming synchronization in an AWGN

channel, joint modulation classification and symbol decoding were performed using two ap-

proaches based on a Bayesian framework and a minimax framework in [KDG19] . Under

the assumption of perfect synchronization, in [LW19], an iterative approach was proposed

for joint blind channel estimation, modulation classification, channel coding recognition, and

data detection using a different approach for each task.

Deep Learning Approaches for Estimation and Modulation Classification Many

deep learning approaches were proposed for problems relevant to blind decoding. Deep learn-

ing was proposed for carrier frequency offset and timing offset estimation and was compared

to traditional estimators in [OKC17]. In [OCC16], deep learning from raw IQ samples was

shown to outperform manually designed features in the problem of modulation classifica-

tion. This result sparked a wide interest in developing novel modulation classification neural

network architectures. In [ORC18], a residual neural network was proposed and the effects

of fading and frequency offsets were studied. Recurrent neural networks were proposed for

modulation classification in [HZX17] and were shown to outperform convolutional networks.

A network combining both CNN and LSTM networks was proposed in [ZLW20]. In [VTB18],

branch convolutional neural networks, consisting of a hierarchy of neural networks were used
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to classify 29 modulation types. A network design that combines shallow and high level

features of the input signals was proposed in [NZH19]. In [CZH20], a cyclic connected CNN

along with a bidirectional RNN were proposed. Instead of using IQ samples, the signals to

be classified were represented as constellation images in [PJW19, HJG19, HCL19, DHH20].

Other works have focused on designing lightweight networks that reduce the number of pa-

rameters or the inference time [RJY19, RJY20, KV20, HGK20, ZWX20, LTZ19, CB20].

Modulation classification was also considered for multi-carrier signals in [XD19] and for

MIMO systems in [LPW20, JWC20]. In [RMG18, WWF19], distributed modulation classi-

fication using multiple receivers to capture the same signal was proposed.

Deep learning was shown to be affected by synchronization errors, which motivated the

development of custom signal processing layers. The effects of carrier frequency offsets and

sampling offsets on modulation classification were studied in [HHM17]. It was shown that

frequency offsets and sampling rate offsets degrade the classification accuracy with the former

having a more pronounced effect. Driven by this observation, custom neural network layers

that attempt to recover the signal before classification were proposed. A spatial transformer

network was proposed in [MHC17] for timing recovery and was shown to improve accuracy at

low oversampling. In [OPB16], a radio transformer network that can correct frequency offset

and adjust the sampling rate of the signal was proposed. Similarly, a learnable distortion

correction module for frequency and phase offset was proposed in [YSC18]. In [SHL20], a

U-net network was proposed to reconstruct low SNR signals. In these works, the custom

reconstruction layers were trained to improve the modulation classification results without

the reconstruction ground truth, and hence are not guaranteed to recover the transmitted

signals. Thus, the output of such networks can not be used for blind decoding.

Most of the neural network architectures in the literature were designed only to process

signals with a fixed length input. To use a fixed length network on a signal with a different

length, the network has to be redesigned and retrained. To extend a network to longer

signals without retraining, in [ZQC19], the authors have proposed methods to combine the
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predictions applied on small chunks of a signal. These methods consist of averaging the

predictions. Neural networks that can process variable input size signals were proposed

by using LSTM in [RMG18] and by combining convolutional layers and average pooling

in [CB20]. However, it is still not clear which network design yields a higher accuracy on

signals of length unseen in training; a fixed length network with combined predictions or a

variable length network.

Deep Learning Approaches for non blind Demodulation Several works have pro-

posed using deep learning for demodulation when the transmitter signal parameters are

known apriori. In [ZZC20], an end-to-end neural network demodulator was developed un-

der the assumption of time synchronization between the transmitter and receiver. Several

modulation types were supported and a network was trained for each type. For WiFi, neu-

ral networks were proposed to replace several signal processing blocks of a WiFi receiver

in [ZDL20]. These blocks include channel estimation, phase error correction, sampling rate

correction, and equalization and rely on the WiFi preambles to perform their tasks. A similar

approach was proposed for 5G compliant waveforms in [HKH21]. Deep learning end-to-end

communications systems, where both the transmitter and receivers are neural networks, were

also proposed. In [DCH18] and [OKC16] autoencoders were proposed for SISO communica-

tions and in [OEC17] for MIMO. These approaches, however, rely on knowing or designing

the transmitted signal and do not directly apply to blind decoding.

The dual path network was first introduced in our prior work [HDC20], which we extend

in this work. In this work, DPN design and training process was improved as discussed later.

A more thorough evaluation was performed to evaluate the effect of signal reconstruction

and feature sharing among different stages. The blind decoding performance was compared

with both blind and Genie signal processing approaches. An over-the-air capture was used to

validate our results. DPN was evaluated on variable input lengths and different approaches

for variable length training and inference were considered.
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6.3 System Model and Problem Formulation

We start by describing the system model and the underlying assumptions of our work. A

transmitter sends a vector of complex symbols s ∈ CNs using modulation type M from a set

of modulations M. In the most general case, the transmitted signal x(t) is determined by

symbols s and symbol duration τ through a modulation specific mapping function G such

that x(t) = G(s, τ). For a linear modulation type, each symbol si represents a mapping from

bits to a constellation point, and the transmitted signal x(t) is given by x(t) =
∑Ns

i=1 si p(t − iτ)

where p(t) is the pulse shaping filter. The signal is upconverted and transmitted over a

multipath fading channel modeled with an impulse response h(t) having a delay spread σ.

At the receiver, the downconverted and sampled signal is modeled using the vector y ∈ CNr

with the k-th element given by

y[k] = e j2π( f0tk+φ0)
∫ ∞

−∞

x(γ)h(tk − γ)dγ + n(tk) (6.1)

where f0 is the carrier frequency offset, φ0 the phase offset, and n(t) is the additive white

Gaussian noise process with zero mean and power spectral density N0/2. We assume that the

receiver sampling rate is given by 1
τ0

. The sampling instance of the kth sample is given by

tk = t0 + kτ0, where τ0 ≤ τ and t0 is the symbol timing offset. The length of the transmitted

symbols Ns and the received IQ samples Nr are related using Nr = Ns

⌈
τ
τ0

⌉
. Such signals

can be captured using a narrowband receiver coarsely tuned to the center of a spectrum

occupancy or using a wideband receiver followed by coarse band segmentation. Either way,

we assume that the vector y contains only one signal and that the sampling satisfies the

Nyquist criterion. The parameters f0, φ0, h are assumed to be constant along the duration

of each signal.

To avoid dependence on hardware specifications that vary from one radio to the other, we

normalize the previous parameters with respect to the sampling rate. This is done by using

the frequency normalized to the sampling rate f0
1/τ0

, the number of samples per symbol τ
τ0

,

and the normalized timing offset t0
τ0

. Without loss of generality, to simplify the notation, we
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Figure 6.1: The Dual Path network consists of feature path and a signal path connected

using neural networks (NN) for parameter estimation and feature extraction. A slice of an

example input signal and expected outputs of the network are plotted.

consider τ0 = 1, which is equivalent to assuming a 1Hz sampling rate. Under this assumption,

the number of samples per symbol τ becomes equal to the symbol duration.

The problem considered is described as follows: Given the vector y, the receiver’s objec-

tive is to identify the modulation type M among the set of modulations M and recover the

transmitted symbols s.

6.4 Dual Path Network (DPN)

The main ideas behind the dual path network design are: (1) the less the distortions, the

better the predictions, (2) Estimating jointly is better than separately. If the receiver had
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access to the transmitted signal, x(t), the considered problem would have been easier. Using

this idea, to improve its predictions, DPN attempts to recover the signal x(t). The signal

recovery is inspired by existing DSP techniques, which rely on knowing the signal param-

eters (symbol rate, modulation type, etc.) [Har11, HEE16]. To overcome the ignorance of

these parameters, the dual path network uses neural networks to predict the values for the

compensation. These networks are designed to enable joint estimation by maximizing the

feature sharing among them.

6.4.1 Dual Path Design

The proposed network consists of two paths: a signal path consisting of linear operations

that gradually restore the input signal, and a feature path made of neural networks (NN)

used to predict the parameters needed to recover the transmitted signal. The network is

shown in Fig. 6.1. The signal path is described as follows: It starts by compensating for the

frequency offset using the network’s prediction f̂0, to obtain the vector ẑ0 defined as

ẑ0[k] = y[k]e− j2π f̂0k (6.2)

The noise of the signal is then attenuated using the predicted real filter taps w1 and generates

the vector ẑ1 defined as

ẑ1[k] = ẑ0[k] ∗ w1[k] (6.3)

where ∗ denotes the linear convolution operator. At the end of the signal recovery, equal-

ization is performed using the predicted complex filter taps w2, to generate the vector ẑ2

defined as

ẑ2[k] = ẑ1[k] ∗ w2[k] (6.4)

Note that due to linearity, both filtering stages can be combined, and a single set of predicted

filters can perform both operations. However, we decided to keep the two filters separate

similar to our prior work [HDC20] to make training easier and for the network to extract

features from two recovered signals instead of one.
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Feature Extractor NNs extract the features vectors g0, g1, g2, and g3 from the signals y,

ẑ0, ẑ1, and ẑ2 respectively. Each of these feature vectors is concatenated with the processed

previous features along the feature path, which consists of 4 cascaded Feature Processing

neural networks (NNs) as shown in Fig. 6.1. The predicted parameters used by the signal

path f̂0, w1, and w2 along with predictions of the timing offset t̂0, symbol duration τ̂, and the

modulation type M̂ are obtained by their own dedicated estimation neural networks. The

layer by layer description of the networks is discussed later in Section 6.4.5. The recovery

of the symbols s is performed using these parameters in post processing as described later

in Section 6.5.2.

6.4.2 Design Motivation and Considerations

In this section, we explain the motivation behind DPN design. The sequential stage by stage

design enables later stages to benefit from the output of earlier stages. The stage order is

chosen based on the effect of the distortion on the signal time domain representation. A

small frequency offset can significantly alter the signal in time domain even at a high SNR,

so it was considered first. Frequency recovery is also typically the first stage in classical

demodulators [Har11]. For limited fading spread, the noise has a more pronounced effect

on the signal, and it was considered as the second stage. However, other stage orders are

possible; for instance, in our prior work [HDC20], the noise reduction stage was first due

to a different choice of training data. The training data used in DPN is discussed later in

Section 6.4.4.

Besides the 3 recovery stages, other DSP operations need to be performed to recover the

symbols, however, there are design considerations that prevent integrating them into DPN.

The first consideration is that all operations in DPN have to be differentiable to train it using

gradient descent. The second consideration is that the output size needs to be determined

only by the input size and should not depend on the network predictions. Although there

are known techniques to train NN that violate this consideration (commonly used in natural
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language processing), this consideration makes training easier. The third consideration is

that the network should not be penalized for phase ambiguity. For example, if a signal x(t)

is a valid BPSK signal, −x(t) is also a valid BPSK signal. Since the network does not have

sufficient information to determine the correct one, it should not be penalized.

These considerations make it hard to design a network that uses DSP modules to output

the Ns symbols s for several reasons; (1) the relation between the signal length Nr and Ns

depends on the number of samples per symbol τ, which is unknown and varies from one

training sample to the other, (2) the number of possible values of each output symbol is also

a variable that depends on the modulation order, (3) considering phase ambiguity, there are

several possible valid values of the sequence symbols. So instead of designing a network that

outputs s directly, we design a network that recovers the transmitted signal and estimates

the parameters needed to decode s, which is done in post-processing.

6.4.3 Design Merits and Drawbacks

The proposed DPN design combining neural networks and signal processing has several

merits:

1. Predicting using restored signals : The less the distortions in the signal (higher SNR,

smaller frequency offsets, etc.), the better the predictions that neural networks ob-

tain [HHM17]. DPN design gradually restores the transmitted signal and uses the

restored signal in the later predictions. This should lead to improved predictions.

2. Incremental Feature Combining : Each prediction made by the network has access to

all features from the previous stages. For instance, the modulation classification NN,

through the feature path can leverage all the previous features g1, g2, g3, and g4 not

just g4. The combining enables any prediction NN block to reuse relevant features

from the previous stages. It also works as a backup in case a signal reconstruction

stage leads to degradation in the signal due to misprediction, which might occur at
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low SNR.

3. Compatibility with Existing DSP Methods : The DPN outputs are frequency estimates,

filter taps, and timing estimates. All these parameters have a clear interpretation and

can be reused using existing signal processing techniques. For instance, if the received

signal is too long, DPN can be applied to obtain estimates on a short portion of the

signal. The estimates like frequency offset can be directly applied to the remaining

signal. In case there exists a time varying frequency drift, a frequency offset tracking

algorithm can be applied to DPN’s estimate.

All three claimed merits are verified in the results section. To verify the first two merits, we

consider two alternative designs of DPN, which are described later in Section 6.4.7.

The design of DPN also has several drawbacks. Since the signal path consists only

of linear operations, DPN can only perform linear reconstruction of the signal, that is the

reconstructed output ẑ2 is obtained using linear operations on the input y. This is in contrast

with using a fully neural network design which can approximate non linear relations between

its input and output. However, non linear distortions are typically mitigated in the radio

hardware design, and communication systems are typically modeled using linear operations.

The second drawback is that training DPN requires different types of data for training.

DPN requires the true value of many signal parameters like frequency and timing offsets in

addition to y. However, these parameters are easy to obtain in a simulator. To train DPN

with an over the air capture, a long preamble can be used to precede known transmitted

signals. Using existing signal processing techniques, the channel, the frequency, and timing

offsets can be estimated to obtain the required training data.

These previous merits and drawbacks are specific to the proposed design. DPN also

inherits some of the merits and drawbacks of deep learning. DPN predicts using the weights

calculated in training instead on relying on manually designed features. This data driven

approach makes it relatively easy to support another modulation type for instance at the
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Table 6.1: Loss Functions

Equation

L1 = | f0 − f̂0 |

L2 =
1

Nr
(̂zH

1 ẑ1 + z
H
1 z1 − 2 |̂zH

1 z1 |)

L3 =
1

Nr
(̂zH

2 ẑ2 + z
H
2 z2 − 2 |̂zH

2 z2 |)

L4 = (̂t0 − t0)2

L5 = (τ̂ − τ)
2

L6 = crossentropy(M, M̂)

cost of lacking an interpretation of what is being learned.

6.4.4 Training Data and Method

DPN is trained using stochastic gradient descent. The labeled data used in training consists

of received signals y along with their corresponding values f0, z1, z2, t0, τ, and M, where z1

is the noise free received signal

z1[k] =
∫ ∞

−∞

x(γ)h(tk − σ)dγ (6.5)

and z2 is the noise free and equalized signal

z2[k] = x(tk) (6.6)

Since, we are including the values of f0, z1, z2, the reconstruction stages are trained in a super-

vised manner. To evaluate the feasibility omitting the signal ground truth in blind decoding

similar to [MHC17, OPB16, SHL20, YSC18], we consider an unsupervised-reconstruction al-

ternative architecture as discussed later in Section 6.4.7. Other choices of the training data
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are possible. For instance, instead of using z1 and z2, we could have designed a low pass

filter w1 and an equalization filter w2 and used them for training. Since there are many

possible ways to design these filters, instead of forcing the network to a specific design, we

opted for only including the desired outputs z1 and z2 in the training. Also instead of using

f0 for training, we could have used a reference signal with no offset similar to what we did

in our prior work [HDC20], but explicitly using f0 was found to provide a better reconstruc-

tion. Since we are providing the ground truth along the signal path, and to avoid confusing

the estimation networks, gradients were prevented from propagating along the signal path

according to the gradient stops shown in Fig. 6.1.

Since the outputs are heterogeneous, each output has its own loss function as defined in

Table 6.1. For the modulation type, the classifier was trained using the categorical crossen-

tropy loss. For the frequency and timing predictions, we used the mean absolute error and

the mean square error respectively. A natural choice for z1 is the mean squared error (MSE)

loss defined as 1
Nr
‖z1 − ẑ1‖

2 = 1
Nr
(̂zH

1 ẑ1 + zH
1 z1 − 2̂zH

1 z1), where (·)H denotes the hermitian

operator. However, this choice penalizes constant phase offsets, and thus violates our design

consideration for phase ambiguity. To avoid penalizing constant phase offsets, we used the

modified loss shown in Table 6.1 for L2 and L3. It is easy to verify that ẑ1 and ẑ1e jφ for any

phase φ would yield the same loss. Note that the modified loss used in L2 and L3 is still

sensitive to residual frequency offsets ( f̂0 − f0), which are time varying phase offsets.

To support the feature combining along the feature path, DPN is trained simultaneously

as a single network with a loss L =
∑6

k=1 ck Lk , for some weights ck . This implies that the

gradients for a given NN backpropagate from all the subsequent outputs. For instance, the

weights of the first feature extractor (generating g0) are trained using gradients from all the

outputs not just f̂0. This makes the weights of each NN along the feature path optimized to

minimize the total loss and not the loss of a specific output.
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Figure 6.2: The layer by layer description of the NNs in DPN.

6.4.5 Scalable Neural Network Architecture

We start by describing the building blocks of the network. The entire network consists

of a combination of convolutional networks and recurrent neural networks. This choice was

not only based on their outstanding results in modulation classification [HZX17, ORC18], but

also because their number of trainable parameters is independent from the input length [GBC16,

Ch.10]. A convolutional layer is based on the convolution operation, in which the number of

trainable filter weights is independent of the input size. Similarly, a recurrent neural network

uses the same weights for any number of time steps [GBC16, Ch.10].

Then, we describe each network in details. The convolutional layers used in this work were

arranged as residual blocks. Residual blocks improve the gradient flow during the training

of deep networks [HZR15] and were proposed for modulation classification [ORC18]. The

neural network blocks layer by layer descriptions are shown in Fig. 6.2. Both timing offset

and symbol duration prediction used the same architecture referred to as Timing Est. The

noise reduction filter used the Filter Est shown in the same figure. The fading filter used has

complex taps, hence needs twice the number of real outputs. It was obtained by modifying

the Filter Est block to have two 32 sample outputs by duplicating the layers following the

last residual block. The modulation classification block consists of a gated recurrent unit
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(GRU) network, which is a type of recurrent network followed by a dense layer.

To support variable length signals, all layers generating the network outputs either use

global average pooling or recurrent neural networks. Global average pooling calculates the

average along the time dimension. Hence, it does not have any trainable weights and is

independent of its input time dimension. This is in contrast with most existing works,

which rely on a dense network after the convolutions with the number of trainable weights

dependent on the time dimension. The output of the recurrent network is obtained from

the last time step and hence its output dimension is independent from the time dimension.

The layers generating outputs independent of the time dimension are highlighted in red in

Fig. 6.2.

DPN has a total of 233,419 trainable parameters. This number of parameters is inde-

pendent of the input length Nr . No matter how long the input is, the number of weights is

constant. However, the fact that the same weights can be reused for the different lengths

does not imply that the performance will generalize across different lengths. We will explore

the effect of changing the signal input length on the performance in our evaluation.

6.4.6 DPN Implementation and Training Parameters

The code for DPN is publicly available1. DPN was implemented using the KERAS API for

TensorFlow. It was trained for 100 epochs, with early stopping occurring if the validation

loss did not improve for 10 consecutive epochs. The best weights according to the validation

loss are retained. Note that early stopping is used to determine when the network weights

have converged and not to avoid overfitting. Overfitting is avoided by using realtime signal

generation as discussed later in Section 6.6.

The weights for the losses c1 to c6 were set to 500, 1, 5, 2.4e-4, 4.8e-4, 1.0 respectively.

These values were chosen to account for the relative importance of the parameters and

1https://github.com/uclacores/dual path network

162



Feature
Processing 

NN.

Modulation
Classification

 NN.

Feature
Processing 

NN.

Feature
Processing 

NN. Mod

Op6:Feature
Extractor 

NN

Feature
Processing 

NN.

(a) Single Path

Freq. Correction
 ×  exp(j   t)

Noise Reduction
Linear Filter

Equalization
Linear Filter

Feature
Processing 

NN.

Freq. 
Offset Est.

NN
Feature

Extractor 
NN

Noise 
Filter Est.

NN
Feature

Extractor 
NN

Equaliz.
Filter Est.

NN

Modulation
Classification

 NN.

Feature
Processing 

NN.

Feature
Processing 

NN.

Timing
Step 
NN

Feature
Extractor 

NN Mod

Op6:

Grad.
Stop

Feature
Extractor 

NN

Op1: Freq. 
Offset

Feature
Processing 

NN.

Op5: 
Timing
Offset

Op4: 
Symbol
duration

Timing
offset 
NN

Op2: Noise Reduction Op3: Equalized Signal
Signal Path

Filter taps
Freq. 
Offset Filter taps

(b) Separate DPN (SepDPN)

Figure 6.3: Alternative DPN designs.

the different magnitudes of the losses which depend on the training labels values that are

described later. For instance frequency offset loss (L1) takes values in the range of 1e-2, and

has a large impact on blind decoding and modulation classification and hence was assigned

a large weight c1 = 500. In contrast, the timing offset loss (L4) takes values in the range of

1K (when using integer sample offsets) and hence was assigned a small weight c4 = 2.4e − 4.

The optimizer used for training is the ADAM optimizer with a learning rate of 0.001 and

the gradients were clipped at a norm of 1.0 to avoid exploding gradients [PMB13].

6.4.7 Alternative Architectures

We consider two alternative designs for DPN to verify some of the claimed merits and a third

one to evaluate the benefit of supervised reconstruction. The first design aims to quantify the

impact of restoring the signal on modulation classification. This design omits the signal path
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entirely from DPN as shown in Fig. 6.3a and is referred to as Single Path. If restoring the

signal improves predictions as claimed, DPN should outperform Single Path in modulation

classification.

The second alternative design aims to verify the benefits of feature combining. To prevent

feature combining, the feature path is disconnected as shown in Fig. 6.3b preventing feature

combining. Since the signal path contains gradient stops, the gradients of one stage do not

propagate to the previous stage and the stages are separate. This network referred to as

Separate DPN (SepDPN) and is equivalent to training one stage, calculating the predictions,

and using them to train the following stage. Hence, in this design, the features g0 are used

exclusively for the prediction of f̂0, and similarly for the later stages. If feature combining

leads to an improvement in prediction as claimed, DPN should outperform SepDPN.

The third alternative considers the effect of training of the signal reconstruction stages

without the ground truth similar to what was proposed in [MHC17, OPB16, SHL20, YSC18]

for modulation classification. The design is similar to DPN design shown in Fig. 6.1 after

omitting the ground truth values of f0, z1, z2, t0, and τ, leaving only the modulation type

M. To train the network, the gradient stops along the signal path were removed. The

timing networks were also omitted because they cannot be trained without the ground truth.

This alternative design, referred to as unsupervised DPN (unsupDPN), investigates whether

unsupervised reconstruction is valid for blind decoding or not. It also investigates the impact

of supervised reconstruction on modulation classification.

6.5 Signal Recovery and Symbol Decoding Algorithm

In this section, we discuss the benchmark algorithms for signal recovery used for comparison.

We also discuss DPN postprocessing and symbol decoding.

164



6.5.1 Benchmark Signal Recovery Algorithms

To evaluate the performance of DPN in signal recovery, we contrast it with exiting DSP

techniques. To that end, we consider two algorithms; the first one is a fully blind recovery

algorithm based on signal processing, the second is a genie algorithm that assumes all the

unknown signal parameters are provided by a genie. It is important to note that there exist

many signal processing algorithms for recovery whether blind or genie. These algorithms

have a tradeoff between complexity and performance. The chosen algorithms were selected

to be non-iterative and to rely on well known DSP techniques.

6.5.1.1 Blind DSP Reference Algorithm (DSP Ref)

The reference blind algorithm used is based on the symbol recovery proposed in [RYU14].

It starts with band segmentation stage aiming to obtain an initial estimate of the signal

center frequency and bandwidth. It is performed using the Welch power spectral density as

described in Appendix D.1. The initial estimates are refined by detecting the signal’s cyclo-

stationary features as proposed in [RYU14, Sec. III-B]. The exact refinement procedures are

described in Appendices D.2 and D.3 for center frequency and symbol rate respectively. After

the estimation of τ and f0, the timing offset t0 is estimated using the Gardner symbol timing

recovery algorithm [Gar86] as described in Appendix D.4. The constant modulus algorithm

(CMA) is then applied for blind signal equalization [Shi12] as described in Appendix D.5.

6.5.1.2 Genie Algorithm

The genie algorithm assumes all the parameters which were used to generate the signal are

known. It starts by correcting the frequency offset, then applying a low pass filter over its

bandwidth, which are both assumed to be known. It uses the MMSE equalizer assuming

that the channel is known as described in Appendix D.6. The symbol recovery is performed

using the true τ and t0 using the same procedures as DPN output, which are described in
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Section 6.5.2.

6.5.2 DPN Post Processing for Signal Recovery

The signal output of DPN is given by ẑ = ẑ2. This signal is already frequency compensated,

noise reduced, and equalized by the network. The remaining processing that needs to be

applied to this signal is the symbol recovery. This is done using the estimated timing offset

t̂0 and symbol duration τ̂. To apply the timing recovery, the signal is interpolated by a factor

of P, larger than any value of τ of interest, to get the signal ẑI . The vector ẑI is padded at

the start with t̂0P zeros to correct for the time offset and then sampled every Pτ̂.

6.5.3 Symbol Decoding

The symbol decoding procedure is applied to the recovered symbols to evaluate the symbol

error rate (SER) for the linear modulations. This same procedure is applied to the symbols

calculated from all of the previous approaches (DPN, blind DSP, and genie). The symbols

are decoded symbol per symbol, using a minimum distance euclidean receiver. A decision

aided phase recovery loop uses the predicted symbol to correct the phase of the next symbol.

This loop helps reduce the impact of any minor residual frequency errors. For evaluation

purposes, the first symbol is assumed to be known and is used to estimate the phase to

address phase ambiguity. The step-by-step procedure is described in Appendix D.7.

Although this approach is simple, its main disadvantage is that it propagates errors.

A decision error in one symbol propagates to the remaining symbols. Since only the first

symbol is used to estimate the phase in the evaluation, the initialization of the loop is subject

to errors, which can propagate. More sophisticated receivers can be developed, however, we

chose a simple receiver that would work for all linear modulation types. Since this receiver

is common to all approaches, it should not create a bias in the evaluation.
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× +

Figure 6.4: Flow graph for generating samples showing on top the input parameters and the

bottom the outputs used for training.

6.6 Data Generation and USRP Capture

To train and test DPN, we generated a dataset consisting of signals with different data,

modulation types, symbol rates, timing and frequency offsets, phase, channel impulses, and

SNRs. While public datasets exist for modulation classification, they do not contain all

the required signal labels, and hence are not suitable for blind decoding. In the dataset,

each signal is generated according to the flow graph shown in Fig. 6.4. Random data d is

generated and modulated using modulation type M selected from the set of single carrier

modulations M. If M is a linear modulation, the output is upsampled by an integer factor

Nup and pulse shaped with a root-raised-cosine filter with a roll-off factor β. To simulate

timing offsets, the first t0Nup (rounded to the nearest integer) samples are removed and

the signal is downsampled by a factor of
⌊
Nup/τ

⌋
. While removing t0Nup might make the

first symbol unrecoverable, it is more realistic for a blind system as it emulates capturing

an ongoing transmission. Since the number of removed samples and the downsampling are

integers, the number of possible values of t0 and τ is discrete and depends on Nup and the

range of values of τ. Multipath fading is simulated using convolution with random complex

fading taps having a delay spread σ. Then frequency and phase offsets, f0 and φ0, are

applied, and Gaussian noise is added to model different SNRs.

The dataset consists of signals generated with parameters uniformly sampled from the

ranges shown in Table 6.2. The upsampling factor was chosen to be equal to Nup = 64, making
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TxRx

Figure 6.5: Over-the-air capture setup using USRPs B205 mini.

the number of possible values of t0 and τ equal to 64 and 14, respectively. The channel h has 3

non random zero complex taps having a Rayleigh magnitude and uniform phase. The 3 taps

are spaced uniformly within the fading spread. Since single carrier modulations are more

commonly used in narrowband systems with limited fading, the fading spread is assumed to

be limited within one symbol duration. Unless otherwise stated, the signal length is given

by Nr = 1024. Note that in Table 6.2, the assumption of a sampling duration of 1 second

is only made to normalize parameters and simplify the notations as stated in the system

model. For a 20MHz sampling rate (50ns duration), for instance, all durations in the table

should be multiplied by 50ns and the frequency offset by 20MHz.

Typically, a fixed dataset is used in training, and data augmentation is performed to

avoid overfitting. Since our dataset is generated using simulations, instead of fixing the size

of the training data and using augmentations, we generated the signals in real-time during

training. Real-time signal generation, while eliminating overfitting, requires optimizing the

generator execution time to avoid slowing down the training significantly. For training DPN,

in each epoch 800K new signals are generated, the total training data for 100 epochs is 80M

signals. However, note that DPN can work with a smaller fixed dataset with appropriate

regularization and data augmentation similar to any other network. Also, all the networks

used for comparison in this work used real-time sample generation. The validation and test

sets contain a fixed 100K samples. Both sets use the same parameters given in Table 6.2,

except that the test set SNR was discretized from 0 to 20dB at 5dB steps for a more

convenient result visualization.
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To validate DPN’s performance beyond simulations, we collected an over-the-air capture

using software-defined-radios (SDRs). The capture was performed indoor using two USRP

B205 mini SDRs [Ett] in a line-of-sight channel as shown in Fig. 6.5 using a center frequency

of 915MHz a sampling rate of 1M samples per second (τ0 = 1µs). The receiver center

frequency was intentionally offset by 5KHz (0.005Hz at τ0 = 1) to emulate the lack of prior

agreement, in addition to the offsets due to the USRP oscillator accuracy having a rang e of

±2ppm [Ett] (±1.83KHz at 915MHz). The Tx USRP sent 100K signals following the same

modulation types and normalized symbol durations (samples per symbol) in Table 6.2 over

a period of 3 minutes. The Rx USRP captured the signals, which were isolated and matched

to the corresponding transmitted signals in post processing. This process was repeated three

times with different signal amplitudes to obtain 3 captures with estimated SNRs equal to

8,14, and 20dB. The SNR was estimated by measuring the received signal power and dividing

it with measured power with no active transmissions. Hence, the SNR does not account for

quantization noise, which is more significant for smaller signal amplitudes. The received

signals, transmitted symbols, and the modulation types form the over-the-air test dataset at

a given SNR.

6.7 Results

6.7.1 Signal Recovery

We start by evaluating the performance of DPN, SepDPN, and DSP Ref in recovering the

transmitted signal. While signal recovery is not our main objective in this chapter, it helps

verify the merits of DPN and explain the blind decoding and modulation classification results.

We start by evaluating the mean absolute error for the frequency offset f̂0, timing offset t̂0,

and the symbol duration τ̂ as a function of the SNR. The mean absolute error for f̂0 is

calculated using E| f0 − f̂0 | on the test dataset where E denotes the expectation.

The results are shown in Fig. 6.6. In Fig. 6.6a, we show the original frequency offset
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Table 6.2: Dataset Description

Desc. Par. Range

Modulation Types M {OOK, ASK4, ASK8, OOK, ASK4, ASK8, BPSK,

QPSK, PSK8, PSK16, PSK32, APSK16, APSK32,

APSK64, QAM16, QAM32, QAM64, GMSK, CPFSK}

Sampling Period τ0 1

Frequency Offset f0 [−0.01, 0.01]

SNR (dB) SNR [0, 20]

Timing Offset t0 [0, 1]

Symbol Duration τ [4, 16]

Pulseshape rolloff β {0.15, 0.25, 0.35}

Phase Offset φ0 [0, 2π]

Delay Spread σ [0,τ]

(Orig.), which is the mean absolute value of a uniform variable from [-0.01,0.01] as stated in

Table 6.2. We can see that for all methods the estimation error decreases as the SNR gets

larger and that the residual frequency offset is lower than the original offset. Comparing

the two variations of DPN, both give almost identical frequency estimation errors. This

is expected since both approaches for the first frequency offset stage use only the features

from the input signal. The curve for unsupDPN was omitted as it provided values above

55, which are obviously erroneous. Since unsupDPN is trained to reduce the modulation

classification loss, the predicted frequency is an arbitrary value that reduces this loss with
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Figure 6.6: The mean absolute error of DPN in parameter estimation.

no signal processing meaning.

The DSP Ref algorithm using the parameters in the Appendices gives a higher estimation

error than DPN. It is important, however, to note that DPN has the advantage of having

prior information about the signals from the training data, unlike DSP Ref. The purpose of

comparing to the blind DSP algorithm is just to provide a baseline reference for comparison.

Each approach is considered in the way it is typically implemented and we do not claim to

provide an absolute comparison between DSP algorithms in general and deep learning. This

trend of results between DSP Ref and the DPN variations continues for the symbol duration

and timing offset estimation. It is noteworthy that DSP Ref uses the symbol duration in the

calculation of the timing offset. A mistake in the former will lead to a mistake in the latter,

which would lead to a high symbol error rate in the same signal.

Then, we consider the results for the later stages of DPN; symbol duration in Fig. 6.6b

and timing offset in Fig. 6.6c. We see that the proposed DPN with feature sharing performs

better than the separately trained DPN, in contrast to the first stage’s where the results were

close. This is attributed to the fact the symbol duration and timing estimation networks of

the proposed DPN, due to being at the end of the network, benefit from all the extracted

features. SepDPN, on the other hand, only uses the features from the last stage. This shows
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Figure 6.7: The frequency representation of an example input signal, the signal recovered

by DPN, and the ground truth.

that feature sharing can lead to an improvement in estimation.

The fact that the predicted estimations are close to the true values makes them reusable

by signal processing algorithms. For instance, the frequency offset obtained can be used

as an initial value for any carrier frequency offset tracking algorithm [Har11]. The symbol

duration and offset can be used to initialize a symbol timing recovery algorithm [Har11].

This can be useful in scenarios where a long signal is received at a high sampling rate and

processing the entire signal with neural networks is not computationally feasible.

Lastly, we show the recovery results on the example signal visualized in Fig. 6.1. For

the BPSK signal having τ = 8 and an SNR = 5dB and fading spread σ = 0.3, in Fig. 6.7,

we show the power spectral density (PSD) of the input y, the recovered signal ẑ from DPN,

unsupDPN, and the true clean signal z. These signals in time domain are visually hard

to compare because of phase offsets, that is why we used the PSD. From that Figure, we

can see the filter taps predicted by DPN attenuated the noise by over 25dB and made the

output more similar to the truth. This shows that using only training data, DPN can predict

filters that partially recover the transmitted signals. In contrast, the recovered signal from

unsupDPN is arbitrary and hence has no value in blind decoding. This shows the necessity
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Figure 6.8: The CDF of the symbol error rate (SER) calculated for each signal at SNR=10dB

of different approaches.

of including the ground truth for blind decoding. Instead of evaluating the signals ẑ1 and

ẑ2 over the entire dataset, which is not straight forward due to residual frequency errors,

we move on to the symbol decoding evaluation. Symbol decoding implicitly evaluates the

recovery stages and is our objective in this chapter.

6.7.2 Blind Symbol Decoding

Then, we evaluate DPN performance in blind symbol decoding. Blindly decoding symbols

is challenging since the signal parameters are not known by the blind receiver and no known

preambles are assumed. Even at a high SNR, synchronization errors can lead to a high

symbol error rate. Additionally, the symbol decoding procedure used in this work is relatively

simple and not optimized for any specific modulation type. All these factors make obtaining

a low symbol error rate (SER) as expected in a typical communication system impractical. A

completely blind receiver also would not expect to obtain the same performance as a receiver

with protocol knowledge.

For these reasons, we limit our results in this section to BPSK and QPSK modulations.

We calculate the symbol error rate (SER) for each signal and plot the CDF of SER over
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Figure 6.9: The packet error rate of different approaches plotted against SNR.

all the test signals when using DPN, Genie, and DSP Ref for signal recovery in Fig. 6.8 at

SNR = 10dB. DPN obtains lower SER for a larger fraction of the signals compared to Ref

DSP. This follows from the fact that DPN had better results in signal recovery. As expected

Genie performs better than DPN since it has access all the signal and channel parameters.

Since BPSK is a lower order modulation, it can tolerate a larger synchronization errors and

the gap between Genie and DPN is smaller for BPSK than QPSK. Notice that the CDF has

a jump near SER 0.5 for BPSK and SER 0.75 for QPSK. These values are equivalent to a

random guess (0.75 and not 0.5 for QPSK since we are using SER and not bit error rate).

This jump is due to either a significant mistake in parameter estimation or an error in one

symbol propagating to the remaining symbols in a given signal. From these results, we see

that each signal is either decoded almost entirely correctly or not.

Based on this observation, we consider each signal to be a packet and consider the packet

error rate (PER), equivalent to P(SER=0), as a function of SNR for the same modulation

types in Fig. 6.9. The results follow the same trend with Genie having the lowest SER

followed by DPN and then DSP Ref. Since this curve is for packet error and there are

between 64 and 256 symbols per packet, a random guess would yield a PER close to one.

Despite that the problem of blind symbol decoding is challenging, DPN performance, while

not great in absolute terms, is better than the blind DSP Ref and the PER gap between it
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and Genie gets as low as 5% for BPSK.

6.7.3 Modulation Classification

In this section, we consider the modulation classification performance of DPN and its vari-

ations (SepDPN, UnsupDPN, and Single Path). We also consider networks from the liter-

ature, namely the Stacked GRU (SGRU) [HZX17] and the ResNet [ORC18], and ICAMC-

Net [HGK20]. SGRU consists of recurrent networks and ResNet and ICAMCNet are fully

convolutional networks. All networks considered are trained with real-time sample generation

using the same procedures as DPN. Note that SGRU, ResNet, Single Path and unsupDPN

use only the modulation type as a label in contrast to DPN and SepDPN that additionally

use the frequency offset, noise reduced signal, equalized signals, and timing information. For

fairness, the modulation-only networks were allowed up to 4 times the training epochs and

up to 4 times the training data as DPN (up to 400 epochs and 320M training signals with

early stopping).

The results are shown in Fig 6.10. The two networks giving the highest accuracy are

DPN and SGRU. At SNR less than 10dB, both approaches yield almost the same accuracy.
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Figure 6.11: The confusion matrix of DPN at SNR of 5dB.

For SNRs larger than 10 dB, SGRU performance starts to saturate and DPN performance

improves surpassing SGRU by up to 5%. This is explained by considering the signal recovery

performance. At higher SNR, the signal recovery stages perform better, providing signals

with less distortions for the modulation classification. Signals with less distortions result in

better predictions. At lower SNR, the improvements to the signal along the signal path are

more limited and do not lead to significant gains compared to SGRU. Even though DPN

and SGRU attain the same accuracy below 10dB, DPN can be used for blind decoding,

and is about twice faster in inference compared to SGRU as discussed later. The fully

convolutional networks ICAMCNet and ResNet gave a lower accuracy than SGRU and DPN

that use recurrent networks for modulation classification for this dataset having variable

samples per symbol. In Fig. 6.11, we show the confusion matrix of DPN at 5dB SNR,

from which we see that the confusion occurs mostly in high order modulations of the same

176



Table 6.3: Impact of each stage on Mod. Class. Accuracy

Zeroed Loss None L1 L2 L3 L4 L5

Mod. Class. 83.7% 80.5% 81.6% 83.4% 83.11% 82.8%

type. Note that many improved deep learning layers and architectures were proposed for

modulation classification in the literature. Our focus in this work is on combining DSP with

deep learning and not just using improved deep learning modules for higher classification

accuracy. Improved deep learning modules can easily be integrated within the dual path

architecture. Hence, we focus more on interpreting DPN’s design performance by comparing

it with its alternative architectures.

To better understand the factors leading to DPN’s results, we consider its variations.

First, we see that DPN outperforms Single Path. Since Single Path consists of the exact deep-

learning-based feature path of DPN, the improved results of DPN are not solely attributed

to the design of the feature path. The DSP signal recovery leads to a significant accuracy

improvement. To further understand the impact of each recovery stage individually on the

classification, several instances of DPN were trained while setting the weight of one of the

losses L1 to L5 to zero. The obtained accuracies are shown in Table III. From this table,

we see that eliminating the frequency correction by zeroing L1 has the largest impact on

classification, since the dataset uses high order PSK signal which are sensitive to phase shifts

due to frequency errors. On the other hand, the timing offset loss L4 has the smallest impact

because of its limited impact on the signal when using more than 4 samples per symbol.

Comparing DPN to SepDPN, which lacks features sharing, DPN is better at identifying the

signal modulation type. Since the only advantage DPN has over SepDPN is the connection

of the feature path, feature sharing that occurs along this path also contributes to the

improved performance. Hence, by leveraging signal reconstruction and feature sharing, DPN

design improves modulation classification by up to 5%. For unsupDPN, we see that the
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Table 6.4: Training and Inference Times

Net. Training (s/epoch) Inference (µs/signal)

DPN 578.82 736

SGRU 339.22 1530

ResNet 214.52 168

ICAMCNet 227.60 135

accuracy is also about 5% less than DPN. This result shows that including the reconstruction

ground truth has the added benefit of improving the modulation classification. The similarity

between the results of unsupDPN and Single Path indicates that unsupDPN was not able

to leverage the reconstruction modules to improve the accuracy.

Lastly, the training and inference times of the neural networks are shown in Table IV.

The training time is calculated as the average of training time per epoch. The inference time

is calculated by averaging the time to make predictions per signal over the test set. The

server used for calculations has an Intel Core i9-9920X (12 Cores, 3.50 GHz), an RTX 2080Ti

GPU, and 128GB of RAM. From Table IV, DPN is slower to train than the other networks,

since it has 6 outputs and thus requires more slow memory operations to transfer the data to

the GPU for training. Note that since we are using real-time signal generation, the training

time includes the overhead signal generation. In terms of inference time, DPN is slower

than the fully convolutional networks (ResNet, ICAMCNet), however it is about twice faster

than the SGRU. Recurrent neural networks (like SGRU and the modulation classification

NN of DPN) have data dependencies among their different units, which makes them slower

compared to convolutional networks. DPN consists mostly of convolutional layers except for

one GRU layer much smaller that those in SGRU, and hence is faster.
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Figure 6.12: Comparison between simulation and over-the-air results.

6.7.4 Over-the-Air USRP Evaluation

To validate our signal model, we evaluate DPN, trained with the simulated data, using

the over-the-air test dataset without any retraining. The obtained results are shown for

modulation classification in Fig. 6.12a and packet error rate in Fig. 6.12b. From these

Figures, we see that the OTA results are close to the simulated datasets for the 14dB and

20dB captures. This result verifies our signal model and DPN’s performance at this range

of SNR. At 8dB SNR, DPN results degrade with lower modulation accuracy and higher

PER. This degradation is attributed to quantization errors, which become more significant

in weaker signals and has not been accounted for in the SNR estimation, along with other

hardware imperfections (amplifier non-linearity, IQ imbalance, etc). These imperfections,

which are typically not modeled, are known to impact RF deep learning classifiers [CHH20].

While retraining using the OTA capture can improve performance on this specific radio

capture [ORC18], it does not guarantee that the results will generalize to different radio

hardware or deployment environment and thus we do not consider it. A more in depth

study of the performance trade-offs of using simulated and over-the-air data for training was

performed in [CHH20].
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Figure 6.13: Comparison of different approaches to scale DPN; dividing the signal into

chunks, reusing the weights trained for Nr = 1024, retraining using different input lengths.

6.7.5 Variable Length Evaluation

As discussed earlier, DPN architecture supports using variable input lengths using the same

weights. Our previous results were only for signals of length Nr = 1024. In this section, we

evaluate the ability of DPN to generalize to lengths different than the training signals. We

consider the lengths Nr ∈ {128, 256, 512, 1024, 2048} for testing with 10000 signals generated

at each length using a 20dB SNR. Three approaches are considered; in the first approach, we

reuse the same weights θ1 trained on signals having Nr = 1024 without any modifications. In

the second approach, we retrain the network starting from θ1 on signals of different lengths

to obtain the weights θ2. The retraining was done for 20 epochs such that the signals in

each training batch had a length chosen randomly within the set {192, 384, 768, 1536}, which

does not overlap with the test lengths. The third approach, which works for fixed input

networks, consists of training a network on the smallest input length, dividing longer signals

into chunks, and averaging the predictions of each chunk as proposed in [ZQC19]. For that

approach, we train DPN from scratch using signals of length 128 and predict exclusively

using that length. For signals longer than 128, predictions are applied on chunks of 128 and

the results are averaged.
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The results for prediction errors and modulation classification are shown in Fig. 6.13.

For all approaches, as expected the larger the signal length, the lower the estimation error

and the higher the classification accuracy. Looking at the modulation classification results

in Fig. 6.13c, reusing the weights seems to generalize well on lengths larger than 512 without

any modification. For shorter lengths, however, the performance drops significantly below

60%. Retraining the weights on shorter and longer signal lengths, although different from

the testing ones, does improve the performance on shorter signals as seen by looking at the

retrained curve in the same Figure. This retraining, however, comes at the cost of slightly

degraded performance on longer signals. The relative trend of results between retrained and

reused is the same for frequency offset and symbol duration estimation. This indicates that

DPN learns signal features that generalize to unseen lengths. By retraining, the weights are

adjusted to improve performance on shorter signals at the expense of longer signals.

Now, looking at the curve for dividing the signal into chunks, we see that it only outper-

forms both the other approaches when Nr = 128, which is the length it was trained on. Other

than that length, it provides higher estimation errors and a lower modulation classification

accuracy by up to 15%. This shows that this approach is not the best way to use DPN

predictions on long signals. Since the outputs f̂0 and τ̂ are calculated using average pooling,

the degradation is not due to the averaging operation itself but to the weights learned in

training. When using only short signals in training, the learned weights extract features

leveraging only short signal durations neglecting features spanning longer periods. These

results highlight the benefit of DPN’s design that can work using different input lengths.

6.8 Summary

In this chapter, we proposed the dual path network (DPN) for blind decoding and modulation

classification. DPN’s design consists of three stages of signal recovery connected to form a

signal path made of DSP operations and a feature path consisting of neural networks. This
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design enables features to be shared, enabling improved estimates in the later stages and

a 5% improvement in modulation classification compared to a network separately trained.

Extracting features from the recovered signals provides a 5% improvement in modulation

classification compared to a similar network not recovering the signal. The estimation results

of DPN are shown to outperform a reference blind DSP algorithm based on cyclostationary

features. These improved estimates make it yield lower packet error rates compared to the

reference algorithm. Due to the signal processing inspired design, the output filter taps and

estimates are compatible with existing signal processing approaches. Using an over-the-air

capture, we validated DPN results at SNRs above 14dB. By relying on average pooling and

recurrent neural networks, DPN can process variable length inputs, which are shown to

provide better estimates than dividing the input into short chunks and averaging.
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CHAPTER 7

Conclusion

7.1 Summary of Contributions

In this dissertation, we developed approaches to improve the spectrum and energy efficiencies

for UAV swarms. We also addressed some security considerations facing wireless devices.

In Chapter 2, we optimized the placements of a UAV swarm to maximize the MIMO back-

haul capacity starting from given swarm initial positions. We mathematically defined a set

of UAV placements that orthogonalize the channel and maximize the MIMO capacity. The

problem of minimizing the distance traveled to reach a placement in this set was formulated.

An offline centralized solution was developed by relaxing the problem and decomposing it

into two convex problems which were solved iteratively using block coordinate descent. We

also proposed FF as a distributed iterative solution to this problem. FF requires sharing

channel estimates only between neighbors and we derived the conditions for its convergence.

Using numerical simulation, we have shown its robustness under channel and UAV induced

disturbances. Upper bounds for the distance that UAVs need to travel using the centralized

solution and force field were derived and numerically verified. Our approaches were shown to

provide significant sum rate improvements while requiring only bounded displacements. The

gains from our approach were shown to remain significant as we transition to the massive

MIMO regime with far more ground station antennas than UAVs.

In Chapter 3, we developed and verified a mathematical framework to model the BF

performance for a destination-led BF protocol. The BF gains distribution was approximated

183



by a gamma distribution assuming a zero mean normally distributed combining phase errors

and the proposed distribution was verified using simulations. The effect of the pre-BF

SNR and the preamble lengths on the combining phase error was derived for our choice of

estimators. Using software-defined radios, in a lab, we experimentally verified the predictions

of our BF framework. The BF radios were mounted on UAVs and were shown to exceed 80%

of the ideal BF gains despite the low coherence time channel. The proposed framework can

be used to design BF systems for a given deployment as illustrated by two example scenarios.

In Chapter 4, we proposed guided distributed beamforming as an approach for mobile

radios sharing a LOS channel to make their signals coherently combine at a remote desti-

nation, without feedback from the destination and without having a strict requirement on

location information. We have derived and verified using simulations a geometric criterion

for the placement of the radios, to bound the phase errors leading to degraded beamforming

gains at the destination. The proposed approach was implemented using software defined

radios. The results show a 9 dB SNR improvement in the beamforming direction when using

4 radios, with a weaker gain in other directions as predicted using simulations. Thus, our

approach enables an extended range of communications towards a distant destination not

providing feedback.

In Chapter 5, we have considered the problem of transmitter authorization using RF fin-

gerprints captured from raw IQ samples. Since this problem has been scarcely investigated

in the wireless domain, we performed a comprehensive evaluation of the most prominent

machine learning approaches from the openset recognition and the anomaly detection lit-

erature, as applied to our problem definition. The dependence of the evaluation results on

the choice of transmitters was demonstrated and a simple strategy was proposed to reduce

it. We have also shown that the performance of a given neural network model on closed

set classification is not an indicator of its performance in outlier detection, indicating the

need for architectures specifically designed for this problem. Also, we demonstrated that

minor change in network architecture and data labeling can lead to a significantly different
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approaches. Using a known outlier set was proposed and was shown to improve the outlier

detection accuracy. While classification based OvA gives the highest accuracy in most cases,

it is outperformed by reconstruction based AutoEnc for small number of authorized.

In Chapter 6, we proposed the dual path network (DPN) for blind decoding and modula-

tion classification. DPN’s design consists of three stages of signal recovery connected to form

a signal path made of DSP operations and a feature path consisting of neural networks. This

design enables features to be shared, enabling improved estimates in the later stages and

a 5% improvement in modulation classification compared to a network separately trained.

Extracting features from the recovered signals provides a 5% improvement in modulation

classification compared to a similar network not recovering the signal. The estimation results

of DPN are shown to outperform a reference blind DSP algorithm based on cyclostationary

features. These improved estimates make it yield lower packet error rates compared to the

reference algorithm. Due to the signal processing inspired design, the output filter taps and

estimates are compatible with existing signal processing approaches. Using an over-the-air

capture, we validated DPN results at SNRs above 14dB. By relying on average pooling and

recurrent neural networks, DPN can process variable length inputs, which are shown to

provide better estimates than dividing the input into short chunks and averaging.

7.2 Future Work

In Chapter 2, we only considered the problem of minimizing the distance to attain the

capacity maximizing positions. While distance is a metric suitable for many applications,

the approaches can be generalized to minimize any arbitrary objective functions specified by

the deployment task. These positions can be optimized to minimize these arbitrary objective

functions using learning based approaches like reinforcement learning.

In Chapter 3, even though we only considered a specific BF protocol and only two example

scenarios, the proposed framework can support many protocol variations and use cases. For
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the protocol, the framework is applicable for any other choice of estimators as long as their

phase variance can be expressed mathematically. As for the scenarios, heuristics can easily

be developed to optimize over a combination of the SNR, preamble lengths, and the number

of BF slaves, enabling the framework to adapt to many different deployment scenarios.

For the guided BF proposed in Chapter 4, we assumed that the feedback between the

guide and the followers is ideal. However, in practice, that is not the case. In addition

to phase errors due to the guide-follower geometry, there are errors due to the feedback.

As guided BF gets deployed on UAVs, the channel coherence time and the guide-follower

signaling will have a larger impact on BF gains. Further analysis is needed to quantify the

impact of these errors.

In Chapter 5, we only focused on the problem of rejecting unseen transmitters, while clas-

sifying known transmitters. There are other interesting RF identification problems which

require identifying the unauthorized transmitter. One possible approach to tackle this prob-

lem is using the output from the feature extractors to build a database of fingeprints. By

comparing new signals with entries in the database, we can classify among unauthorized

transmitters and quickly add new transmitters to the authorized list without retraining.

While Chapter 6 has only considered blind symbol decoding for single carrier signal, the

dual path concept can be extended to other problems in wireless communications leveraging

deep learning like non-blind symbol decoding or interference cancellation. It can also be

extended to multicarrier signals.
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APPENDIX A

Appendix for Chapter 1

A.1 Proof of Lemma 1

Let us define the scaled x and z translations, x′′n =
xn
yn

and z′′n =
zn
yn

. We start by assuming that

the solution is found on a uniform grid with respect of the scaled variables with dimensions

Mx and Mz. The separation of the UAVs along this grid in the x and z planes is given

by ex and ez, such that we can rewrite x′′n = icex and z′′n = jcex for some integers ic ∈

{0, · · · , Mx − 1}, jc ∈ {0, · · · , Mz − 1}. Our objective, hence, becomes calculating the value of

ex and ez. Starting from (2.11), we get

hH
l hk =

N−1∑
n=0

exp

(
− j2π
λ

(
(−il + ik)dx x′′n + (− jl + jk)dzz′′n

) )
(A.1)

=

Mx−1∑
ic=0

Mz−1∑
jc=0

exp

(
− j2π
λ
((−il + ik)icdxex +(− jl + jk) jcdzez)) (A.2)

=

Mx−1∑
ic=0

exp

(
− j2π
λ
((ik − il)icdxex)

)
·

Mz−1∑
jc=0

exp

(
− j2π
λ
(( jk − jl) jcdzez)

)
(A.3)

In (A.2), the summation over UAVs was rewritten as a summation over the x and z UAV grid

positions. As is evident from equation (A.3), this summation is a product of two geometric
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sums and can therefore be simplified to

sin
(
πMx(ik−il)dxex

λ

)
sin

(
π(ik−il)dxex

λ

) sin
(
πMx( jk− jl)dzez

λ

)
sin

(
π( jk− jl)dzez

λ

) = 0 (A.4)

where the summation is set to 0 because of the orthogonality condition defined in (2.8). The

orthogonality is achieved when ex =
λ

Mxdx
and ez =

λ
Mzdz

. If we set yn to be constant for all

UAVs, we get the same condition derived for the optimal design of a parallel planar uniform

rectangular arrays (URA) derived in [BOO07b, Lar05]. Hence, orthogonality is achieved

when xn = in
λyn

Mxdx
and zn = jn

λyn
Mzdz

, where n = inMz + jn.

A.2 Proof of Proposition 1

The objective of (2.17) is monotonically increasing with respect to (x′m,n)
2. This objective is

minimized by minimizing (x′m,n)
2. To prove that the optimal fm,n is within the set {−1, 0},

we show that any value outside this set will correspond to a larger value of (x′m,n)
2.

Given that 0 ≤ x̃m,n ≤ Sxεn and that −1
2Sxεn ≤ δxSxεn ≤

1
2Sxεn from (2.23), we get

−
1

2
Sxεn ≤ x̃m,n + δxSxεn ≤

3

2
Sxεn (A.5)

So, for any value of δx and x̃m,n, using (2.25) the optimal value f̂m,n can be calculated using

f̂m,n = argmin
fm,n∈Z

(x̃m,n + fm,nSxεn + δxSxεn)
2

=


0 −1

2Sxεn ≤ x̃m,n + δxSxεn <
1
2Sxεn

−1 1
2Sxεn ≤ x̃m,n + δxSxεn ≤

3
2Sxεn

(A.6)

By substituting f̂m,n to calculate the absolute translation (x̂′m,n)
2 = min

fm,n∈Z
(x′m,n)

2, we find that

it is bounded by (x̂′m,n) ≤ (
Sxεn
2 )

2. If fm,n is outside the set {−1, 0}, we get a larger translation

such that (x′m,n)
2 ≥

( 1
2Sxεn

)2
. Hence, the optimal value of fm,n has to be within {−1, 0} and

is given by (2.27).

188



A.3 Proof of Proposition 2

In the proof of Proposition 1, we showed that (x̂′m,n)
2 ≤ (

Sxεn
2 )

2 and similarly (ẑ′m,n)
2 ≤ (

Szεn
2 )

2.

This holds for any value of the remaining variables. Hence, the translation made by UAV n

is upper bounded by

√
S2x+S2z
2 εn.

A.4 Proof of Lemma 4

If Kp is sufficiently small, the phase unwrapping given by (2.38) retains the linearity of the

measurements. Assuming UAV n − 1 is fixed, xn−1 is constant across iterations, and we get

en[k] = 2π

(
xn[k]
εn
−

xn−1

εn−1

)
1

Sx
− ψn

= 2π

(
xn[k − 1] − Kpen[k − 1]

εn
−

xn−1

εn−1

)
1

Sx
− ψn

= −2π
Kpen[k − 1]

εnSx
+ 2π

(
xn[k − 1]

εn
−

xn−1

εn−1

)
1

Sx
− ψn

=

(
1 −

Kp2π

εnSx

)
en[k − 1]

(A.7)

If 0 < Kp < εnSx
2π , the error will decrease in each iteration, and hence it will converge to

zero. However, to avoid phase wrap errors when using (2.38) we need to guarantee that any

transition does not exceed π, which is realized when 0 < Kp <
εnSx
4π
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APPENDIX B

Appendix for Chapter 2

B.1 Proof of Proposition 4

The variance error of the KF output is given by pk |k and we want to calculate its value.

Substituting (3.17) into (3.21), we get pk+1|k =
rpk |k−1

pk |k−1+r + q. At steady state pk+1|k = p for all

k and we get a simple form of the algebraic Riccati equation p = rp
p+r + q [Ber00]. Solving

the equation, we get pk+1|k = p =
q+q
√
1+4 r

q

2 . Using (3.21), we get σ2
f k = pk |k =

−q+q
√
1+4 r

q

2 .

B.2 Proof of Proposition 5

G =
1

N

����� N∑
n=1

e jφen

�����2 = 1

N

N∑
n=1

e jφen
N∑

m=1

e− jφem = 1 +
2

N

N∑
m=1

N∑
n=m+1

cos(φe
n − φ

e
m) (B.1)

Using the fact that for a zero mean Gaussian RV x, E{cos x} = e−var{x}/2 [RBM12b], we get

E{G} = 1 + (N − 1)e−σ
2
e (B.2)

var{G} =
4

N2
var{

N∑
m=1

N∑
i=m+1

cos(φe
i − φ

e
m)} (B.3)

=
4

N2

N∑
m=1

N∑
i=m+1

var{cos(φe
i − φ

e
m)} +

8

N2

N∑
m=1

N∑
i=m+1

N∑
p=i+1

cov{cos(φe
i − φ

e
m), cos(φe

m − φ
e
p)}

(B.4)

=
(N − 1)

N
(e−σ

2
e − 1)2

(
(e−σ

2
e − 1)2 + 2Ne−σ

2
e )

)
(B.5)
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Figure B.1: Summation order for the matrix X.

where cov{x, y} denotes the covariance of RVs x, y. Line (B.4) was obtained using the fact

that var{
∑M

m=1 xm} =
∑M

m=1 var{xm}+2
∑M

m=1
∑N

n=m+1 cov{xm, xn} for any correlated M RVs xm

and by simplifying the summations. Line (B.5) uses the fact that for a zero mean Gaussian

RV var{cos x} = 1
2 (e
−var{x}−1)2 [RBM12b] and using that cov{cos(φe

i − φ
e
m), cos(φe

m − φ
e
p)} =

0.5e−3σ
2
e + 0.5e−σ

2
e − e−2σ

2
e as can be shown using the Gaussian RV relations from [RBM12b],

the definition of covariance, and some trigonometric identities.

B.3 Proof of Proposition 6

We start be considering the simplified definition of G from (B.1). We rewrite the elements

of the summation as the N × N matrix X, such that its element Xm,n =
2
N cos(φm − φn). This

yields G = 1+
∑N

m=1
∑N

n=m+1Xm,n. The summation is over the upper diagonal elements of the

matrix. Our objective is to rewrite the inner sum as independent RVs of length proportional

to N to invoke the central limit theory (CLT). To achieve that, we must avoid reusing the

same value of φe
n in the inner sum, that is, the inner sum elements should have unique column
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and row indices.

N∑
m=1

N∑
n=m+1

Xm,n =

N∑
n=2

n−1∑
m=1

Xm,n (B.6)

=

N∑
n=2

min(n−1,N−n+1)∑
m=1

Xm,n +

N∑
n=N/2+1

n−1∑
m=N−n+1

Xm,n (B.7)

=

N∑
n=2

(
bn/2c∑
m=1

Xm,n−m+1 +

b(N+1−n)/2c∑
m=1

XN+1−(n−m+1),(N+1)−m

)
(B.8)

The summation in (B.6) rewrites the equation from column wise to row wise. In Line (B.7),

we split the elements of the summation at the upward diagonal as illustrated in the first

image of Fig. B.1 for an 8× 8 matrix. In Line (B.8),the inner summation is rewritten as two

summations over the upward diagonal elements as shown in different colors in the second

image of Fig. B.1. From (B.8), each element of the inner summation consists of about N/2

terms1 and none of the terms have common rows or columns, thus consist of independent

RVs. We can rewrite the inner sum as the RV bn as follows

bn =

bn/2c∑
m=1

Xm,n−m+1 +

b(N+1−n)/2c∑
m=1

XN+1−(n−m+1),(N+1)−m (B.9)

The variable bn consists of identical independent RVs. Hence, for large N, the distribution

of bn converges to a Gaussian distribution. Lastly, we can rewrite G as

G = 1 +
N∑

n=2

bn (B.10)

The variables bn are correlated Gaussian RVs, hence their sum is Gaussian. This proves that

for large N, G is Gaussian and its mean and variance are given by Proposition 5.

B.4 Proof of Proposition 7

We start this proof by considering the case of small σ2
e and then discuss the case of large N.

Since φn are zero mean and assuming small σ2
e , φm − φn is typically small and we can use

1For odd N, the number of elements is either N/2 or N/2 − 1. This difference is insignificant for large N
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the Taylor expansion of cosine around zero to simplify Xm,n (as defined in Appendix B.3) as

Xm,n ≈
2
N

(
1 − (φm−φn)

2

2

)
. Then, we can rewrite (B.9) as bn = 2 sn

N − χn where sn = bn/2c +

b(N + 1 − n)/2c is the number of elements of bn and χn =
1
N

∑sn
r=1(φmr − φnr )

2 with mr and

nr corresponding to the indexes from (B.9). The summation in χn is over independent zero

mean Gaussian RVs that are squared, hence χn follows the Chi-squared distribution. We

can rewrite G as

G = 1 +
2

N
N(N − 1)

2
−

N∑
n=2

χn = N − Xγ (B.11)

where Xγ =
∑N

n=2 χn is the sum of correlated Chi-squared RVs. The distribution of the sum-

mation of correlated Chi-squared RVs can be obtained using the Gamma distribution [GR83].

The shape K and scale θ parametrization of the resulting Gamma distribution can be cal-

culated to realize the mean and variance of Xγ [Fer19]. Using the mean and variance of G

from Proposition 5, we get the following equations for the mean and variance respectively

Kθ = N − 1 − (N − 1)e−σ
2
e (B.12)

Kθ2 =
(N − 1)

N
(1 − e−σ

2
e )2

(
(1 − e−σ

2
e )2 + 2Ne−σ

2
e )

)
(B.13)

Solving these two equations, we get the values of K and θ in (3.29) and (3.30). This proof

is based on the assumption that σ2
e is small. For large values of N, K becomes large, and

the Gamma distribution converges to a Gaussian distribution with mean Kθ and variance

Kθ2 [Das10], which is the true distribution of G as shown in Proposition 6.
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APPENDIX C

Appendix for Chapter 4

For each approach, we describe how the ROC curve is calculated. We also state how a

specific threshold is chosen to calculate the outlier detection accuracy along with choices

of hyperparameters. Since the evaluation is to be done over multiple realizations, manual

tuning is not possible and we provide a systematic way to set these values.

C.1 Discriminator (Disc)

In Disc, we only have one threshold to make a decision. Ideally, we want the threshold

to be as low as possible without falsely rejecting authorized transmitters. This can be

done by adapting the threshold to tightly fit the predictions of authorized signals in the

training set. We follow the approach proposed in [SXL17], where the predicted output of the

sigmoid for the correctly classified authorized training samples z̄0 (having labels equal to 0)

is concatenated with its negative −z̄0 (to make the distribution symmetric around zero) and

fit to a Gaussian distribution having mean 0. The standard deviation σ of these samples is

calculated and a threshold of 3σ would allow the majority of authorized transmitters to be

accepted. To deal with degenerate cases having large standard deviation, the threshold is

set to γ = min(0.5, 3σ) in practice. As for obtaining the ROC curve to calculate the AUC,

the value of γ is scanned from 0 to 1.
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C.2 One Vs All (OvA)

OvA has |A| thresholds given by γγγ. While it is possible to use one common threshold, we

use multiple thresholds designed according to the same method of Gaussian fitting used in

Disc to calculate the accuracy as it yields better results. As for obtaining the ROC curve

for the AUC calculation, we consider one single threshold γ scanned from 0 to 1 such that

γγγ = γ1.

C.3 OpenMax (OpMx)

As for the parameters, the tail size used to calculate the Weibull distribution is τ = 10,

α = min(b|A|/3c , 5), and ε was chosen to be the 95% quantile of the maximum activation

in the training data. To obtain these values, we started by considering the values proposed

in [BB15] which was optimized for their dataset. However the performance of these values

varied drastically as we varied the authorized set and from one realization to the other.

After running several experiments and analyzing the activation values, we found that these

parameters gave the best performance.

C.4 AutoEncoder (AutoEnc)

We chose γ to be the 90% quantile of the mean squared error of the training data. The

ROC curves used for calculating the AUC are obtained by scanning the value of γ from 0 to

the maximum MSE.
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APPENDIX D

Appendix for Chapter 5

D.1 Band Segmentation

It is applied in two stages using Welch power spectral density (PSD), which consists of

dividing the signal into overlapping segments, calculating the squared magnitude FFT of

each segment, and averaging them. In the first stage, PSD uses an FFT of size N1. The

occupied frequency bins are detected using a threshold T , with the edges of the occupied

frequency bins given by b1 and b2. The center frequency and bandwidth are calculated using

b1+b2
2 and b2−b1

2 , respectively. The center frequency offset is corrected and a low pass filter is

applied to the signal to attenuate the noise. In the second stage, PSD is applied again with

a larger FFT of size N2 > N1 to yield a higher resolution frequency and bandwidth estimate

using the same procedure. Other than the FFT size, the Welch power spectral used the

default parameters in the python SciPy library [VGO20]. We used N1 = 64 and N2 = 256

and T = 2N0.

D.2 Fine Carrier Frequency Estimation

The estimation of the carrier frequency is performed by detecting cyclostationary features

at α = 4 f0 [RYU14]. Using the initial frequency estimate, a search windowWf0 is calculated

and the estimated 4 f0 is calculated on the input signal z[k] using

max
αi∈Wf0

�����Nr−1∑
k=0

z[k]4e− j2παikτ0

����� (D.1)
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Given that the coarse frequency estimate from the prior stage was given by f0c, the window

Wf0 consisted of 100 samples within 4 f0 + ±0.001.

D.3 Fine Symbol Rate Estimation

The single carrier modulations used in the evaluation have a cylostationnary feature at

α = 1/τ, from which τ can be detected [RYU14]. Using the coarse bandwidth estimate, a

search windowWτ is calculated and the estimated 1/τ is calculated on the input signal z[k]

using

max
αi∈Wτ

�����Nr−1∑
k=0

|z[k]|2e− j2παikτ0

����� (D.2)

Given that the coarse bandwidth estimate from the prior stage was given by 1/τc, the window

Wτ consisted of 100 samples between 0.85
τc

and 1.15
τc

.

D.4 Symbol Timing Offset Estimation

The input signal z[k] is first interpolated by a factor of P to obtain zI[k]. An error is

calculated using [Gar86]

e[k] = (zI[k − P/2] − zI[k + P/2])zI[k]∗ (D.3)

where (·)∗ denotes the conjugate. The error vector is divided into windows of size P, which

are averaged across time. The timing offset index is given by the index of the zero down

crossing. We used P = 64.
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D.5 Blind Equalization

The CMA is an iterative blind equalization algorithm. At step m, it generates w(m) using

stochastic gradient descent as follows [Shi12]

w(m) = w(m − 1) − µg(|g |2 − 1)r(m)∗ (D.4)

where µ is the learning rate, g(m) = w(m − 1)Tr(m), and r(m) is a slice of the input signal

z[k] starting with index m and of the same length as the filter w. We used µ = 10−4 and an

equalization filter of length 20.

D.6 Genie Equalization

Let h[n] be the channel taps having Fourier transform H[k]. The frequency domain repre-

sentation of the equalized signal Ẑ is given by Ẑ[k] = Z[k]H∗[k]
H∗[k]H[k]+N0

where Z is the FFT of the

input signal. The equalized signal is obtain using the inverse FFT of Ẑ.

D.7 Symbol Decoding

Let ŝ denote the recovered symbols before the hard decision, s the true symbols, cM be

the constellation of linear modulation M. The filtered phase error at the k-th symbol is

denoted by e f [k]. Using the known the first symbol, we set e f [0] = ŝ[0]s[0]∗. We start by

calculating the constellation index of the predicted symbol sb[k] by finding the minimizer

of the Euclidean distance using sb[k] = argmin
��ŝ[k]e je f [k] − cM

�� , thus making the decoded

symbol sd[k] = cm[sb[k]]. The phase error e[k] is calculated using the received and the

decoded symbol using e[k] = arctan(ŝ[k]d[k]∗), which is then filtered according to e f [k] =

e f [k] + αe[k] for some constant α. The symbol error rate is calculated by comparing the

decoded symbols sd with the true symbols s. The symbol by symbol comparison is limited

to the shortest of both if their lengths are different due to timing errors. We used α = 0.5.
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