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Sebastian, Åsmund, Jon, Chris, Pratik, Ven, Vincent, Misha, Adam, Sean, Martin, Max,

Masamichi, Dongsheng...

vi



But none of this would have ever happened had the seeds of my academic journey

not been planted. That a student from a foreign public school could be admitted to a

world-leading UK university? That was unheard of to me... at least until my maths

teacher back then, Alfonso Camaño Liceras, thought me deserving of dreaming big.
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Abstract

Quantum Gravity as a Holographic Theory:

Lessons from the Gravitational Path Integral

by

Sergio Hernández-Cuenca

Holographic dualities like AdS/CFT provide a non-perturbative definition of a bulk

theory of quantum gravity in terms of a lower-dimensional boundary quantum field the-

ory. Elucidating quantum gravity thus becomes the challenge of deciphering the dictio-

nary between bulk and boundary physics, and using it to translate basic properties of the

latter into lessons about the former. A crucial intermediary between these two realms is

the gravitational path integral, which defines the bulk theory in terms of an integral over

spacetimes subject to conditions from the boundary theory. Though shallowly under-

stood and rather formal, this piece of technology has thus far been able to provide deep

insights into quantum gravity. This thesis is organized in three parts, each focusing on

a different basic property in quantum theory and its consequences for quantum gravity

through the gravitational path integral: entanglement, causality, and factorization.

Part I addresses the emergence of spacetime from entanglement, with a focus on

understanding constraints on the entanglement structure of quantum states to posses

classical geometries as holographic bulk duals. These constraints can be expressed as

linear inequalities and used to define the holographic entropy cone (HEC). A systematic

study of the HEC is accomplished by reformulating the holographic computation of von

Neumann entropies as a graph-theoretic one, thereby recasting a complicated problem in

differential geometry as a purely combinatorial one. This allows to prove important prop-
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erties of the HEC, devise proof methods and algorithms for constructing it, derive precise

relations to other polytope structures, and ultimately pursue a top-down understanding

of the HEC from the universal quantum inequality of subadditivity. This part concludes

with an exploration of how the machinery involved in the study of the HEC may also be

generalized to settings where the von Neumann entropy receives contributions from bulk

quantum fields, a regime where the graph-theoretic apparatus has to be upgraded.

Part II presents an alternative perspective on spacetime emergence, both in classical

and quantum regimes, based on causality. Starting at a classical level, we explain how the

conformal bulk geometry can be reconstructed by encoding its causal structure in data

accessible from the boundary field theory. Through the use of field theory correlators,

we propose a method for obtaining the full-dimensional bulk geometry up to a conformal

factor. This generalizes the approach to bulk metric reconstruction based on light-cone

cuts to a prescription which allows for recovering even those dimensions which become

compact asymptotically. Moving away from the classical limit, we then resolve a known

puzzle that arises from a tension between the bulk and boundary causal structures when

the bulk theory is understood as a genuine gravitational path integral over spacetimes.

Finally, part III delves into the consequences of the lack of factorization that occurs

in holography when wormholes are included in the gravitational path integral. In partic-

ular, we study generating functionals in quantum gravity and propose a recipe for their

computation which accounts for the contribution of such connected topologies. This al-

lows to differentiate between quenched and annealed quantities in quantum gravity, a

distinction which may be used as a consistency test-ground for foundational aspects of

the gravitational path integral regarding summing over topologies.
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Chapter 1

Introduction

Quantum gravity holds the promise of elucidating profound questions about the universe.

What happens when gravity and quantum phenomena strongly interact? Although we

have astonishingly good descriptions of each separately, combining these has proven to

be a paramount challenge already at a conceptual level. A key milestone in our quest

for a theory of quantum gravity has been the discovery and our progressively sharper

understanding of the framework of holographic dualities.

1.1 Holography

From the microscopic degrees of freedom of gravity to the macroscopic emergence of

spacetime itself, the holographic principle has yielded deep insight into many aspects of

quantum gravity [14, 15]. Holographic dualities provide a definition of quantum gravity

in terms of an ordinary, non-gravitating quantum theory which encodes it in fewer dimen-

sions – a hologram. Crucially, holography allows one to look at identical physics through

two different lenses, one oftentimes providing a clearer image. This thesis fiddles with
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Introduction Chapter 1

various knobs of this holographic binocular to shed some light on the nature of quantum

gravity.

The first and most studied realization of the holographic principle was formulated

by Juan Maldacena in 1997 as a conjectured Anti-de Sitter / Conformal Field Theory

(AdS/CFT) correspondence [16]. In particular, he was able to discern a detailed duality

between aspects of type IIB string theory on an AdS5×S5 background (the bulk theory),

and Yang-Mills theory with N = 4 supersymmetry on its conformal boundary (the

boundary theory) [16, 17, 18, 19, 20, 21, 22].1 One of the basic ingredients of the original

holographic dictionary involved the identification between fundamental parameters of

each theory. On the boundary side, the Yang-Mills theory involves a gauge coupling

constant gYM and a choice of rank N of the gauge group, taken to be SU(N). An

important parameter derived from these is the ’t Hooft coupling, λ = gYMN
2, which is

crucial for establishing a connection between the planar diagrams that dominate Yang-

Mills at large N and the sum over topologies for the perturbative strings in the bulk

theory [23]. Indeed, a relation between the two expansions is made manifest by matching

the string coupling gs to the gauge coupling through 4πgs = g2YM. The ’t Hooft parameter

also defines a ratio between two important scales in the bulk: the AdS radius ℓAdS and

the string scale ℓs are related by ℓAdS/ℓs = λ1/4.

These simple relations alone already grant some interesting insight into the inner

workings of the AdS/CFT correspondence as a strong/weak duality. The best understood

corner of parameter space corresponds to the simultaneous limit of large N and λ, which

leads to a strongly coupled gauge theory of many gauge fields on the boundary. In the

bulk, however, this makes ℓs → 0 and the Newton constant GN ∼ 1/N2 → 0, thereby

1For instance, at the level of symmetries, the boundary CFT has an SO(4, 2) conformal group and
an SU(4) R-symmetry, which precisely match the group of local isometries of AdS5 and the global
SU(4) ≃ SO(6) symmetry of the S5 in the bulk, respectively.
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reducing the theory to semiclassical (super)gravity. An intermediate regime of interest

is the ’t Hooft limit, where λ is kept finite as N → ∞: the bulk remains under relative

control as a perturbative theory of strings. In contrast, the regime of finite N and λ in

which one may recover a tractable weakly coupled field theory on the boundary becomes

a bewildering theory of strongly interacting strings of finite size in the bulk: a theory

of quantum gravity in its full glory. We thus see AdS/CFT as a powerful strong/weak

duality both ways, allowing one to gain insights into complicated strongly coupled theories

in terms of weakly interacting ones that we can handle.

Given that the duality is well established for N, λ → ∞, that CFT at finite N

and λ is well-defined, and that we have no understanding of the bulk side in the latter

regime, a conventional application of AdS/CFT is to take it as a definition of quantum

gravity in the bulk.2 Furthermore, although we have followed Maldacena’s instance

of AdS/CFT correspondence here, note that statements at the level of analysis above

hold more generally in the realm of holographic gauge/gravity dualities. In general, N2

encodes the number of degrees of freedom of the boundary theory (cf. the central charge

of a CFT), and its inverse sets the strength of gravity in the bulk through the Newton

constant. With holography at hand, the search for a theory of quantum gravity thus

becomes the endeavour of first understanding the holographic dictionary when the bulk

is semiclassical, and then building our knowledge up to finite N .

The most general statement of gauge/gravity duality at our disposal, irrespective of

parameters or energy scales, is as an equivalence between bulk and boundary partition

2Were there to be found a non-perturbative string theory of quantum gravity independently of
AdS/CFT, one could use it to test AdS/CFT as a conjecture at finite N and λ. Instead, the mod-
ern perspective is to understand whatever it is that AdS/CFT gives in the bulk as defining a theory
of quantum gravity, thereby making the correspondence true by definition. This is reasonable precisely
because the large N and λ limit is known to reduce to classical gravity.
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functions,

Zbulk = Zbdy. (1.1)

Several aspects that make this equivalence more precise have been left implicit; for in-

stance, Zbulk involves boundary conditions on bulk quantum fields, which on Zbdy cor-

respond to sources of operator deformations. The main ingredient we are interested in

exploring in this thesis is the gravitational sector of Zbulk, which according to (1.1) must

somehow emerge out of the purely quantum and non-gravitating theory that defines

Zbdy. Understanding (1.1) as a path integral statement, a popular approach is to inter-

pret the gravitational degrees of freedom in Zbulk as being governed by a gravitational

path integral over geometries.

Much progress in the field in recent years stems in one form or another from this idea.

Schematically, the gravitational path integral may be written as

P(B) =

∫

∂M=B

Dg e−I[g], (1.2)

which is formally understood as a path integral over the space of all metric manifolds

(M, g) of all possible topologies subject to a fixed conformal structure at their asymp-

totic boundary ∂M = B. Here we have chosen to quote the Euclidean gravitational

path integral, but an expression analogous to (1.2) may be written for the Lorentzian

case.3 On mathematical grounds, the gravitational path integral should be regarded as a

rather formal object, given our poor understanding already of its measure. It is possible

though to make sense of (1.2) in low-dimensional models of gravity (such as Jackiw-

3Whether or not the Euclidean and Lorentzian gravitational path integrals are equivalent in some
precise sense as a Wick rotation of each other is the subject of much debate: the existence of richer
topological manifolds in Riemannian geometry seems to leave the Lorentzian version at a disadvantage
when it comes to computing certain observables.
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Teitelboim (JT) [24]) or in a semiclassical limit where it can be reduced to a saddle-point

approximation over solutions to the gravitational equations of motion. When properly

interpreted, the gravitational path integral in (1.2) constitutes the pillar of our current

understanding of holographic duality and the interplay between the geometric in the bulk

and the quantum on the boundary. In this thesis, we use the gravitational path integral

to draw lessons in the bulk from three basic properties of the boundary field theory:

entanglement, causality, and factorization.

1.2 Entanglement

Most of what we know about quantum gravity finds its origins in the gedanken lab-

oratory of black holes and the complexity of interpreting them as statistical mechanical

objects. Even before Stephen Hawking discovered that black holes evaporate [25], some

were already intrigued by the remarkable mathematical resemblance between the classical

laws of black hole mechanics and the ordinary laws of thermodynamics [26]. However,

there was still a clash between black holes and thermodynamics that made most skepti-

cal about this similarity being physical: as originally emphasised by John A. Wheeler,

throwing an entropic object into a black hole would lower the entropy of the universe

outside and violate the 2nd law of thermodynamics [27]. This motivated Jacob Beken-

stein in 1973 to generalize the 2nd law by proposing that, for black holes to be genuinely

thermodynamic, some multiple of their area should be understood as its entropy [28].

With this interpretation and using the 2nd law of black hole mechanics, he thus argued

that when an entropic objects falls into a black hole and its area increases, so would do

its entropy such that the total entropy of the universe never decreases [29].

Hawking’s imminent discovery that black holes radiate at a nonzero temperature
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provided the cornerstone for interpreting the analogies between black hole mechanics

and thermodynamics as physically meaningful. This included Bekenstein’s conjecture,

which with Hawking’s result led to a quantitative connection between entropy and area

for black holes. The upshot was the Bekenstein-Hawking entropy,

SBH =
A

4
, (1.3)

a formula giving the entropy of a black hole in terms of the area A of its horizon in Planck

units. String theory has provided successful evidence for the statistical interpretation of

SBH, suggesting that (1.3) may hold the answer to deep questions about the microscopic

structure of quantum gravity.4 More recently, with the advent of holography, it has even

been possible to elevate our understanding of the Bekenstein-Hawking entropy from a

thermodynamic to a quantum mechanical von Neumann entropy.

At the heart of this statement lies the Ryu-Takayanagi (RT) prescription [32], whose

ingenuity was to generalize the relationship between areas and entropies in quantum

gravity beyond black holes. In particular, they proposed that, for holographic theories,

the von Neumann entropy SA of a spatial boundary region A gets geometrized in the

bulk in terms of the area of a specific bulk surface. Explicitly [32, 33, 34],

SA = min
A

area A
4

, (1.4)

where the minimization is performed over all bulk codimension-2 surfaces A homologous

to A relative to ∂A, i.e., such that ∂A = ∂A in the conformally compactified spacetime.

Taking A to be a single boundary of a 2-sided black hole, (1.4) precisely reproduces

4The counting of states of long strings has been able to reproduced the characteristic area scaling of
(1.3) [30] and even its precise numerical value in certain supersymmetric cases [31].

6



Introduction Chapter 1

(1.3) with the RT surface A corresponding to the bifurcation surface. Given that such a

geometry in AdS is dual to two entangled copies of a CFT in the thermofield-double state,

we see that the RT formula grants SBH the interpretation of an entropy of entanglement

between the two boundary theories.

Though purely conjectural at its inception, a first-principles derivation of the RT

formula has by now been understood in detail: it follows from the gravitational path

integral when used to perform a bulk computation of a replica trick [35], a standard

method for obtaining von Neumann entropies in ordinary quantum field theory. As a

result, the RT prescription is a well-established and powerful entry in the holographic

dictionary. Serving as a beacon for understanding more details about the microscopic

structure of spacetime, (1.4) has been generalized to general time-dependent spacetimes

[36], and to perturbative quantum gravity to all orders in the bulk Planck constant

[37, 38]. Altogether, the RT formula and its generalizations provide a strong connection

between bulk geometry and boundary correlations, and thereby embody the modern

slogan that spacetime emerges from entanglement [39].

Importantly, that the RT formula should reproduce the results of the von Neumann

entropy for arbitrary partitions of a quantum state establishes a necessary condition

for it to be holographic, i.e., for it to admit a classical geometry as a bulk dual. Put

differently, one is led to wonder if for any entanglement structure there may possibly

exist a geometrization of it such that (1.4) applies. Very interestingly, the answer is no:

a remarkable finding from the study of holographic entanglement is that, regardless of the

theory, there exist strong constraints holographic states satisfy which general quantum

states do not [40, 41].

These constraints following from the RT formula take the form of inequalities on the

von Neumann entropy of subsystems of a quantum state. More precisely, for any positive
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integer n, the constraints for arbitrary mixed quantum states on n parties can be written

as homogeneous linear inequalities on all possible 2n − 1 nonempty subsystems. When

combined, the collection of all such n-party holographic entropy inequalities can be used

to define a polytope in the space of all subsystem entropies. The formalization of this

idea was carried out in [42], where it was shown that the resulting object parameterizing

the space of allowed entropies for holographic states is a rational polyhedral cone coined

the holographic entropy cone (HEC).

Constructing the HEC is tantamount to the formidable challenge of characterizing

relations among areas of surfaces in Riemannian manifolds subject to relative homology

conditions. Remarkably, this problem at the interface between quantum gravity and

information theory turns out to be amenable to systematic study. This is accomplished

via a graph-theoretic reformulation of the RT formula pioneered by [42], who proved that

the HEC could be equivalently defined as the space of entropies that can be realized by

the weights of minimum cuts on weighted graphs. Despite this breakthrough, the general

structure of the HEC for a general number of parties remains largely unknown, and has

only been solved explicitly for up to 5 parties [13].

Part I of this thesis is devoted to the study of the HEC. It begins in Chapter 2, which

rigorously establishes a graph-theoretic and computational framework for the study of

the HEC, providing proofs of the most basic and structurally important results about

this object. These are then used to develop two systematic approaches for finding the

facets and extreme rays of the HEC, which are illustrated by algorithmically constructing

it for 5 parties.

Having laid out the mathematical foundations of the HEC bottom-up, Chapter 3

then engages in the pursuit of a top-down derivation of it from a physical viewpoint. In

particular, we argue that the HEC can be reconstructed from more fundamental data de-
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termined solely by the subadditivity of quantum entropy, i.e., the property which states

that the entropy of a system is no larger than the sum of the subsystem entropies for any

bipartition of it. We formulate certain conjectures about graph models of holographic

entanglement, for which we provide strong evidence, and rigorously prove that they all

imply that such a reconstruction is possible. These conjectures (except only for the weak-

est) further imply that the necessary data is remarkably simple: all one needs to know

to reconstruct the HEC is the holographic extreme rays of a cone whose representation

in terms of inequalities is straightforward and simply involves subadditivity.

However, when the entropy of quantum fields across bulk RT surfaces becomes compa-

rable to their area, the RT formula is not valid anymore. Indeed, as alluded to previously,

a generalization of it accounting for quantum corrections is required, and RT is superseded

by Engelhardt-Wall’s quantum extremal surface (QES) prescription for the generalized

entropy [38]. The entropy inequalities that define the HEC are no longer satisfied once

general quantum corrections are included by employing the QES formula. Nevertheless,

the structure of the QES formula allows for a controlled study of how quantum contri-

butions from bulk entropies interplay with HEC inequalities. In Chapter 4, we initiate

an exploration of this problem by relating bulk entropy constraints to boundary entropy

inequalities. In particular, we show that requiring the bulk entropies to satisfy the HEC

inequalities implies that the boundary entropies also satisfy these. Further, we also show

that requiring the bulk entropies to obey monogamy of mutual information implies the

boundary entropies also obey this inequality. These results initiate the exciting program

of characterizing holographic entanglement in quantum regimes.
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1.3 Causality

Causality is a rather primitive property of the universe and how we perceive it. It

is generally understood as an asymmetric relation between two events, a cause and an

effect, where the former precedes and contributes to the occurrence of the latter. This

fairly general metaphysical formulation can be formalized in different ways in the physical

sciences, where the notion of causality is ubiquitous. Part II of this thesis is devoted to

exploring how causality can be used to enhance our understanding of geometric emergence

in holography not only semiclassically, but also when the bulk theory involves a genuine

gravitational path integral over spacetimes.

All sensible implementations of this primitive physical property find common ground

in Einstein’s special theory of relativity through the idea that the speed of light in the

vacuum sets a cosmic speed limit on how fast any physical interaction can propagate.

Thereby so-called relativistic theories have causality built-in as the requirement that no

superluminal signaling be allowed. This way, the trajectories followed by light rays, or

null geodesics, take the distinguished role of delineating the light cones off of any point,

which define the boundaries of the domain of influence of any physical events. Light

cones thus endow spacetime with a causal structure which determines which events may

or may not be causally connected, and a temporal (partial) order among them. In a

precise sense, in fact, a causal structure itself completely defines a spacetime metric

up to a scale function or conformal factor. This significant role that causality plays

in building spacetime will be the central idea of Chapter 5. By confronting the causal

structure of the boundary field theory with that of the bulk, we will then also ascertain

some profound lessons about the gravitational path integral in Chapter 6.

As reviewed in Section 1.2, information theoretic measures have traditionally under-
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pinned the idea that entanglement builds geometry. This has often been interpreted as

the mechanism by which geometric properties of the gravitational bulk theory are en-

coded in the dual field theory, providing a crucial entry in the holographic dictionary.

However, almost all work on metric reconstruction to date assumes settings where the

bulk theory is just one dimension higher than the boundary theory. Realistic models of

holography are not like this though: the bulk often involves extra internal dimensions

which become compact asymptotically and trivialize on the conformal boundary.5 In

other words, the conformal boundary generally misses more than one bulk dimension,

and it is then unclear how the entanglement entropy of the field theory can possibly

encode all of these.

One may argue that those extra dimensions that become compact asymptotically

simply deserve a different treatment than the extended ones where, rather than as geo-

metric degrees of freedom, they are handled as matter fields resulting from a Kaluza-Klein

dimensional reduction of spacetime. Unfortunately, such a distinction between compact

and extended dimensions is not even well-defined in general: even when spacetime asymp-

totes to a product space, there may exist no unique choice of base space in the interior

(cf. a warped geometry). Hence, while a distinction is available asymptotically, in the

interior all bulk dimensions really are locally equivalent and should be recoverable from

boundary data in the same way. The question thus remains whether entanglement alone

can possibly be responsible for the emergence of the full-dimensional bulk geometry when

the conformal boundary is just codimension 1.

At present, the answer is certainly no: RT surfaces and their generalizations are only

well understood as codimension-2 bulk objects for codimension-1 boundaries.6 We thus

5For instance, Maldacena’s most notable instance of AdS/CFT correspondence [16] has AdS5 × S5

in the bulk. The compact space S5 of such a bulk spacetime shrinks away on the conformal boundary,
which becomes just a 4-dimensional flat spacetime where the Yang-Mills theory is defined.

6In fact, for higher-codimension boundaries, it is not even clear what dimensionality the RT surfaces
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pursue an alternative approach to the reconstruction of bulk metrics which is rooted in

causality rather than entanglement. The relevant framework will be the light-cone cuts

studied earlier by [45, 46]. Light-cone cuts are defined as the intersection of the light cone

of bulk points with the conformal boundary. As [45, 46] originally showed, knowledge of

the light-cone cuts can be used to completely reconstruct the metric of the bulk spacetime

up to a conformal factor for all points in causal contact with the conformal boundary.

Crucially, for most points in the causal wedge of the conformal boundary, these light-

cone cuts are themselves obtainable intrinsically from within the boundary theory via a

strategy which exploits the singularity structure of boundary correlation functions. Their

results, however, implicitly assumed no extra bulk dimensions and thus only applied to

codimension-1 boundaries.

In Chapter 5, we generalize the approach to bulk reconstruction using light-cone

cuts and propose a prescription to obtain the full higher-dimensional metric of generic

spacetimes up to an overall conformal factor. We first extend the definition of light-cone

cuts to include information about the asymptotic compact dimensions, and show that

the full conformal metric can be recovered from these extended cuts. We then give a

prescription for obtaining these extended cuts from the dual field theory. The location of

the usual cuts can still be obtained from bulk-point singularities of correlators, and the

new information in the extended cut can be extracted by using appropriate combinations

of operators dual to Kaluza-Klein modes of the higher-dimensional bulk fields.

The second part of this thesis concludes in Chapter 6 with an incursion into the

wilderness of the gravitational path integral in a fully quantum regime beyond the semi-

classical limit. A standard implementation of causality in quantum field theory at an

algebraic level is as the requirement that local operators commute at spacelike separation.

should posses, or what asymptotic boundary conditions should be prescribed for them (see e.g. [43, 44]).
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This is known as the condition of microcausality and ensures that causally-disconnected

observables be unable to influence each other. A field theory is thus considered causal

if its operator algebra is compatible with microcausality. Now, even for holographic

theories which respect causality, the full bulk Lorentzian path integral includes metrics

that violate the boundary causal structure. In other words, there generally exist off-shell

geometries in the bulk which causally connect boundary points which would otherwise

be spacelike with respect to the boundary causal structure alone. This leads to the

following puzzle: for a causal field theory, the commutator of two local operators at

spacelike-separated points on the boundary must vanish. However, if these points are

causally related in a bulk metric, then the bulk calculation of the commutator will gener-

ically be nonzero. It would appear that the integral over all metrics of this commutator

must vanish exactly for holography to hold. This is puzzling since it must also be true

if the commutator is multiplied by any other operator. Upon a careful treatment of

boundary conditions in holography and the role played by timefolds in their calculation,

we show how the bulk path integral leads to a natural resolution of this puzzle.

1.4 Factorization

A rather trivial property of a theory involving subsystems that are completely de-

coupled is that its partition function factorizes into a product of partition functions

associated to their independent degrees of freedom. If Z(B) is the partition function of

a quantum field theory on some manifold B, it thus follows that the partition function

Z(Bm) for m identical copies of the theory on disjoint copies of B is nothing but

Z(Bm) = Z(B)m. (1.5)
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In other words, the partition function factorizes.

The Euclidean gravitational path integral is generally understood as computing a

thermal partition function, and treated as such in many computations in quantum grav-

ity or in the very definition of holographic duality in (1.1). However, our current un-

derstanding of (1.2) is in stark conflict with the factorization property from (1.5), since

generally

P(Bm) ̸= P(B)m. (1.6)

The reason for this lack of factorization of the gravitational path integral is at the same

time what makes it so interesting and puzzling: wormholes. Even when the boundary

consists of multiple connected components, as is the case for Bm, there still exist con-

nected wormhole geometries joining these in the bulk. For instance, for m = 3 and B a

circle, one would pictorially have

P(B3) = + + · · · ̸= = P(B)3

where the ellipsis refers to partially-connected wormholes and we are ignoring higher

topologies. Prima facie, the resolution of the factorization problem seems obvious: do

not include such connected topologies in the gravitational path integral. Unfortunately,

this would not be satisfactory either; one of the main lessons we have learned from re-

cent explorations of the black hole information problem is that wormholes are crucial for

restoring unitarity [47, 48, 49, 50]. In particular, wormholes contribute to the gravita-

tional computation of the von Neumann entropy and are responsible for the turn-over of

the Page curve that is required for unitarity of the process of of black hole evaporation.

Part III of this thesis delves into further consequences of the lack of factorization

14



Introduction Chapter 1

of the gravitational path integral. As recently pointed out by [51], wormholes do not

only arise in the replica trick for the von Neumann entropy, but also in the gravitational

computation of other extensive quantities. This includes the arguably most fundamental

object of a theory: the generating functional. Chapter 7 presents a novel semiclassical

prescription for the computation of generating functionals in quantum gravity which

accounts for the contribution of connected wormhole geometries. This prescription is

then put to test in a model of JT gravity coupled to conformal matter, where we find

wormhole saddles with lower action than the disconnected topologies. The stability of

these saddles (and thus the resulting generating functional) turns out to be sensitive

to an interesting subtlety in the definition of the Euclidean gravitational path integral:

whether it is obtained as a deformation of a Lorentzian theory or independently defined.

1.5 Permissions and Attributions

1. The content of Chapter 2 and Appendix A is the result of a collaboration with

David Avis [8].

2. The content of Chapter 3 and Appendix B is the result of a collaboration with

Veronika Hubeny and Massimiliano Rota [2].

3. The content of Chapter 4 is the result of a collaboration with Chris Akers and Pratik

Rath, and has previously appeared in the Journal of High Energy Physics [5]. It

is reproduced here with the permission of the International School of Advanced

Studies (SISSA): http://jhep.sissa.it/jhep/help/JHEP/CR_OA.pdf.

4. The content of Chapter 5 and Appendix C is the result of a collaboration with Gary
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It is reproduced here with the permission of the International School of Advanced
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5. The content of Chapter 6 is the result of a collaboration with Gary Horowitz,
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Venkatesa Chandrasekaran, Netta Engelhardt and Sebastian Fischetti [1].

16

http://jhep.sissa.it/jhep/help/JHEP/CR_OA.pdf
http://journals.aps.org/copyrightFAQ.html#thesis


Part I

Entanglement
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Chapter 2

Foundations and extremal structure

of the holographic entropy cone

2.1 Introduction

Although the holographic entropy cone (HEC) can be defined and viewed entirely in

a combinatorial setting, we first review its origin and importance in physics. Besides this

short description, no physics background is assumed or needed for reading the rest of

this chapter.

The tools of convex geometry have long been applied to systematically study entropy

inequalities, from those obeyed by the Shannon entropy of random variables in classical

probability distributions[52, 53, 54, 55], to the ones that the von Neumann entropy of

marginals of density matrices of quantum states satisfy [56, 57, 58, 59]. As a measure of

quantum entanglement, the study of the latter has proven to be of paramount importance

to the development of the field of quantum information theory and, more generally, to

the understanding of correlations in quantum physics [60].
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Although the finding of universal inequalities obeyed by general quantum states has

been elusive, significant progress has been made by the restriction of the domain of the

entropy function to specific subclasses of quantum states of special relevance for which

additional tools are at hand [61, 62, 63, 64, 12]. In the context of quantum gravity and

holography [16, 18], one very important such class of quantum states are those which

admit a semi-classical description in terms of a theory of gravity on a higher-dimensional

spacetime. More specifically, in such cases, the Anti-de Sitter/Conformal Field Theory

(AdS/CFT) correspondence asserts that a holographic state of the CFT, defined on a

boundary spacetime M , has a gravitational bulk dual on a spacetime M with M as its

conformal boundary, ∂M = M . In the bulk, quantum entanglement of the CFT state

acquires a geometric character which has been understood to play a fundamental role in

the very emergence of spacetime itself [39]. These findings rely on the much celebrated

Ryu-Takayanagi (RT) prescription [32, 34], according to which the von Neumann entropy

S(R) of a spatial boundary region R ⊂M is given holographically by

S(R) = min
R⊂M

area(R)

4Gℏ
, (2.1)

where G is Newton constant, ℏ is Planck constant, and the minimization is over bulk

hypersurfaces R in a time slice homologous to R relative to ∂R, i.e., subject to the

condition ∂R = ∂R. This geometric character that the von Neumann entropy acquires

in the bulk turns out to place strong constraints on the allowed entanglement structures

of holographic states. In a remarkable paper, [42] initiated a systematic exploration of

these constraints with the objective of formalizing a set of conditions on quantum states

to posses holographic duals. These were formulated as entropy inequalities satisfied by

the RT formula, defining the facets of a polyhedral cone which was coined as the HEC.
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More precisely, the HEC is a family of polyhedral cones Hn labelled by an integer n ≥

1, all related by projections from larger to smaller n. Their work laid the ground for the

finding of new results about the HEC [13, 65, 66], and also lead to further generalizations

and explorations of their methods [67, 68, 12, 11, 69, 9]. Most of these developments relied

on two remarkable results of [42]: a proof of equivalence between holographic entropies

obtained by the RT formula and minimum cuts on weighted graphs1, and the invention

of a combinatorial method to prove the validity of holographic entropy inequalities that

we will review in Section 2.4. Crucially, their graph models allow for a complete study of

the HEC from a purely combinatorial viewpoint without reference to the geometric RT

formula or quantum physics.

In this chapter we build the foundations of the HEC from its graph-theoretic charac-

terization in terms of minimum cuts in a complete graph, which is a natural generalization

of the well-studied cone of cut functions. Our main focus is on the extremal structure of

the HEC. At present no compact representation of either the extreme rays or the facets of

Hn is known and a complete explicit description is only known up to n = 5, see [42, 13].

This chapter is structured as follows. Firstly, in Section 2.2 we give a formal definition

ofHn and some basic structural results that will be needed throughout the chapter. These

include new proofs that it is full-dimensional and polyhedral. In proving the latter result,

using antichains in a lattice, we obtain a tighter bound on the size of the complete graph

needed to realize all extreme rays of Hn. We then review some basic results on the H-

and V -representations of cones and study H2 relating it to the cone of cut functions.

In Section 2.3 we discuss the extreme rays of Hn and describe some related cones that

lead to methods to compute them. This gives a simple proof that the Hn is a rational

1Intuitively, the graph provides a discrete tessellation of the manifold which encodes sufficient infor-
mation about its metric in the form of edge weights, with minimal surfaces and their areas becoming
minimum cuts and their weights, respectively – see [42].
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cone. It also allows us to give a description of H3. Following that we give a general

zero-lifting result for extreme rays. In Section 2.4 we describe valid inequalities and

facets. We begin by reviewing the proof-by-contraction method that is used for proving

validity of inequalities. In the proof we again use antichains, obtaining a reduction in the

complexity of the original method. This is followed by a discussion of zero-lifting of valid

inequalities and facets. In Section 2.5 we describe integer programs that can be used to

test membership in Hn and prove non-validity of inequalities defined over it. Many of the

results of the chapter are combined in Section 2.6, which describes two methods to derive

complete facet and extreme-ray descriptions of Hn and illustrate these on computations

of H5. There are a lot of interesting open problems related to the HEC, and some of

these are stated throughout the chapter and in the conclusion. Supplemental material,

including input and output files, integer linear programs and C code for various functions

mentioned, is available online2.

2.2 Definitions and basic results

For any positive integers k and N , let [k] = {1, 2, . . . , k}, and let KN denote the

undirected complete graph on the vertex set [N ]. The edge set EN consists of all edges

e = (i, j) between vertices i, j ∈ [N ] for every pair 1 ≤ i < j ≤ N . A weight map

w : EN → R≥0 is introduced to assign a nonnegative weight w(e) to every e ∈ EN . Any

subset W ⊆ [N ] defines a cut C(W ) as the set of all edges (i, j) with i ∈ W and j /∈ W .

Since both W and its complement define the same cut, we will normally consider cuts

where W ⊆ [N − 1], and generally exclude the empty cut. We denote by SW = ∥C(W )∥

the total weight of the cut C(W ), which is the sum of the weights of all the edges in

2http://cgm.cs.mcgill.ca/~avis/doc/HEC/HEC.html
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C(W ). Letting n = N − 1, consider the S-vector of length 2n − 1 with entries indexed

by cardinality and then lexicographically by the non-empty subsets of [n],

S = (S1, S2, . . . , Sn, S12, . . . , S12...n), (2.2)

where juxtaposition is a shorthand for the corresponding set of integers. The convex

hull of the set of all S vectors for a given N forms a cone in R2n−1. In fact, this cone is

polyhedral, its facets are the subadditivity inequalities and the submodular inequalities

are valid for it, as established independently by [70] and [71]. When the vector S is

expressed as a function of W it is known as the cut function.

The HEC is a generalization of the cone defined by the cut function. We follow [42],

but adapt its notation and terminology considerably. Instead of setting n = N − 1, we

fix some integer n ≥ 2 and consider KN for all N > n. In any such graph, we call

the vertices [n] terminals (cf. boundary regions in holography). The vertex N is called

the purifying vertex in the physics literature, but we will simply call it the sink here.

Oftentimes, these will be combined into [n;N ] = [n] ∪ {N} and collectively referred to

as extended terminals. The other vertices, if any, are called bulk vertices (cf. the bulk

spacetime).

Let I be a non-empty subset of terminals, i.e. ∅ ̸= I ⊆ [n]. We extend the definition

of S above to this new setting. For any N > n and weight map w defined on KN , we

introduce a construct which captures all the basic properties conveyed by the RT formula

in (2.1). In particular, let

SI = min
I=W∩[n]

∥C(W )∥, (2.3)

where the minimization is over all W ⊆ [N − 1]. This says that SI takes the minimum

weight over all cuts which contain precisely the terminals in I and some (possibly empty)
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subset of the bulk vertices. Note that when n = N − 1 we are minimizing over the single

subset W = I and the definition is equivalent to the one given earlier. In graph theory

terms, SI is just the capacity of the minimum-weight cut or min-cut in KN separating I

from [n;N ] \ I. By the duality of cuts and flows, an equivalent definition is to let SI be

the value of the maximum flow between multiple-sources I and multiple-sinks [n;N ] \ I

in KN . The max flow problems are structurally different for each I but nevertheless give

an efficient method of computing the SI .

We form an S-vector from (2.3) of the form of (2.2) as we did previously, and say

that w realizes S in KN or, more compactly, that (S,w) is a valid pair.

Definition 2.1. The holographic entropy cone on n terminals is defined as

Hn = {S ∈ R2n−1 : (S,w) is a valid pair for some N and w}. (2.4)

It follows from (2.3) that for any λ > 0, (S,w) is a valid pair for Hn if and only

if (λS, λw) is, so Hn is a cone. In fact it is full-dimensional. The proof employs S-

vectors arising from Kn+2 with all edges of zero weight except possibly edges (i, n + 1)

for i ∈ [n;N ]. We call these star graphs and exhibit a family of 2n − 1 of them giving

linearly independent S-vectors.

Proposition 2.1. Hn is a cone of dimension 2n − 1.

Proof. For each ∅ ̸= J ⊆ [n], define a weighted star graph where the nonzero edge

weights are3

wi = 1, ∀ i ∈ J and wN =





1 if |J | = 1,

|J | − 1 otherwise.

(2.5)

3This class of star graphs were inspired by a construction of [68].
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For every n ≥ 2, their respective S-vectors SJ can be easily seen to be given by

SJI = |I ∩ J | − δ(I, J), δ(I, J) =





1 if |J | ≥ 2 and I ⊇ J,

0 otherwise.

(2.6)

Using them as row vectors, we construct square matrices An. For example,

A2 =




1

1

12

1

2

0 1

1 1 1 12

0 1 1 2




A3 =




1

1

2

0

12

1

13

1

23

0

12
3

1

3

0 1

0 1 1 0 1 1 0 2

1 1 1 1 1 1 0 12

1 0 1 1 1 1 1 13

0 1 1 1 1 1 1 23

1 1 2 2 2 2 1 123

0 0 0 1 1 1 1 3




· · · An+1 =




I

Bn

I
∪ {
n
+
1}

Cn

{n
+
1}

c J

Dn En ... J ∪ {n+ 1}

d . . . · {n+ 1}




(2.7)

where the general sketch partitions An+1 into four square matrices Bn, Cn, Dn and En,

of size 2n − 1, a final column c, and a final row d. Note that the rows and columns have

been permuted from their usual ordering for subsets of [n+ 1]. Here, labels ∅ ̸= I ⊆ [n]

go first, then those of the form I ∪ {n + 1}, and {n + 1} last (cf. the block forms in

(2.7)). We prove by induction on n that det(An) = (−1)n+1. This is immediate for

n = 2. Matrix Bn in An+1 is just An reordered as described above. Since we perform

the same reordering for rows as for columns the determinant sign is unchanged, so by

the induction hypothesis det(Bn) = (−1)n+1. As the rows of Bn and Cn are indexed by

J ̸∋ n + 1, we have Cn = Bn. Additionally, one easily verifies that in c the first 2n − 1
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entries are 0 and the rest are 1. Row d has the same pattern.

We now make a comparison between entries in column I ̸∋ n + 1 of Dn and column

I ∪ {n + 1} of En. Consider the diagonal elements of each. For row J , in Dn we have

column I = J \ {n+ 1} and so SJI = |I| = |J | − 1. In En the column label is also J and

since |J | ≥ 2 we have δ(I, J) = 1 and so SJI = |J | − 1. Hence the diagonals are identical.

Now consider the elements below them. For Dn each row index J contains n+1 but none

of its column indices do, so SJI = |I ∩ J |. In En the same applies but the intersection

now includes n + 1, so the corresponding entry is always bigger by one. These facts are

illustrated by the coloured entries in A3.

We now subtract the first 2n− 1 columns of An+1 from the next 2n− 1 columns, then

subtract c from each of these columns also, obtaining

An+1 =




Bn Bn 0

Dn En 1

0 1 1




−→ Ãn+1 =




Bn 0 0

Dn En −Dn − 1 1

0 0 1



. (2.8)

Here 0 and 1 respectively denote all-0 or all-1 matrices of suitable size. In the resulting

Ãn+1, notice that En −Dn − 1 is an upper triangular matrix with all diagonal elements

equal to −1. Recalling that det(Bn) = (−1)n+1, we have det(An+1) = det
(
Ãn+1

)
=

(−1)n+2, as desired.

We will show in the following sections that Hn is also convex, polyhedral and rational.

One important basic property the S-vectors do not possess is monotonicity, as can be

seen by examples in Appendix A.1.2.
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2.2.1 Polyhedrality of the HEC

In general, there may be more than one min-cut W for each ∅ ̸= I ⊆ [n] achieving

the minimum in (2.3). Among these, let WI denote one which is minimal under set

inclusion. We call WI a minimal min-cut for I and have SI = ∥C(WI)∥. The following

basic theorem shows that these are unique and builds on results from Lemma 6 of [72],

and Theorems 3.1 and 3.2 of [9].

Theorem 2.1. For positive integers n < N , consider a weighted complete graph KN with

terminal set [n]. Let WI and WJ be minimal min-cuts for ∅ ̸= I, J ⊆ [n]. Then:

(a) Each I ⊆ [n] has a unique minimal min-cut WI .

(b) I ⊆ J ⇐⇒ WI ⊆ WJ .

(c) I ∩ J = ∅ ⇐⇒ WI ∩WJ = ∅.

(d) If m =
∣∣∪I⊆[n]WI

∣∣, then all minimal min-cuts can be represented in a weighted

Km+1.

Proof.

(a) SupposeW andW ′ are minimal min-cuts for I. Submodularity of the cut function

gives

∥C(W )∥+ ∥C(W ′)∥ ≥ ∥C(W ∪W ′)∥+ ∥C(W ∩W ′)∥. (2.9)

Clearly, W ∪W ′ and W ∩W ′ are cuts for I. Since W and W ′ are additionally

min-cuts,

∥C(W ∪W ′)∥ ≥ ∥C(W )∥, ∥C(W ∩W ′)∥ ≥ ∥C(W ′)∥, (2.10)
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thereby turning all inequalities above into equations. Hence W ∩W ′ is a min-cut

and, as an intersection of minimal ones, minimal as well. It must thus be the case

that W = W ′ = WI .

(b) First assume that WI ⊆ WJ . Since WI and WJ are cuts for I and J respectively,

we haveWI∩ [n] = I andWJ∩ [n] = J . AsWI ⊆ WJ , we haveWI∩ [n] ⊆ WJ∩ [n].

Hence I ⊆ J .

Now assume that I ⊆ J . Again, as min-cuts, WI ∩ [n] = I and WJ ∩ [n] = J ,

and therefore (WI ∩ WJ) ∩ [n] = I and (WI ∪ WJ) ∩ [n] = J . This means

WI ∩WJ and WI ∪WJ are respectively cuts for I and J . Then submodularity

and minimality, applied to W = WJ and W ′ = WI as in the proof of (a) above,

imply WI ∩WJ = WI , which proves the claim.

(c) By the definitions, WI ∩WJ = ∅ implies that I ∩ J = ∅.

For the converse, suppose that I ∩ J = ∅ and that there exists a vertex x ∈

WI ∩ WJ . Let a, b and c be the total weight of edges from x to, respectively,

WI \WJ , WJ \WI and [N ] \ (WI ∪WJ). Since WI is a min-cut, a > b + c, for

otherwise we could remove x from WI without increasing the weight of the cut.

Similarly, by considering WJ , we have b > a+c. As edge weights are nonnegative,

this gives the desired contradiction.

(d) Firstly, we renumber the vertices n + 1, . . . , N in KN so that vertices [m] cover

all of the vertices in the union of the WI . In Km+1 we will let m + 1 take the

role of the sink N and adjust weights as follows. We leave the edge weights

unchanged between edges with both endpoints in [m]. For i ≤ m we give edge

(i,m + 1) the weight corresponding to the sum of the weights of all edges (i, j)
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with j = m + 1, . . . , N . It is easy to verify that the weights of the min-cuts WI

are preserved: if a smaller weight cut for a terminal set I existed in Km+1, then

it could be reproduced in the original KN , a contradiction.

Unfortunately, part (b) above does not generalize to the intersection of three or more

sets. A simple example is given by the K5 star graph with unit weights for the 3 terminal

edges and zero for the sink edge. In particular, the intersection of the three pairs of

terminals is of course empty, but the intersection of their minimal min-cuts is not as it

contains the bulk vertex.

Each S-vector is realized in KN for some N , and we are interested in the smallest

such N . More generally, for a given n, is there a smallest integer m(n) such that all

S-vectors on [n] can be realized in Km(n)? The answer is yes and this was proved by [42]

(Lemma 6) who obtained m(n) ≤ 22
n−1. A tighter bound can be obtained from Theorem

2.1 as follows.

Let Booln denote the Boolean lattice of all subsets of [n] ordered under inclusion. A

family of subsets of [n], I ∈ Booln, is an upper set if for each I ∈ I and J ⊆ [n] that

contains I we have J ∈ I. We call I pairwise intersecting if each pair of its constituent

subsets has a non-empty intersection. If I is the empty set or consists of a singleton, we

consider I to be pairwise intersecting. An antichain in Booln is a collection of subsets

of [n] which are pairwise incomparable, i.e. none of them is contained in any of the

others. Notice that the minimal elements of any upper set form an antichain and that

two non-empty antichains pairwise-intersect if and only if their upper sets do. Let M(n)

denote the number of antichains in Booln which are pairwise intersecting. We can use

this value to bound m(n) as follows:
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Corollary 2.1. For n ≥ 2, every S-vector for n terminals can be realized in Km(n), where

m(n) ≤M(n). (2.11)

Proof. We first sketch the argument in [42] for their upper bound on m(n). Suppose a

given S-vector on n terminals can be realized in a weighted KN , for some given N . For

I ⊆ [n], WI partitions the vertex set [N ] of KN into two subsets. If we intersect these by

WJ , for some I ̸= J ⊆ [n], we get 4 subsets, some possibly empty. After repeating for all

2n − 1 non-empty subsets of [n] we obtain a partition of [N ] into 22
n−1 subsets, many of

which may be empty. However, in each of the non-empty subsets, the vertices of KN may

be merged into a single vertex by combining edge weights (cf. Theorem 2.1(d)). This

new complete graph has at most 22
n−1 vertices and realizes the same min-cut weights as

before, giving their result.

To improve this bound we use Theorem 2.1. For a setW ⊆ [N ], denote its complement

by W ∁ = [N ] \W . Any atom in the partition just described is formed by splitting the

non-empty subsets of [n] into two disjoint, spanning families I and J , and taking the

intersection
⋂

I∈I

WI ∩
⋂

J∈J

W ∁
J . (2.12)

Suppose this intersection is non-empty. Theorem 2.1(c) implies that I is pairwise inter-

secting, for otherwise the left intersection in (2.12) is empty. In particular, this implies

that both a subset and its complement cannot be in I. In addition, one can show that

I must either be empty or an upper set in Booln as follows. If I = ∅, then (2.12) is in

fact never empty because it will always contain vertex N . As for I ̸= ∅, consider two

subsets I ⊂ K ⊆ [n] and suppose I ∈ I is non-empty. We have by Theorem 2.1(b) that

WI ⊆ WK and so WI ∩W ∁
K = ∅, implying that if K ∈ J , then (2.12) is empty. As a
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result, either I = ∅ or I must be a pairwise intersecting upper set in Booln, with J

containing all other non-empty subsets of [n].

Because empty atoms from (2.12) do not contribute to min-cut weights, it follows that

when considering S-vectors we need only be concerned with pairwise intersecting upper

sets I in Booln and I = ∅. As described above, the upper sets can be equivalently

enumerated as the number of pairwise intersecting antichains in Booln. Since M(n)

counts their number, we conclude that all S-vectors with n terminals can be realized in

KM(n).

We have the following reasonably tight asymptotic bounds on M(n). Let M̄(n) be

the total number of antichains in Booln. Then,

(
n

⌊n
2
⌋+ 1

)
< log2M(n) < log2 M̄(n) ∼

(
n

⌊n
2
⌋

)
∼ 2n+1

√
2πn

. (2.13)

The asymptotic upper bound on M̄(n) is due to [73]. The lower bound can be obtained

by considering all subsets of [n] of size ⌊n/2⌋ + 1. Each pair of such subsets intersects

and none can properly contain another. So any collection of these subsets forms an

intersecting antichain. While we do not know of tighter asymptotic bounds for M(n),

exact values are known [74]4 for 1 ≤ n ≤ 8:

2, 4, 12, 81, 2646, 1422564, 229809982112, 423295099074735261880. (2.14)

However, it seems that M(n) is a very poor upper bound on m(n). For example, data

for 1 ≤ n ≤ 4 shows that m(n) = 2, 3, 5, 6 – see Section 2.5 for more details.

Problem 2.1. Find tighter bounds on m(n). In particular, does log2m(n) admit an

4M(n) is entry n+ 1 in Proposition 1.2 of [74].
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upper bound that is polynomial in n?

Definition 2.1 suggests the following family of cones, which are useful in proving the

polyhedrality of Hn. For any pair of integers n and N such that 2 ≤ n+1 ≤ N , consider

HN,n = conv {S ∈ R2n−1 : nonnegative weighted KN s.t. S satisfies (2.3)}. (2.15)

This is a generalization of the cone defined by the cut functions, which corresponds to

the specific case n = N − 1. Without the convex hull operator in (2.15), HN,n would not

be convex in general, as shown by example in Appendix A.2. An important property

of HN,n is that it is naturally invariant under the action of the symmetric group Symn

which permutes the elements of the set [n]. In fact, HN,n enjoys a larger symmetry group:

it is symmetric under permutations of vertices in the extended terminal set [n;N ]. The

permutations of KN under Symn+1 yield S-vectors (2.2) which are related by the simple

fact that C(W ) = C(W ∁). Similarly, in an undirected graph any min-cut is insensitive

to the exchange of its sources and sinks. When talking about symmetries under Symn+1,

it is thus convenient to identify S[n;N ]\I = SI .

It is easy to see that in general HN,n ⊆ HN+1,n, since an additional bulk vertex can

always be added to KN with all edges containing it of weight zero. We are now able to

prove that Hn is a convex polyhedral cone:

Corollary 2.2. For any n ≥ 1, Hn is a convex, polyhedral cone given by Hn = Hm(n),n.

Proof. Firstly, suppose S ∈ Hn. Then for some N and weight set w the pair (S,w)

satisfies (2.3) and so S ∈ HN,n ⊆ Hn. Conversely, suppose S is in the convex hull of

extreme rays of Hn. Each of these rays can be realized in a weighted KN for some

N ≤ m(n). For a specific conical combination of extreme rays giving S, consider the
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graph obtained by identifying all of their associated graphs at their terminal vertices, each

with its edge weights multiplied by the coefficient in the associated conical combination.

This graph clearly still realizes S,5 and can be thought of as a KN for some large but

finite N with many zero-weight edges omitted. However, the bound on N in Corollary

2.1 guarantees that by merging vertices this graph can be reduced to one with N ≤ m(n),

thus proving convexity.

Of course, Hn inherits the Symn+1 symmetry discussed above. As a result, when

considering the extremal structure of Hn, we will only specify single representatives of

symmetry orbits under Symn+1.

Almost nothing is known about the complexity of computational problems related to

Hn.

Problem 2.2. Given a vector q ∈ Z2n−1, what is the complexity of deciding if q ∈ Hn?

What is the complexity of deciding whether qx ≥ 0 is satisfied for all x ∈ Hn?

2.2.2 Representations of the HEC

A basic result of polyhedral geometry is that any polyhedral cone C can be represented

by a non-redundant set of facet-defining inequalities, which we can write as Ax ≥ 0 for

a suitably dimensioned matrix A and variables x, and is called an H-representation.

One can also represent C by a non-redundant list E of its extreme rays, such that

C = conv{E}, which is called a V -representation. Both representations are unique

up to row scaling. In this chapter we are concerned with computing the H- and V -

5This is basically the statement that any flow network problem with multiple source/sink vertices
can be equivalently reformulated in terms of a single supersource/supersink vertex connected to each of
the sources/sinks with edges of infinite capacity. In our case, however, it is preferable to simply merge
together terminals of the same type into a single “superterminal”, rather than having unnecessary
infinite-weight edges.
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representations ofHn. Normally, for cones (or polyhedra) arising in discrete optimization,

we have available one or the other of the representations. However, this is not the case

for Hn. To proceed we will initially try to find both valid inequalities for C, which are

those satisfied by all rays in C, and to find feasible rays of C. A set of valid inequalities

forms an outer approximation of Hn and a set of valid rays forms an inner approximation.

The following well known basic result shows when such sets respectively constitute an

H- and V -representation.

Proposition 2.2. For a given polyhedral cone C, let Ax ≥ 0 be a non-redundant set of

valid inequalities and let E be a non-redundant set of feasible rays. Then:

(a) An extreme ray of Ax ≥ 0 is an extreme ray of C if it is feasible for C.

(b) A facet of conv{E} is a facet of C if it is valid for C.

(c) E is precisely the set of extreme rays of Ax ≥ 0 if and only if they respectively

constitute V - and H-representations of C.

Parts (a) and (b) lead to a kind of bootstrapping process which terminates once (c)

can be applied. This is described in detail in Section 2.6, but to illustrate we now look

at some small values of n.

For n = 1, the S-vectors are the nonnegative real numbers. There is one facet S1 ≥ 0

and one extreme ray with S1 = 1, and Proposition 2.2(c) is readily verified. Notice that

this simple n = 1 extreme ray can be represented in K2 with the single edge (1, 2) having

weight 1. More generally, any KN where two distinct singletons i, j ∈ [n;N ] share a

unit-weight edge and all other weights are zero will be called an (i, j) Bell pair. The

S-vector of such a Bell pair has nonzero SI = 1 if and only if either i ∈ I or j ∈ I, but

not both.
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For n = 2 we have S = (S1, S2, S12) and a valid inequality S1+S2 ≥ S12. This follows

since the union of cuts for two terminals i, j ∈ [n;N ] is always a cut for the union of the

two terminals {i, j}. Hence the latter’s min-cut cannot have larger weight than the sum

of the weights of the two other cuts. The full orbit of S1+S2 ≥ S12 contains S1+S12 ≥ S2

and S12 + S2 ≥ S1. All three are related by the S3 symmetry of permutations of [2;N ]

and the identification of S[2;N ]\I = SI for all I ⊆ [2;N ]. In the context of information

theory, the first one is known as subadditivity (SA), while the latter two are called the

Araki-Lieb inequalities.

Subadditivity generalizes to a valid inequality for any disjoint, non-empty subsets of

terminals I, J with I ∪ J ⊂ [n;N ] to give

SA: SI + SJ ≥ SIJ . (2.16)

We exclude I∪J = [n;N ] since in this case SA reduces to nonnegativity. Every inequality

in the enlarged symmetry orbit Symn+1 of (2.16) clearly remains valid. For any disjoint

subsets of terminals I, J ⊆ [n;N ], those of Araki-Lieb type take the form SI+SI∪J ≥ SJ .

The qualitative difference between SA and Araki-Lieb is that in the former the disjoint

subsets I, J ⊆ [n;N ] do not contain the sink, whereas in the latter one of them does,

and whenever N ∈ I ⊆ [n;N ] one identifies SI = S[n;N ]\I . For future convenience, we

introduce

qI:JS = SI + SJ − SIJ , (2.17)

known as the mutual information in the physics community. This way, SA corresponds

to the nonnegativity of the mutual information qI:JS ≥ 0.

Proceeding as suggested by Proposition 2.2(a), we can compute the extreme rays

arising from (2.16) by the action of Sym3, together with the 3 nonnegativity inequalities
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(in fact, the latter are redundant and can be ignored). Doing so we obtain 3 extreme

rays related by symmetry, of which one is S = (1, 1, 0). This can be represented in K3

by a (1, 2) Bell pair. Obviously, this can also be obtained from the (1, 2) Bell pair for

n = 1 in K2 by adding a new vertex with all edge weights to it zero. This is a process

called a zero-lifting of extreme rays and which we discuss in detail in Section 2.3.2. So if

we let E be the set of 3 output rays and Ax ≥ 0 be the 3 SA inequalities we are again

done by Proposition 2.2(c).

2.3 Extreme rays

In this section we introduce a lifting of HN,n to a cone for which we can explicitly

write an H-representation. Computing the extreme rays of this cone and then making a

projection allow us to compute a superset of the extreme rays of HN,n. We also describe

a zero-lifting operation, which allows known extreme rays for S-vectors defined on n

terminals to generate extreme rays for those defined on n+ 1 terminals.

2.3.1 A lifting of the HEC

For integers n and N such that 3 ≤ n + 1 ≤ N , consider the following system of

inequalities whose variables are the S-vector entries SI and the edge weights w(e) of KN :

SI ≤ ∥C(W )∥, ∀ W ⊆ [N − 1], ∅ ̸= I ⊆ [n] s.t. I = W ∩ [n], (2.18a)

w(e) ≥ 0, ∀ e ∈ EN . (2.18b)
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Note that for each cut C(W ) there is precisely one I such that I = W ∩ [n]. Since we are

excluding the case I = ∅, this implies that (2.18a) contains 2N−1 − 2N−n−1 inequalities.

There are an additional N(N − 1)/2 nonnegative inequalities from (2.18b). Since each

∥C(W )∥ is just a sum of weights w(e) for every e ∈ C(W ), together with the 2n − 1

variables SI , there are a total ofMN,n = 2n−1+N(N−1)/2 variables involved in (2.18).

Let (S,w) denote a vector of length MN,n representing these variables.

Definition 2.2. The cone PN,n denotes the set of all (S,w) satisfying (2.18).

Since PN,n is given explicitly by (2.18), it is a rational cone. Note that the variables

SI in PN,n are not bounded from below. One could add the inequalities SI ≥ 0 but this

greatly increases the complexity of the cone, as explained below.

The cones HN,n and PN,n cannot be directly compared, since they are defined in

different spaces. So we first define a lifting of HN,n by

H+
N,n = conv {(S,w) ∈ PN,n : S ∈ HN,n}. (2.19)

which is by definition a subset of PN,n and whose projection onto the S coordinates is

HN,n. We similarly defineH+
n . An example in Appendix A.2 shows thatH+

N,n is in general

non-convex without the convex hull operator. It is easy to see that PN,n contains MN,n

trivial extreme rays. These are formed by setting either one SI = −1 or one w(e) = 1,

and all other variables zero.

The non-trivial extreme rays of PN,n include all extreme rays of HN,n, as we now

show:

Theorem 2.2.

(a) If (S,w) is a non-trivial extreme ray of PN,n, then S ∈ HN,n.
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(b) If S is an extreme ray of HN,n, then there is a weight vector w such that (S,w) is

a non-trivial extreme ray of PN,n.

Proof.

(a) Suppose that (S,w) defines a non-trivial extreme ray of PN,n. Then there must

be a set of at least MN,n − 1 inequalities in (2.18) satisfied as equations whose

solutions have the form λ(S,w), with λ ≥ 0. Each SI must be present in at least

one of these equations or else it could be increased independently of the others and

the resulting vector (S ′, w) would still be a solution of the equations but not of

that form. This in turn implies that S satisfies (2.3) for the given weight function

w. Hence S ∈ HN,n.

(b) Suppose S is an extreme ray of HN,n. Since S satisfies (2.3), all of its values are

nonnegative and there must exist a corresponding weight assignment w̄. We now

define a face F of PN,n by intersecting it with the hyperplanes

SI = ∥C(W )∥, ∀ W achieving the minimum in (2.3), (2.20a)

w(e) = 0, ∀ e ∈ EN s.t. w̄(e) = 0. (2.20b)

Each SI appears in at least one equation. F is defined by a set of extreme

rays of PN,n but none of these can be a trivial ray of the type SI = −1 since

SI = ∥C(W )∥ ≥ 0. There may be a trivial extreme ray of the type w(e) = 1 as

long as w̄(e) ̸= 0 and the edge e does not appear in any of the cuts C(W ) in the

system of hyperplanes. Suppose that there are s of these and write each of them

as 1e. Also, denote the non-trivial extreme rays of PN,n that lie on F by (Si, wi),

with i ∈ [t]. From part (a) above, we have that Si ∈ HN,n for all i ∈ [t]. Writing
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(S,w) as a conical combination of the extreme rays that define F ,

(S,w) =
t∑

i=1

λi(S
i, wi) +

s∑

j=1

µj1ej , λi, µj ≥ 0, (2.21)

we deduce that S =
∑t

i=1 λiS
i. Since S is an extreme ray of HN,n it follows that

S = Si for all i for which λi > 0. For each such i, (S,wi) is a non-trivial extreme

ray of PN,n.

It was initially hoped that non-trivial extreme rays of PN,n would project to extreme

rays of HN,n, but an example in Appendix A.2 show that this is not the case. Also, a

direct projection of PN,n onto its S coordinates does not give HN,n. For any given values

of the S coordinates, a feasible solution to inequalities (2.18) can be obtained by choosing

any suitably large w coordinates. Hence the projection is simply the whole space R2n−1.

Nevertheless, we do obtain a method in principle for obtaining a complete description of

Hn:

Corollary 2.3. A V -description of Hn can be obtained by computing the extreme rays

(S,w) of Pm(n),n, projecting to the S coordinates, and removing both the trivial and the

redundant rays.

Proof. By Theorem 2.2(b) every extreme ray S ∈ Hm(n),n appears in some non-trivial

extreme ray (S,w) of Pm(n),n. Projecting the latter to the S coordinates produces all

extreme rays of Hm(n),n. Redundant rays can be removed by linear programming. Since

Hn = Hm(n),n, the result follows by Corollary 2.2.

Since Pm(n),n is a rational cone, as remarked earlier, it follows that Hn is also. This

fact, proven in Proposition 7 of [42] by a different technique, means extreme rays and
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facets always admit integral representations. With our current upper bound on m(n) the

computation is impractical except for small values of n. It does not help here to include

the extra inequalities SI ≥ 0 because this introduces a large number of new extreme rays

(S,w) of PN,n which are not valid pairs. For example, while P6,4 has 50 extreme rays of

which 15 are trivial, adding nonnegativity yields 49915 extreme rays, all but 35 of which

do not yield valid (S,w) pairs. A computationally lighter method to test whether a given

S-vector is realizable is as follows:

Theorem 2.3. If S̄ ∈ HN,n, then there is a weight vector w̄ such that (S̄, w̄) is a vertex

of the polyhedron Q defined as the intersection of PN,n and the hyperplanes S = S̄.6

Proof. First we suppose that S̄ ∈ HN,n. Then there exists a weight vector w̄ for KN that

realizes S̄. By construction (S̄, w̄) is contained in Q and so Q is non-empty. Since all

components of S in Q are fixed, Q is a possibly unbounded polyhedron with vertices of

the form (S̄, w) and possibly additional extreme rays of the form 1ej for edges ej that do

not appear in any minimum-weight cut W obeying W ∩ [n] = I and ∥C(W )∥ = SI . We

can write

(S̄, w̄) =
t∑

i=1

λi (S̄, w
i),

t∑

i=1

λi = 1, λi ≥ 0, (2.22)

for a set of t vertices (S̄, wi) of Q. For a cut W in KN , let
∥∥C̄(W )

∥∥ and ∥Ci(W )∥ denote

its weight using w̄ and wi, respectively. Since w̄ is a realization of S̄, for each ∅ ̸= I ⊆ [n]

there exists a min-cut WI such that S̄I = C̄(WI). Now, by (2.22) and the linearity of the

cut weight function,

∥∥C̄(WI)
∥∥ =

t∑

i=1

λi
∥∥Ci(WI)

∥∥,
t∑

i=1

λi = 1, λi ≥ 0. (2.23)

6The converse of this is false, as Q generally has many vertices (S̄, w) for which w does not realize S̄.
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Hence by (2.18a) we must also have S̄I = ∥Ci(WI)∥ for all i ∈ [t]. It follows that each

(S̄, wi) is a vertex of Q representing S̄.

We now show how these theorems can help in determining the extremal structure

of H3. For example, we can compute the extreme rays of P5,3, project onto the S-

coordinates, delete the trivial rays and remove redundancy, getting a V -representation of

H5,3. It contains 17 extreme rays in 7 dimensions. The H-representation of H5,3 is easy

to compute and contains 7 facets. One facet is new and the other 6 are SA inequalities:

Si + Sj ≥ Sij, i ̸= j ∈ [3;N ], (2.24)

where N is the sink and we recall that S[3;N ]\I = SI . Earlier we saw that for n = 2 there

is one SA orbit of 3 facets: S1 + S2 ≥ S12, S1 + S12 ≥ S2, and S12 + S2 ≥ S1. Although

the first one remains a facet of the form of (2.24) for n = 3, the other two do not, which

may seem surprising. We return to this in Section 2.4.2 when discussing the lifting of

facets (see Proposition 2.8).

The cone H5,3 has one new facet which is inequality (2.28) below. If we can prove

this is valid for H3 then, by Proposition 2.2(c), we will have complete H- and V -

representations. How to prove validity of an inequality is discussed in Section 2.4.

2.3.2 Zero-lifting extreme rays

Extreme rays for PN,n remain extremal for larger values of N as the following result

describes:

Proposition 2.3. If (S,w) is an extreme ray of PN,n, then, by adding suitably many new

weight coordinates set to zero, it is an extreme ray (S,w′) of PN ′,n for every N ′ > N .

Hence PN,n is a projection of PN ′,n.
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Proof. Let (S,w) define an extreme ray of PN,n and consider the base graph KN+1. We

extend the weight vector w by adding N new coordinates to get a vector w′ of length

(N + 1)N/2. We set w′(i, j) = w(i, j) for 1 ≤ i < j < N and w′(i, N + 1) = w(i, N)

for 1 ≤ i < N . All edges containing vertex N receive weight zero in w′, and vertex

N + 1 is the new sink. Since N is now a bulk vertex, it may participate in a cut

W , but since ∥C(W )∥ = ∥C(W ∪ {N})∥, it will never change its total weight. Hence

(S,w′) ∈ PN+1,n. Since (S,w) defines an extreme ray of PN,n we can choose MN,n − 1

inequalities in (2.18) which, when satisfied as equations, have solutions in PN,n of the

form λ(S,w) with λ ≥ 0. To these equations we add the N equations w(i, N) = 0.

The resulting system has solutions in PN+1,n of the form λ(S,w′) with λ ≥ 0, and the

extremality of the ray defined by (S,w′) follows.

Extreme rays can also be preserved under the addition of new terminal vertices as

follows. Given (S,w) ∈ PN,n, we define its zero-lift as the vector (S ′, w′) ∈ PN+1,n+1,

where S ′ has dimension 2n+1 − 1 and w′ has dimension (N + 1)N/2, by

S ′
{n+1} = 0, S ′

I∪{n+1} = S ′
I = SI , ∅ ̸= I ⊆ [n], (2.25a)

w′(i, n+ 1) = 0, i ∈ [n], w′(i, j) = w(i, j), 1 ≤ i < j ≤ N. (2.25b)

Similarly, S ′ ∈ HN+1,n+1 above defines the zero-lift of the given S ∈ HN,n. A vector x

that satisfies an inequality qx ≥ 0 as an equation is called a root of that inequality.

Proposition 2.4. If (S,w) is an extreme ray of PN,n, then its zero-lift (S ′, w′) is an

extreme ray of PN+1,n+1.

Proof. Let (S,w) define an extreme ray of PN,n. For each ∅ ̸= I ⊆ [n] choose an

inequality from (2.18a) for which it is a root. These are linearly independent inequalities
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since the SI coordinates define minus the identity matrix. To these inequalities add all

those from (2.18b) for which (S,w) is a root. Since (S,w) is an extreme ray we have

a linearly independent set of 2n + N(N − 1)/2 − 2 such inequalities. Call this system

L. We now add terminal n + 1 and define S ′ and w′ as above. It is easy to verify that

(S ′, w′) ∈ PN+1,n+1. Note PN+1,n+1 has 2n + N more dimensions than PN,n and we will

augment L by this many linearly independent inequalities. Firstly, for each ∅ ̸= I ⊆ [n]

the inequality previously chosen will also be satisfied as an equation when I is replaced by

I ∪ {n+ 1}. This gives an additional 2n − 1 inequalities which are linearly independent

from the others in L since the new variables SI∪{n+1} again form minus the identity

matrix. To these we add N equations w(i, n + 1) = 0 for 1 ≤ i ≤ n and the equation

S{n+1} = ∥C({n+ 1})∥. This gives L the required number of tight linearly independent

constraints. By construction, their solution is λ(S ′, w′) with λ ≥ 0, which proves that

(S ′, w′) defines an extreme ray of PN+1,n+1.

Proposition 2.5. If S is an extreme ray of Hn, then its zero-lift S ′ is an extreme ray of

Hn+1. Hence Hn is a projection of Hn+1.

Proof. If S is an extreme ray of Hn, then it is a root of a linearly independent set of

2n−2 of its facet inequalities. Clearly S ′ is also a root of these inequalities. Additionally,

S ′ is a root of the following 2n − 1 instances of SA,

S ′
I + S ′

{n+1} ≥ S ′
I∪{n+1}, (2.26)

for all ∅ ̸= I ⊆ [n], and also obeys S ′
{n+1} = 0. This gives 2n more equations which

are linearly independent and are also independent of the former 2n − 2 because they

independently involve the new, distinct variables S ′
I∪{n+1} for every I ⊆ [n]. Since S ′

satisfies 2n+1−2 independent valid inequalities as equations, it is an extreme ray of Hn+1
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by Proposition 2.2(a).

To illustrate the use of the results in this subsection we consider the case n = 4. If

we compute P6,4 and remove the trivial rays we have 35 extreme rays. When we project

onto the 15 coordinates SI and remove redundancy, there remain 20 extreme rays. Only

5 of these are new, whereas the other 15 come from zero-lifts of the two extreme-ray

classes that define H3. The convex hull of this set is bounded by 20 facets that are

examples of what is called zero-lifting from the two facet classes for H3. We will define

this process and prove that it preserves validity and facets in Section 2.4.2. By this result

and Proposition 2.2(c) we have obtained the H- and V -representations of H4.

2.4 Valid inequalities and facets

As remarked in Section 2.2, there is no general explicit H-representation known for

Hn, although it can in principle be computed by using the method of Corollary 2.3 and

then converting the resulting V -representation into an H-representation. In Section 2.5

we give an integer linear program (ILP) for testing whether an inequality is valid over

Hn or not. However, to prove validity would require solving an ILP whose size depends

on m(n) and so is impractical with current bounds. The main result of this section is

a tractable method known as proof by contraction to prove inequalities valid for Hn.

By exhibiting the required number of extreme rays it is then possible to prove they are

facets.

A general inequality qS ≥ 0 over Hn is specified by a vector q ∈ R2n−1. LetK ⊆ [n] be

the subset of terminals appearing in it, i.e. i ∈ K if and only if qI ̸= 0 for some I ∋ i. If

|K| < n, one can turn it into an inequality over H|K| by relabelling terminals K → [ |K|],

if necessary. We say that an inequality over Hn is in canonical form if |K| = n, and write
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it canonically as
L∑

l=1

αlSIl ≥
R∑

r=1

βrSJr , (2.27)

where L and R are respectively the number of positive and negative entries in the vector

q, and for all l ∈ [L] and r ∈ [R], the coefficients αl, βr > 0 and the sets Il, Jr ⊆ [n] are

distinct and non-empty. Because Hn is a rational cone, the normalization of (2.27) of

any inequality of interest is always set such that all coefficients αl, βr > 0 are together

coprime integers.

At the end of Section 2.2.2 we discussed the cases n = 1, 2. Recall that H1 is 1-

dimensional and corresponds to a nonnegative half-line. Its only facet is S1 ≥ 0, which

trivially follows from nonnegativity of the weights in (2.15). For n = 2, we saw that the

resulting 3-dimensional cone H2 is a simplex bounded by the 3 facets in the symmetry

orbit of the SA inequality (2.16). We discussed H3 at the end of Sections 2.3.1 and 2.3.2.

Apart from the SA orbit, containing 6 facet inequalities, an additional inequality was

discovered to bound H3 [40]:

S12 + S13 + S23 ≥ S1 + S2 + S3 + S123. (2.28)

This is known in physics as the monogamy of mutual information (MMI) due to its

rewriting using (2.17) as q1:23S ≥ q1:2S + q1:3S. Since one can write submodularity as

q1:23S ≥ q1:2S, by nonnegativity of q1:3S ≥ 0 one sees that MMI is a strictly stronger

inequality. The proof of the validity of (2.28) will be presented in Section 2.4.1 (see

Table 2.1) as an example of a general combinatorial proof method for valid inequalities

of Hn. This will show that H3 has 7 facets and so is also a simplex. As we saw at the

end of Section 2.3.2, no new inequalities arise for n = 4. However, for n ≥ 3 note that

MMI acquires a more general form which we show is valid for Hn: for disjoint non-empty
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subsets I, J,K ⊆ [n],

MMI: SIJ + SIK + SJK ≥ SI + SJ + SK + SIJK , (2.29)

which is valid for Hn, as we show in Section 2.4.2.

2.4.1 Proof by contraction

We now describe the proof-by-contraction method for proving validity of inequalities

for Hn. Although our description is complete, we refer the reader to [42] and [11] for

more details on its derivation. By making use of antichains, as in Corollary 2.1, we obtain

a stronger result than previous ones. Our discussion will be exemplified with MMI as

given in (2.28).

To set the stage, let Qm = {0, 1}m ⊂ Rm denote the (vertices of) the unit m-cube

and refer to x ∈ Qm as a bitstring. At times, it will also be useful to think of Qm as an

m-ary Boolean domain. Given some vector of positive entries γ ∈ Rm+ , we can turn Qm

into a metric space with distance function dγ by endowing it with a weighted Hamming

norm ∥ · ∥γ via

dγ(x, x
′) = ∥x− x′∥γ, ∥x∥γ =

m∑

k=1

γk|xk|. (2.30)

Consider now a candidate inequality in canonical form over Hn, written as in (2.27).

Encode each side of it into n+1 occurrence vectors, x(i) ∈ QL and y(i) ∈ QR for i ∈ [n;N ],

with entries

x
(i)
l = δ(i ∈ Il), y(i)r = δ(i ∈ Jr), (2.31)

where δ is a Boolean indicator function, i.e. it yields 1 or 0 depending on whether its

argument is true or false, respectively. Clearly, the occurrence vectors for i = N /∈ [n]
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are all-0 vectors. For inequality (2.28), the i ∈ [n] occurrence vectors are the following

bitstrings:

x(1) = (1, 1, 0), y(1) = (1, 0, 0, 1),

x(2) = (1, 0, 1), y(2) = (0, 1, 0, 1),

x(3) = (0, 1, 1), y(3) = (0, 0, 1, 1).

(2.32)

Bitstrings are a bookkeeping device for partitioning the vertex set [N ] of KN into specific

disjoint subsets suitable for studying a given candidate inequality. In particular, consider

the minimal min-cuts WIl for l ∈ [L] associated to every term on the left-hand side of

(2.27). Each of the 2L different bitstrings x ∈ QL indexes a disjoint vertex subset

W (x) ⊆ [N ] defined by

W (x) =
L⋂

l=1

W xl
Il
, W b =





W if b = 1,

W ∁ if b = 0.

(2.33)

The attentive reader will notice that these W (x) sets would be precisely the atoms

introduced in (2.12) when proving Corollary 2.1 if one were to iterate the intersection

over all possible 2n−1 non-empty subsets of [n]. In the current discussion, one need only

consider the pertinent L subsets Il ⊆ [n] involved in the left-hand side of (2.27). The

resulting W (x) sets are again disjoint by construction, i.e. W (x) ∩W (x′) = ∅ unless

x = x′. The converse is certainly not true though, as expected from Corollary 2.1. In

particular, W (x) will be empty whenever the family of sets I(x) = {Il ⊆ [n] : xl = 1}

is not a pairwise intersecting upper set in IL = {Il ⊆ [n] : l ∈ [L]}. The relation

between this statement and the one in Corollary 2.1 that refers to upper sets in Booln is

better understood in terms of their associated antichains. Namely, W (x) will be empty

whenever the minimal elements in I(x) are not a pairwise intersecting antichain in IL,
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which holds if and only if the same is true in Booln. In other words, there is a non-trivial

W (x) precisely for every pairwise intersecting antichain in Booln that is also so in IL,

and thus the number of relevant bitstrings will be considerably smaller than M(n).

The discussion above motivates introducing the subset An(IL) ⊆ Q2n−1 of all bit-

strings x ∈ An(IL) such that I(x) is a pairwise intersecting antichain in IL. Crucially,

these suffice to characterize the minimal min-cuts for IL ∈ IL in any KN , in the sense

that these are all reconstructible via

WIl =
⋃

x:xl=1

W (x), (2.34)

where the union here, and in all that follows next, runs over all bitstrings x ∈ An(IL)

subject to the given conditions. Furthermore, one can use these vertex sets W (x) to

construct (not necessarily minimum) cuts for any subset of terminals J ⊆ ⋃L
l=1 Il ⊆ [n].

To see this, let i ∈ [n] be any one of the terminals involved in the subsets Il ∈ IL. We

want to find which of the W (x) sets the vertex i lands on. Since i ∈ WIl if and only

if i ∈ Il by the definition of a cut for I, it follows that i ∈ W (x) if and only if xl = 1

precisely when Il ∋ i and xl = 0 otherwise. In other words, the bitstring we are after is

precisely the occurrence vector x(i) ∈ QL defined in (2.31), and we thus have i ∈ W (x(i)).

Lemma 2.1. Let f : Qm → {0, 1} be an m-ary Boolean function. Given some collection

of terminal subsets IL ∋ Il and the partitioning of [N ] defined in (2.33), construct the

vertex set

U f =
⋃

x:f(x)=1

W (x). (2.35)
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Then, for any subset of terminals J ⊆ ⋃L
l=1 Il ⊆ [n], we have

U f ∩ [n] = J ⇐⇒ f(x(i)) = δ(i ∈ J), ∀ i ∈ [n]. (2.36)

Proof. A trivial rephrasing of U f ∩ [n] = J is that, for i ∈ [n], one has i ∈ J if and only

if i ∈ U f . Since i ∈ W (x(i)) for every i ∈ [n] and all W (x) are disjoint, it follows that

i ∈ U f if and only if W (x(i)) ⊆ U f . Finally, since by construction W (x(i)) ⊆ U f if and

only if f(x(i)) = 1, the desired result is obtained.

The min-cut edges C(WI) can also be conveniently organized in terms of bitstrings

via

E(x, x′) = {(i, j) ∈ EN : i ∈ W (x) and j ∈ W (x′)}. (2.37)

Because the W (x) vertex sets are disjoint, so are the E(x, x′) edge sets for any distinct

pair of bitstrings x, x′ ∈ QL. This leads to the following useful result for C(WI):

Lemma 2.2. The edges of a min-cut WIl for some Il ∈ IL and their total weight are,

respectively,

C(WIl) =
⋃

x,x′:xl ̸=x′l

E(x, x′), ∥C(WIl)∥ =
∑

x,x′

|xl − x′l||E(x, x′)|, (2.38)

where the index sets are unordered pairs of bitstrings x, x′ ∈ An(IL).

Proof. By definition, an edge (i, j) ∈ C(WIl) if and only if i ∈ WIl and j ∈ W ∁
Il
. Using

(2.34), one can write WIl =
⋃
x:xl=1W (x) and, similarly, W ∁

Il
=
⋃
x:xl=0W (x). Hence

(i, j) ∈ E(x, x′) is contained in C(WIl) if and only if x and x′ differ in their lth bit

xl ̸= x′l. It follows that C(WIl) can be constructed by joining all edge sets E(x, x′) with

bitstrings x, x′ ∈ An(IL) such that xl ̸= x′l, thereby proving the first equation in (2.38).
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Furthermore, since all E(x, x′) are disjoint for distinct pairs of bitstrings, the total weight

of their union reduces to the sum over the total weights of every E(x, x′) involved, which

is precisely what the second equation computes.

Given two metric spaces (M,d) and (M ′, d′), we call f : M → M ′ a d-d′ contraction

map if

d′(f(x), f(y)) ≤ d(x, y), ∀ x, y ∈M. (2.39)

The general proof method can now be stated:

Theorem 2.4. Inequality (2.27) is valid for Hn if there exists a dα-dβ contraction map

f : An(IL) → QR, (2.40)

satisfying f(x(i)) = y(i) for all i ∈ [n;N ].

Proof. Associate a cut UJr to each subsystem Jr that appears on the right-hand side of

(2.27) by using the map f to pick which sets W (x) to include in the definition of UJr as

follows:

UJr =
⋃

x:f(x)r=1

W (x). (2.41)

That this indeed obeys the cut condition UJr ∩ [n] = Jr is guaranteed by Lemma 2.1

and the fact that f is required to respect occurrence vectors, i.e. f(x(i)) = y(i) for every

i ∈ [n;N ].

L∑

l=1

αlSIl =
L∑

l=1

αl ∥C(WIl)∥ =
∑

x,x′

|E(x, x′)|
L∑

l=1

αl|xl − x′l| =
∑

x,x′

|E(x, x′)| dα(x, x′).

(2.42)
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Similarly, for the UJr cuts one has

R∑

r=1

βr∥C(UJr)∥ =
∑

x,x′

|E(x, x′)| dβ(f(x), f(x′)). (2.43)

Therefore, by hypothesis, the contraction property of f implies

L∑

l=1

αl∥C(WIl)∥ ≥
R∑

r=1

βr∥C(UJr)∥. (2.44)

Because every set UJr is a cut for each Jr appearing on the right-hand side of (2.27), by

minimality ∥C(U(Jr)∥ ≥ S(Jr) for every r ∈ [R]. Hence the right-hand side of (2.44) is

no smaller than that of (2.27). Finally, since their respective left-hand sides are equal,

validity of (2.27) follows.

This theorem was proved in [42] (Theorem 8) in a somewhat weaker form. Whereas

the domain of their contraction map is QL, enumerating all subsets of IL ⊆ Booln, we

reduce this to An(IL) ⊆ QL, enumerating only the pairwise intersecting antichains in IL
(cf. Corollary 2.1). This leads to a reduction of the worst-case complexity of the search

space.

As an example, a contraction map which proves validity of (2.28) is shown in Table

2.1.7 One easily checks that occurrence vectors are respected, e.g. for 3 ∈ [n] we have

(0, 1, 1) 7→ (0, 0, 1, 1), which matches (2.32). Iterating through every pair of rows, one

can also check that the contraction property holds. Here the vectors defining the distance

function are α = (1, 1, 1) and β = (1, 1, 1, 1) for left and right, respectively. For instance,

occurrence vectors 1 and 3 in the domain give dα(x
(1), x(3)) = 1 + 0 + 1 = 2, while their

7In fact, this contraction map which proves (2.28) is unique. This is generically not the case for
larger-n facets, for which there usually exists many contraction maps compatible with the requirements
of Theorem 2.4.
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images dβ(f(x
(1)), f(x(3))) = 1 + 0 + 1 + 0 = 2 ≤ dα(x

(1), x(3)). Notice that the map f

need not be injective nor surjective.

S12 S13 S23 S1 S2 S3 S123

0 0 0 0 0 0 0 0

0 0 1 0 0 0 1

0 1 0 0 0 0 1

3 0 1 1 0 0 1 1

1 0 0 0 0 0 1

2 1 0 1 0 1 0 1

1 1 1 0 1 0 0 1

1 1 1 0 0 0 1

Table 2.1: Representation of the contraction map which proves the MMI inequality
(2.28). The left-most column labels the occurrence vectors shown in (2.32), including
the one for N ∼ 0. The top row labels bitstring entries, separating domain (left) from
codomain (right). For the domain, SIl labels entries xl, l ∈ [L] for x ∈ QL and, for
the codomain, SJr labels entries yr, r ∈ [R] for y ∈ QR. Every row represents one
entry of the map f : x 7→ y by listing all entries as {x, y}.

The proof of Theorem 2.4 is constructive and, as shown in [42], leads to an algorithm

for finding a contraction map or showing none exists. The enumeration of all contraction

maps is prohibitively expensive in all but very small cases. However, the authors devel-

oped a greedy technique for partial search which is successful in finding a map, when

one exists. Indeed, we have found this method very powerful in proving new inequal-

ities valid for H6. For proving an inequality is invalid, the previously-mentioned ILP

approach, which will be presented in Section 2.5, is also very effective.

Theorem 2.4 provides a robust sufficient condition for an inequality to be valid, but

it is not a necessary one. For example, even after exhausting all of the possibilities given
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by the theorem, it was not able to prove the validity of this inequality over H5:

3S123 + 3S124 + S125 + S134 + 3S135 + S145 + S234 + S235 + S245 + S345 ≥

2S12 + 2S13 + S14 + S15 + S23 + 2S24 + 2S35 + S45 + 2S1234 + 2S1235 + S1245 + S1345.

(2.45)

However, this inequality can be proved valid by expanding the codomain of f by re-

placing coefficients greater than one on the right-hand side by a sum of terms with unit

coefficients. For instance, a term like 2SI gets replaced by SI + SI , with the obvious

generalization applied to larger coefficients. Theorem 2.4 still applies and this time the

desired contraction map does exist, thereby proving validity of (2.45) By expanding the

right-hand side there are more possible images for the contraction map, while the number

of contraction conditions remains fixed. This may explain why this approach worked well

here and in other cases we have tried for larger n.

This mild generalization of the proof technique of Theorem 2.4 has been remarkably

successful in proving inequalities for n = 6, which motivates the following problem:

Problem 2.3. In (2.27), if we replace terms βrSJr with βr ≥ 2 by
∑βr

i=1 SJr and accord-

ingly adjust R to
∑R

r=1 βr, does Theorem 2.4 provide a necessary condition for validity

over Hn?

2.4.2 Zero-lifting of valid inequalities and facets

Given an inequality qS ≥ 0 over Hn, let K ⊆ [n] be the subset of terminals appearing

in it. Then consider a family of disjoint, non-empty subsets {Ii ⊆ [n + 1]}i∈K (not

necessarily spanning). The zero-lifting of the inequality given by this family is obtained

by replacing each singleton i ∈ I in every SI in qS ≥ 0 by its corresponding Ii. For

example, the zero-lifting of S1 + S2 ≥ S12 from H3 to H4 corresponding to I1 = {2, 3}
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and I2 = {1, 4} yields S23 + S14 ≥ S1234. The zero-lift where Ii = {i} for every i ∈ K is

called the trivial zero-lift.

Proposition 2.6. If an inequality qS ≥ 0 is valid for Hn, then any zero-lift q′S ′ ≥ 0 is

valid for Hn+1.

Proof. Assume qS ≥ 0 is valid for Hn. Proceed by contradiction by supposing q has a

zero-lift q′ such that q′S ′ < 0 for some S ′ ∈ Hn+1. Such S ′ must be realized by some

weight map w applied to KN for some N . In this KN , contract each terminal set Ii to

the vertex in Ii with the minimum label, combining parallel edges and summing their

weights into a single edge, and deleting any loops. Let S be the realized S-vector in the

new graph. We have q′S ′ = qS ≥ 0, the desired contradiction.

Before discussing lifting facets we need to recall some terminology from Proposition

2.1, in particular the weighted star graphs and the construction of matrix An+1 in (2.7).

We will make frequent use of the square matrix Dn of size 2n − 1, defined by

Dn
I,J = |I ∩ J |, ∅ ̸= I ⊆ [n], ∅ ̸= J ⊆ [n+ 1], n+ 1 ∈ J, (2.46)

and use the notation Dn
J to refer to row J of Dn. An inequality qS ≥ 0 in R2n−1 is

called balanced if D{j}q = 0 for all j ∈ [n]. By definition, balance is invariant under any

permutation of terminals [n], but need not be so under permutations of the extended

terminals [n;N ]. For instance, S1 + S2 ≥ S12 is balanced but S1 + S12 ≥ S2 is not.

Balance is equivalent to a seemingly stronger condition:

Lemma 2.3. An inequality qS ≥ 0 in R2n−1 is balanced if and only if Dnq = 0.
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Proof. Obviously, Dnq = 0 implies balance. For the converse, writing out row J of Dnq,

Dn
Jq =

∑

∅̸=I⊆[n]

qI |I ∩ J | =
n∑

j=1

δjJ
∑

∅̸=I⊆[n]

qIδ
j
I =

n∑

j=1

δjJ D
n
{j}q, (2.47)

where δiI = δ(i ∈ I) (cf. (2.31)) and we used |I ∩ J | = ∑n
k=1 δ

k
I δ

k
J . So Dnq = 0 by

balance.

The next result relates the trivial zero-lifting of facets to the notion of balance.

Proposition 2.7. If qS ≥ 0 is a balanced facet of Hn, then its trivial zero-lift q′S ′ ≥ 0

is a balanced facet of Hn+1.

Proof. Suppose qS ≥ 0 is a balanced facet of Hn. Then it is a valid inequality of Hn+1 by

Proposition 2.6. We adopt the notation of Proposition 2.1 and build a matrix An+1 with

the structure in (2.8), except it will now have only 2n+1−2 rows. Let Bn consist of 2n−2

linearly independent roots of qS ≥ 0 as rows, so that the first 2n−2 rows of An+1 become

precisely their zero-lifts. The trivial zero-lift has q′I = 0 for every I ∋ n+ 1, so these are

all roots of q′S ′ ≥ 0 as well. Since qS ≥ 0 is balanced we have Dnq = 0 by Lemma 2.3.

So the corresponding rows of An+1 are roots of q′S ′ ≥ 0 too. The final row is also and

so An+1 contains 2n+1 − 2 roots of q′S ′ ≥ 0. Performing the same column operations as

in Proposition 2.1, the resulting block matrix (cf. Ãn+1) shows that An+1 has maximal

rank 2n+1 − 2. Since Dn+1
{j} q

′ = Dn
{j}q = 0, the lifted facet is also balanced.

The following proposition clarifies the situation for subadditive inequalities, which

include the non-balanced Araki-Lieb inequalities in their orbits:

Proposition 2.8. For all n ≥ 2, a zero-lift of a subadditive inequality (2.16) gives a

facet if and only if, using the symmetry S[n;N ]\I = SI , it can be put in the singleton SA
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form

Si + Sj ≥ Sij, i ̸= j ∈ [n;N ]. (2.48)

Proof. Since singleton SA is a balanced facet of H2, so is Si + Sj ≥ Sij for Hn by

Proposition 2.7, as it can be obtained by iterating trivial zero-lifts and making a Symn

permutation at the end.

For the converse, if a subadditive inequality is not in the form (2.48), we may write

it as SI + SJK ≥ SIJK , for non-empty subsets I, J and K. This inequality is the sum

of three valid inequalities for Hn: the general SA inequality (2.16), the general MMI

inequality (2.29) and SI + SK ≥ SIK . Therefore, it is not a facet of Hn.

Apart from nonnegativity and the Araki-Lieb inequality associated to (2.48), all

known facets of Hn are balanced. While balance is sufficient for trivial zero-lifts to pre-

serve facets, a stronger condition is needed for general zero-lifts. A balanced inequality

qS ≥ 0 is superbalanced if every inequality in its symmetry orbit under Symn+1 permu-

tations of [n;N ] is balanced [68, 66]. Since balance is invariant under permutations of

[n], it is in fact only necessary to check if exchanges of every i ∈ [n] with N yield bal-

anced inequalities. Orbits of superbalanced inequalities are referred to as superbalanced.

For example, SA in (2.16) for I, J ⊆ [n] is balanced but not superbalanced and MMI

in (2.28) is superbalanced. According to results stated in [66], besides the singleton SA

orbit, every orbit of facets of Hn for n ≥ 2 is superbalanced.

We can now generalize Proposition 2.7 to arbitrary zero-lifts. For an inequality qS ≥ 0

in R2n−1, let

q̃I =
∑

I⊆J⊆[n]

qJ . (2.49)

Lemma 2.4. An inequality qS ≥ 0 in R2n−1 is superbalanced if and only if q̃I = 0 for
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every I ⊆ [n] with |I| ≤ 2.

Proof. That q̃{i} = 0 for all i ∈ [n] is just the definition of balance, which is an invariant

property under permutations of [n]. Permutations of [n;N ] also allow for reflections

j ↔ N for each j ∈ [n]. Using S[n;N ]\K = SK , the S-vector entries S ′
I after reflection

are related to the SI before reflection by S ′
J = SJ and S ′

J∪{j} = S[n]\J for J ̸∋ j. For

example, 1 ↔ N for n = 3 gives S ′ = (S123, S2, S3, S13, S12, S23, S1). The coefficients qI

in qS ≥ 0 behave accordingly. Under a j ↔ N reflection, (2.49) gives q̃′{j} = q̃{j}, while

for i ̸= j one gets

q̃′{i} =
∑

i∈J⊆[n]\{j}

(q′J∪{j}+q
′
J) =

∑

i∈J⊆[n]\{j}

(q[n]\J+qJ) =
∑

j∈J⊆[n]\{i}

qJ+
∑

i∈J⊆[n]\{j}

qJ . (2.50)

The first sum is over all qJ such that J ∋ j but J ̸∋ i, so it differs from q̃j precisely by

q̃{i,j}. Similarly for the second sum exchanging i↔ j, so

q̃′{i} = q̃{i} + q̃{j} − 2q̃{i,j}. (2.51)

After the exchange j ↔ N , q′S ≥ 0 is balanced if and only if q̃′{i} = 0 for all i ∈ [n].

Therefore qS ≥ 0 is superbalanced if and only if q̃{i} = q̃′{i} = 0 for all i ∈ [n]. Applied

to (2.51), this means qS ≥ 0 is superbalanced if and only if q̃{i} = q̃{i,j} = 0 for all

i, j ∈ [n].

We now show that any zero-lift of a superbalanced facet can actually be built solely

out of trivial zero-lifts combined with permutations of the extended terminals, both of

which preserve facets. Superbalance is needed for such permutations to preserve balance

and thus keep Proposition 2.7 applicable. It is also important in what follows that, as is

clear from Lemma 2.4 and the form of (2.49), balance and superbalance are properties
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which are shared by inequalities related by trivial zero-lifts. We first observe that the

trivial zero-lift from Hn to Hn+1 can be thought of as treating the new terminal n + 1

as a duplication of the sink (since the sink does not appear anywhere in qS ≥ 0, neither

does n + 1 in q′S ′ ≥ 0). But by the symmetry of Hn under Symn+1 permutations of

[n;N ], we could analogously consider letting n+ 1 duplicate any other terminal. Let us

call such a generalization of a trivial zero-lift where any one extended terminal becomes

a doubleton and the rest remain singletons a simple zero-lift.

Theorem 2.5. If qS ≥ 0 is a superbalanced facet of Hn, then any zero-lift q′S ′ ≥ 0 is a

superbalanced facet of Hn+1.

Proof. If qS ≥ 0 is a facet inequality over Hn involving a subset of terminals K with

|K| < n, then put it in canonical form as an inequality over H|K|. Iterating Proposition

2.5, note that H|K| is a projection of Hn. Since q is in canonical form, its coefficients

are not changed in projecting it to H|K|. A standard result of polyhedral theory is that

facets project to facets, so qS ≥ 0 is a superbalanced facet of H|K|.

Starting from qS ≥ 0, one can get to q′S ′ ≥ 0 as follows. If the original zero-lift had

{i} 7→ Ii, perform |Ii|− 1 simple zero-lifts appending terminals to i, and repeat for every

i ∈ [n]. If less than n+ 1− |J | steps were required, reach all the way to Hn+1 via trivial

zero-lifts. At that point, a suitable permutation of [n+ 1] yields q′S ′ ≥ 0.

We now show that every simple zero-lift used above can in fact be built solely out of

permutations and trivial zero-lifts. In particular, the simple zero-lift involving Ii = {i, j}

is equivalently accomplished by exchanging i↔ N , performing a trivial zero-lift, and then

exchanging the new sink back with i. If the original inequality is superbalanced, the trivial

zero-lift in this process is applied to a balanced inequality. Using Proposition 2.7, one

ends up with a facet if one started with a facet. Furthermore, the latter is superbalanced
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if the former is. Hence one can go from qS ≥ 0 to q′S ′ ≥ 0 via superbalance- and

facet-preserving steps.

2.5 Integer programs for testing realizability and va-

lidity

A direct test of the realizability of an S-vector in KN can be performed by a feasibility

test of a mixed integer linear program (ILP). Similarly, an inequality qS ≥ 0 can be tested

to see if it is valid for all S-vectors that can be realized in KN . As noted earlier, the

polyhedral approach described so far does not force the minimum in (2.3) to be realized by

one of the inequalities (2.18a). However, using binary variables this can be achieved and

the feasibility of the resulting system tested using ILP solvers such as CPLEX, glpsol or

Gurobi.

For any N > n ≥ 3, we build a set of constraints, ILPN,n, whose feasible solution

is the set of all suitably-normalized, valid (S,w) pairs on n terminals realizable in KN .

Firstly, note that for each ∅ ̸= I ⊆ [n], the number of cuts W in KN that contain I is

2N−|I|−1. For each such W and I, we introduce a binary variable yW,I . Specifically, we

consider the following system:

ILPN,n
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For all ∅ ̸= I ⊆ [n] and cuts W ⊆ [N − 1] in KN such that I = W ∩ [n],

SI ≤ ∥C(W )∥, (2.52)

∥C(W )∥ ≤ SI + |W | (N − |W |) yW,I , (2.53)

∑

W∩[n]=I

yW,I = 2N−|I|−1 − 1, (2.54)

yW,I ∈ {0, 1}, (2.55)

0 ≤ w(e) ≤ 1, ∀ e ∈ EN . (2.56)

Proposition 2.9. A pair (S,w) is valid in KN with all edge weights at most one if and

only if there exists assignments to variables y so that {S,w, y} is a feasible solution to

ILPN,n.

Proof. Suppose that (S,w) is a valid pair in KN with all edge weights at most one. We

will show that y variables can be chosen so that {S,w, y} constitutes a feasible solution

to ILPN,n. Firstly, by assumption w satisfies (2.56). Next, since (S,w) is a realization in

KN , the upper bounds in (2.52) are valid. For each ∅ ̸= I ⊆ [n], choose oneWI ⊆ [N−1]

so that WI realizes a minimum in (2.3), and set yWI ,I = 0. All other y variables for this

I are set to 1, thus satisfying (2.54) and (2.55). Since yWI ,I = 0, the corresponding

equation (2.53) gets zero as the second term in its right-hand side, and thus combines

with (2.52) into the required equation. The remaining inequalities to verify are those in

(2.53) when yW,I = 1. Their validity follows from the fact that the cut W in KN contains

|W |(N − |W |) edges, each of weight at most one.

Conversely, let {S,w, y} be a feasible solution of ILPN,n. For each ∅ ̸= I ⊆ [n], (2.54)

implies that there is a single variable, which we label yWI ,I , having value zero. The other

y values for this I are one. Together with (2.52), this implies that SI = ∥C(WI)∥ and
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that SI satisfies (2.3). So (S,w) is a valid pair realized in KN with all edge weights at

most one.

We make use of this ILP formulation in two ways. Firstly, it can be used to test

whether or not an S-vector is realizable in KN for a given N . To do this, we pre-assign

the values from the given S-vector to the corresponding S variables in ILPN,n, rescaled to

values smaller than 1. We may then run an ILP solver to test whether there is a feasible

solution. If so, the values or the variables w will give a realization in KN . Otherwise,

one concludes that the given S-vector cannot be represented in any KN ′ with N ′ ≤ N .

Secondly, we may use the ILP to test whether an inequality qS ≥ 0 is invalid for some S-

vector realized in KN for a given N . This can be done by minimizing z = qS over ILPN,n

and seeing if the optimum solution is negative. The computation can be terminated when

the first feasible solution with z < 0 is found, at which point qS ≥ 0 is proven invalid.

We could prove that an inequality qS ≥ 0 is valid over Hn by testing it with ILPm(n),n,

but this ILP would be very large with current bounds on m(n).

In its first formulation, the ILP allows one to find the minimum value Nmin of N

for which an S-vector is realizable in KN . Given an S-vector, we call any such KNmin
a

minimum realization. At fixed n, we define mext(n) as the smallest integer such that all

extreme rays of Hn, and hence of Hmext(n),n, are realizable in Kmext(n) (cf. the definition

of m(n)). For 1 ≤ n ≤ 5, the ILP shows that mext(n) is

2, 3, 5, 6, 11. (2.57)

Combining all extreme-ray graphs into a larger one by identifying them all at [n;N ] (cf.

conically combining S-vectors), one can also see that for 1 ≤ n ≤ 3, m(n) takes values

2, 3 and 5. Namely, no bulk vertices are needed for n = 1, 2, and just a single one comes
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into play for n = 3.

The case n = 4 is less trivial. There are two star-graph orbits of 5 extreme rays

each, see Figure A.1 in Appendix A.1.2. These are 10 extreme rays realizable in K6,

which contains a single bulk vertex. The other extreme rays of H4 involve no bulk

vertices. Hence, a convex combination of 15 extreme rays may require a total of 10 bulk

vertices at most, which with the terminals and sink gives m(4) ≤ 15. This can be further

improved as follows. The Bell-pair extreme rays span a subspace of dimension 10, and the

star-graph extreme rays are confined to its 5-dimensional orthogonal complement. Thus

at most 5 star-graph extreme rays are needed to conically span any interior ray of H4,

improving the bound down to m(4) ≤ 10. It turns out that the simplicity of the specific

extreme-ray graphs for n = 4 in fact allows us to obtain the definite value m(4) = 6.

The reason for this is that the S-vector of any conical combination of these particular

extreme-ray star graphs of H4 can itself also be realized on a star graph. This follows

from the observation that all n = 4 extreme-ray star graphs have identical minimal min-

cuts: for every ∅ ̸= I ⊆ [n], they all have WI = I for |I| = 1, 2 and WI = I ∪ {n} for

|I| = 3, 4. Pictorially, this allows one to stack them all on top of each other, adding up

their edge weights, so as to realize any combination of these star graphs by a star graph.

This discussion illustrates some strategies for obtaining tighter upper bounds onm(n)

based on knowledge of extreme rays or the value of mext(n). Recall that the number of

bulk vertices in KN is N − n − 1. Regardless of how many extreme rays Hn has, any

interior ray may be a conical combination of at most 2n−1 of them. Since we can realize

all extreme rays in Kmext(n), we have

m(n) ≤ (mext(n)− n− 1)× (2n − 1) + n+ 1. (2.58)

61



Foundations and extremal structure of the holographic entropy cone Chapter 2

For instance, since we know mext(5) = 11, this gives m(5) ≤ 161, which is considerably

better than the bound m(5) < M(5) = 2546 given earlier.

We can do even better for n = 5 by using explicit results about the dimensionality of

the span of specific extreme-ray orbits. The Bell pairs take care of 15 dimensions which

are not reached by any other extreme ray without introducing any bulk vertices. There

is a single orbit that requires N = 11, and it consists of 75 extreme rays spanning a

subspace of dimension 10 of the remaining 16 of H5 ⊂ R31. The largest-N orbit spanning

the other 6 dimensions has N = 8 and 360 extreme rays. Hence the worst-case scenario

would require 10 graphs with N = 11 and other 6 with N = 8. The total number of

vertices carried by a combination of such graphs thus gives the bound m(5) ≤ 74. This

is better than the more general one attained by (2.58), but requires complete knowledge

of all extreme-ray graphs, not just of the number mext(n).

Problem 2.4. Find tighter bounds on mext(n). In particular, does log2mext(n) admit

an upper bound that is polynomial in n?

2.6 Computing H- and V -representations of Hn

This section provides two methods for computing complete descriptions of Hn. We

illustrate them for n = 5 and describe H5 in detail in Appendix A.1. A partial description

of H5 was first obtained by [42] and later completed by [13]. Whereas their searches were

mostly random/heuristic and did not give minimum realizations of all extreme rays, here

we obtain the same results via systematic approaches. The first method is a general

formalization of the strategy used earlier for n = 3, 4, whereas the second one constructs

Hn starting from knowledge of Hn−1.

To initialize the first one, set k = 2.
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Method 1

(a) Generate the H-representation P{n+k}-n.ine of Pn+k,n using (2.18). Con-

vert this to a V -representation P{n+k}-n.ext.

(b) Delete the 2n − 1 trivial extreme rays (see Theorem 2.2) and extract the

2n − 1 coordinates corresponding to the variables of the S-vectors. Remove

redundant rays to obtain the V -representation H{n+k}-n.ext ofHn+k,n. This

is an inner approximation of Hn.

(c) Compute theH-representation H{n+k}-n.ine ofHn+k,n from H{n+k}-n.ext.

Using the ILP method of Section 2.5 with N ≥ n+1, reject facet orbits that

are invalid for KN , continuing until either a facet is rejected or N is too large

for the ILP to solve.

(d) Test any remaining facet orbits for which the validity is unknown using the

proof-by-contraction method of Section 2.4.1. Generate the full orbits of

the facets proved valid, getting a cone HV{n+k}-n.ine which is an outer

approximation of Hn.

(e) Compute the extreme rays HV{n+k}-n.ext of HV{n+k}-n.ine. The orbits

of S-vectors that appeared in P{n+k}-n.ext give extreme rays of Hn by

Theorem 2.2(b). The remaining orbits can be checked by the ILP method

of Section 2.5 with N ≥ n + 1 until finding a realization or N being too

large for the ILP to solve. If all extreme-ray orbits can be realized, then

HV{n+k}-n.ine is an H-representation of Hn and HV{n+k}-n.ext is its V -

representation by Proposition 2.2(c). Otherwise, increment k and return to

step (a).
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Applying this to n = 5, one finds that P7,5 has 83 facets and 194 extreme rays in

52 dimensions. The resulting H7,5 has 142 extreme rays in 31 dimensions, and its H-

representation consists of 8952 facets in 30 orbits. All but 8 of them are easily eliminated

in step (c) and then proved valid in step (d). These orbits give 372 facets which define

HV7-5.ine. Correspondingly, HV7-5.ext has 2267 extreme rays falling into 19 orbits.

All of the extreme rays are realizable for N ≤ 11, so the procedure terminates after a

single iteration. Note that we obtain a minimum realization of each extreme ray either

in step (a) or (e), wherever it appears first.

The vertex/facet enumeration problems in steps (a), (c) and (e) utilized the code

Normaliz8 v.3.4.1 on mai209. Steps (a) and (c) took only a few seconds, and step (e) took

23 minutes. Step (d) was run on a laptop10 using a Mathematica v.12.1 implementation11

of the proof-by-contraction method. Most runs were very fast, taking less than 4 seconds,

and all finished in no more than 16 minutes. The ILP runs in step (e) were performed

with CPLEX12 v.12.6.3, also on mai20, and normally completed in under 1 minute, the

longest run taking 18 minutes. The filtration by symmetry generally takes just a few

seconds.

The second method is more sophisticated and involves working with both outer and

inner approximations of Hn, refining them until they are equal. The outer approximation

is initialized by choosing any set of valid inequalities for Hn, not necessarily facets, whose

intersection is full dimensional. The inner approximation is initialized by choosing any

feasible set of rays, not necessarily extreme, whose convex hull is also full dimensional. A

strong way to initialize the outer approximation is to zero-lift the superbalanced facets of

8https://www.normaliz.uni-osnabrueck.de
9mai20: 2× Xeon E5-2690 (10-core 3.0GHz), 20 cores, 128GB memory.

10Dell XPS 15 7590, i7-9750H CPU @ 2.60GHz, 6 cores, 12 threads, 32GB memory.
11Available upon request.
12https://www.ibm.com/analytics/cplex-optimizer
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Hn−1 in all possible ways, add to them singleton SA, and generate their full orbits under

Symn+1. By Theorem 2.5 and Proposition 2.8, these are all facets of Hn and define a

cone OH1-n.ine. For a strong inner approximation, we zero-lift the extreme rays of Hn−1

and generate their full orbits under Symn+1, which are all extremal in Hn by Proposition

2.5. Since this is not always full-dimensional, we add the full orbits of the S-vectors from

Proposition 2.1 not already included, and remove redundancies. In general, this may

only add the single orbit of size n + 1 generated by S[n]. The resulting cone IH1-n.ext

is an inner approximation of Hn. Set the iteration counter k = 1.

Method 2

Outer Inner

Compute the V -representation OHk-n.ext

of OHk-n.ine. Check one extreme ray

from each orbit to see if it is realizable

by the ILP method of Section 2.5. If all

rays are realizable, then exit. The full or-

bits of the realizable extreme rays define

OHVk-n.ext.

Compute theH-representation IHk-n.ine

of IHk-n.ext. Apply to it steps (c) and

(d) of Method 1, retaining inequalities

proved by the contraction method of Sec-

tion 2.4.1. If all inequalities are valid, then

exit. The full orbits of the valid facets de-

fine IHVk-n.ine.

↓ ↓

Merge IHVk-n.ine (and any other known

valid inequalities) with OHk-n.ine and re-

move redundancies to get OH{k+1}-n.ine.

Merge OHVk-n.ext (and any other known

realizable rays) with IHk-n.ext and re-

move redundancies to get IH{k+1}-n.ext.

↓ ↓

Increment k and return to the first step of each respective subroutine.
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Note that the inner and outer procedures can be run in parallel. After they both

finish the first step, the newly computed data are exchanged, improving both the outer

an inner approximations. If exit occurs, the corresponding ine and ext descriptions

give H- and V -representations of Hn, respectively. In each subroutine, the second step

allows for the incorporation of valid inequalities and/or rays obtained by other means,

such as Method 1.

Upon initialization, the starting cones OH1-5.ine and IH1-5.ext respectively consist

of 80 facets in 3 orbits (that of singleton SA and 2 of MMI, cf. Appendix A.1.1), and 66

extreme rays in 4 orbits (cf. Figure A.1 in Appendix A.1.2, and the J = [n] star orbit).

We start with k = 1 and describe steps in parallel. In the outer run, OH1-5.ext

has 3205 extreme rays in 29 orbits, out of which 16 can be shown to be realizable with

N ≤ 11. Their orbits yield 1457 feasible rays defining OHV1-5.ext. In the inner run,

IH1-5.ine has 157153 facets in 346 orbits, out of which one can show 8 are valid and

easily reject the rest. Their orbits yield 372 valid inequalities defining IHV1-5.ine. In

the second step it turns out that the outputs of the first step dominate in both cases. So

after the merges, OH2-5.ine equals IHV1-5.ine and IH2-5.ext equals OHV1-5.ext.

Setting k = 2, in the outer run OH2-5.ext has 2267 extreme rays in 19 orbits, all of

which are realizable with N ≤ 11. Hence exit is triggered, and the algorithm terminates

returning OH2-5 as the result for H5. If we continue the inner run we find that IH2-5.ine

has 1182 facets in 11 orbits, out of which one can show 8 are valid and easily reject the

rest. These are the same 8 orbits as before and so the algorithm exits in the first outer

step with k = 3.

Conversions between cone representations again require vertex/facet enumeration.

Those in the first iteration are immediate. Using Normaliz on mai20, the computations

of IH2-5.ine and OH3-5.ext took about 75 seconds and 25 minutes, respectively. The
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cost of other computations was similar to that of their counterparts in Method 1.

Although the inner steps of Method 2 may appear similar to Method 1, they are in

fact quite distinct. In the latter, the starting cone H{n+2}-n.ext only contains S-vectors

realizable in Kn+2. Many of these will be non-extremal in Hn and therefore absent from

IH1-n.ext. Among those which are extremal, some may not be obtainable by zero-lift

and thus not included in IH1-n.ext either. On the other hand, IH1-n.ext contains all

extreme rays of Hn coming from zero-lifts. These will generally include plenty which

are not realizable in Kn+2 and hence not be contained in H{n+2}-n.ext. For example,

for n = 6, IH1-6.ext includes zero-lifts of extreme rays in the 5 orbits of H5 which

are realizable in KN with N ≥ 9 (see Table A.2 in Appendix A.1.2), none of which can

possibly be in H8-6.ext.

Both methods may run into fundamental and/or practical issues. For n = 5, one

is fortunate that the contraction method successfully proves valid the 8 facet orbits of

H5. However, it remains a logical possibility that for larger n this proof method is not

a necessary condition for validity of some facets of Hn (cf. Problem 2.3 at the end of

Section 2.4.1). Specifically in Method 1, it so happens that all rays in HV7-5.ext are

realizable using the ILP of Section 2.5. For larger n, in practice it could be that even if

all rays at step (e) were realizable, the value of N required could be too high for the ILP

to be solved. Without good bounds on mext(n), this possibility cannot be easily elimi-

nated. Alternatively, it could be that some rays are indeed not realizable, meaning that

the facet description in HV{n+k}-n.ine is incomplete. This would require incrementing

k and at least one further iteration. As for Method 2, we unfortunately have no proof

of convergence using the strong starting inputs suggested without the option to generate

and add additional valid inequalities and/or feasible rays in the second step. There are

various heuristic methods available to generate such additional inputs. Another compli-
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cation that affects these methods is the need to solve large convex hull/facet enumeration

problems. All of these issues arise in one form or another in both methods already in the

study of H6.

The successful termination of either method relies on the finding of an H/V -repre-

sentation of an inner/outer approximation of Hn containing all of its facets/extreme

rays. For instance, observe that in Method 1 all facets of H5 were already discovered

in step (a) and computed explicitly in step (c) (along with other non-valid inequalities)

from HN,5 for just N = 7. Similarly, Method 2 converged more easily through an inner

approximation IH1-5 whose H-representation also contained all facets of H5. That Hn

is easier to obtain from an H-representation of an inner approximation is no accident.

This is because smaller N for KN is needed to span all facets than to realize all extreme

rays of Hn. This motivates the definition of mine(n) as the smallest integer such that the

H-representation of Hmine(n),n contains all facets of Hn.

It is easily seen that mine(n) = mext(n) for 1 ≤ n ≤ 4 and that mine(n) ≤ mext(n)

for larger n. For n = 5, the cone H6,5 turns out to miss some facets of H5, but H7,5

does contain them all as we have seen in Method 1. This shows that mine(5) = 7,

contrasting with the extreme rays, which have mext(5) = 11. More generally, when

Method 1 terminates, we have mine(n) = n + k and a minimum realization of each

extreme ray, from which one also obtains mext(n). This makes the importance of mine(n)

manifest and motivates the following problem:

Problem 2.5. Find tighter bounds on mine(n). In particular, does log2mine(n) admit

an upper bound that is polynomial in n?
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2.7 Conclusion

Many of the important questions about the HEC remain open. As stated formally

throughout the chapter, these include obtaining an explicit description of either the H-

or V -representation of Hn, and finding the complexity of testing feasibility of rays and

validity of inequalities. The current bounds on the size of the complete graph that can

realize all extreme rays of Hn seem far from being tight, at least according to the limited

experimental results that we have. Similarly, our findings suggest that much smaller

graphs may be sufficient to span all facets of Hn, which strongly motivates understanding

better the relative complexity of the H- and V -representations of the HEC. In this work,

we have laid the foundations for further exploration of these key questions. Additionally,

we have provided sharp computational tools which allowed us to completely describe H5

after just a few hours of computation.
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Chapter 3

The holographic entropy cone from

marginal independence

3.1 Introduction

In recent years there has been significant progress in understanding how in the

gauge/gravity duality [16, 75, 17] the semiclassical bulk physics is encoded in the bound-

ary theory. Drawing on [76, 77], it was shown [78, 79] that if one has access to a subsystem

of the boundary, one can then reconstruct local operators inside a bulk region known as

the entanglement wedge [80]. However, this reconstruction of bulk operators assumes

the knowledge of the classical geometric background. To obtain a more complete under-

standing of the holographic encoding of the bulk physics, one would like to characterise

which states of the boundary field theory are dual to classical geometries, and for all such

cases, decode the bulk metric directly from the boundary data.

Intuition from the scale/radius duality suggests that the deeper in the bulk we wish

to see, the more non-local (in a suitable sense) the CFT probe we need. One particularly
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convenient class of boundary observables are built from lightlike objects. Perhaps the

simplest and most accessible ones are the ‘bulk-cone singularities’ [81] whereby endpoints

of null geodesics through the bulk (which can be used to reconstruct the conformal metric

in the bulk region probed by such geodesics, cf. e.g. [82, 6]) are visible directly in the

singularities of boundary correlators. This can be generalized to the so-called ‘bulk-point

singularities’ of Landau diagrams corresponding to n-particle scattering [83], used for

the construction of the ‘light-cone cuts’ [45, 46, 10], which offer a much more elegant

extraction from much more complicated and harder-to-access CFT data. However to

reach even deeper, into causally inaccessible regions, one needs a CFT probe implemented

by a spacelike construct in the bulk. One particularly natural such geometrical object is a

codimension-2 extremal surface.1 Knowing the proper areas for a family of such surfaces

can be inverted to extract the bulk metric (including the conformal factor), again within

the bulk regions reached by such surfaces.2

Having given a bulk motivation for codimension-2 extremal surfaces as providing a

particularly natural and deep probe of the bulk geometry, it is intriguing to note that even

from the CFT viewpoint, such surfaces arise very naturally, in the context of holographic

entanglement entropy. Here a key role was played by the celebrated RT/HRT formula

[32, 36] (collectively shortened to HRRT), which computes the von Neumann entropy of

boundary subsystems in terms of the area of certain bulk surfaces. This “geometrisation”

of correlations [39], which more recently has also been observed for other information

quantities (such as for example [87, 88]), seems to indicate that from the boundary point

1From the purely geometrical level, the motivation is that higher-dimensional surfaces probe deeper
(when comparing amongst various-dimensional bulk extremal surfaces anchored within a fixed-radius
region of the boundary of a given asymptotically-AdS spacetime) [84].

2Early proof of principle was carried out in e.g. [85] and an argument for uniqueness of the recov-
ered metric in 4-dimensions was given in [86], which also reviews further approaches to bulk metric
reconstruction.
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of view, a possible characterisation of bulk geometric states could be formulated in terms

of certain features of their entanglement structure. Motivated by this, we would like to

use the HRRT formula to extract as much information as possible about the entanglement

structure of geometric states in holography.

In general, one way to investigate the entanglement structure of a given class of states

utilizes an analysis of constraints, which typically take the form of inequalities satisfied

by certain information quantities. Since we are interested in the implications of the

HRRT formula, here we will focus on inequalities satisfied by linear combinations of von

Neumann entropies of various boundary subsystems.

Two important examples of these classes of inequalities are subadditivity (SA) and

strong subadditivity (SSA), the saturation of either of which has a clear implication for the

entanglement structure of a given density matrix. The saturation of SA, or equivalently

the vanishing of the mutual information, is associated with the absence of any form of

correlation between a specified pair of subsystems, and the corresponding factorisation of

the density matrix. As we will see, this fact will play a central role in our construction.

The saturation of SSA on the other hand is associated with a particular entanglement

structure, commonly known as quantum Markov chain, which is central for the theory

of quantum error correction and recovery maps [89].3,4

It is important to notice that while the saturation of SA and SSA is associated with

specific entanglement structures, the inequalities themselves do not characterise any par-

ticular structure because they are satisfied by all quantum states. For restricted classes

of states, however, the von Neumann entropies of various subsystems might satisfy addi-

3See [90] for a discussion of this property in QFT.
4The fact that saturation of SSA will not play a fundamental role in our characterization of geometric

states is related to the fact that by MMI (see below) such saturation can only be achieved when SA is
also saturated (see [40] for more details).
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tional inequalities. This can be easily seen for example for the case of classical probability

distributions, where the von Neumann entropy reduces to the Shannon entropy, which

in addition to the inequalities mentioned above also satisfies monotonicity.

The fact that in holography the entanglement structure of geometric states is con-

strained, beyond that of arbitrary quantum states, became evident with the work of [40],

which proved an inequality known as monogamy of mutual information (MMI).5 It is

then interesting to ask what are all other such inequalities, and a systematic search was

initiated in [42]. This work introduced the notion of the holographic entropy cone (HEC)

and proved that this cone is polyhedral for an arbitrary number of parties N, implying

that for any N there exists only a finite number of non-redundant6 inequalities which

define the facets. It also derived a set of new inequalities for five parties, which was later

proved to be the complete set in [13]. For more than five parties, it was shown in [91]

that the holographic entropy cone is indeed contained in the quantum one [56] for any

N, but the detailed structure of the HEC remains mostly unknown.7

One limitation of [42] is that, while it offered a tool that can be used to prove if a

given inequality is valid (via so-called contraction maps), it did not provide a construc-

tive way of deriving such candidate inequalities in the first place, or even determine if

they correspond to facets at all.8 A step forward in this direction was accomplished by

[8], in the form of two systematic algorithms for the construction of the HEC for any

5It is straightforward to see that outside the holographic setting, this inequality can be violated, for
example, by a 4-party GHZ state.

6An inequality is non-redundant if it is not implied by other inequalities.
7A new family of inequalities for every odd N was also found in [42], and argued to be non-redundant

with respect to SA and SSA and among themselves. However it remains unclear whether they genuinely
are all facets of the HEC for every N. Computational efforts to construct the complete HEC for N = 6
are also ongoing. At the time of writing, more than 4122 orbits of extreme rays and 182 orbits of facets
have been found.

8Indeed, the proof-by-contraction method is unable to ascertain that a given inequality is not valid.
In other words, while the method provides a sufficient condition for an inequality to be valid, it remains
an open question whether it is also necessary [8].
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number of parties. These algorithms were devised so as to recursively converge towards

tighter inequalities, terminating with the finding of all facets of the HEC as one of its

outputs. However, even if one were able to somehow find explicit formulae for all the

facet inequalities of the HEC, it would still remain totally obscure where they come from

and what they mean.

A first attempt at circumventing this limitation was presented in [67, 68], which in-

troduced the notion of proto-entropies and defined the holographic entropy polyhedron.

Motivated by the physical requirement of cut-off independence, this work suggested fo-

cusing more on topological features of the relevant RT surfaces, specifically their connec-

tivity, rather than on their actual areas. This ultimately translated the search for the

inequalities into the search for certain generating configurations, called building blocks,

making the problem more combinatorial in nature. One of the features of this approach

is that any inequality found by this procedure is guaranteed by construction to be a facet

of the polyhedron. Intuitively, one can think of this procedure as being akin to deriving

the facets of a polyhedral cone by first finding its extreme rays. In the present chapter we

continue in this direction. By combining some of the techniques of [42] based on graph

models of holographic entanglement with the ideas of [67, 68] based on connectivity of

entanglement wedges, we take a significant step towards the derivation of the HEC for

an arbitrary number of parties. However in doing so, we will also slightly change our

perspective on the problem.

As evident from these earlier works, one of the main problems one has to face while

trying to derive the facets of the HEC is the complexity of the combinatorics, which

is typically characterised by a doubly exponential scaling in the number N of parties

involved. In addition, the explicit form of the inequalities might be highly dependent

on N, which can make it extremely hard to find a convenient parametrisation of all
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the inequalities. And even if one could circumvent these complications, it is far from

clear how to interpret the inequalities, for example by searching for explicit structures of

density matrices which are ruled out by them. Ultimately, if there exists a general lesson

to be learned about the entanglement structure of geometric states, it might be very hard

to understand what it is merely by looking at a very large number of complicated and

seemingly unrelated expressions. For all these reasons we will not look for an explicit

derivation of the inequalities. Instead, we will argue that the holographic entropy cone

can be derived, at least in principle, from the solution to a much simpler problem.

For any density matrix on a given number of parties N, and an arbitrary purification

of it, one can consider a pair of subsystems (possibly composite and possibly including the

purifier) and compute their mutual information to determine whether these subsystems

are correlated or not. One can then repeat this analysis for any pair of subsystems to

determine what was called in [12] the pattern of marginal independence (PMI) of the den-

sity matrix. Any PMI, specifying which pairs of subsystems are marginally independent

(i.e. have vanishing mutual information) and which are not, can be viewed as a linear

subspace in a certain vector space called the entropy space. In particular, the PMI is the

supporting subspace of a face of a cone, the subadditivity cone (SAC), built only from the

instances of SA for that N.9 With this structure in hand, one can conversely ask for which

PMI does there exist a density matrix corresponding to it. This was dubbed in [12] the

marginal independence problem, and for the restricted class of states corresponding to

geometric states in holography, the holographic marginal independence problem (HMIP).

The main goal of this work is to argue that the HEC can be fully reconstructed from

the solution to the HMIP, and that the solution to this problem amounts to establishing

9Said more explicitly, the supporting subspaces of the facets of the SAC are the hyperplanes of
vanishing mutual information (i.e. the saturation of some instance of SA), and their intersections then
form the supporting subspaces of the faces of the SAC.
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which extreme rays of the SAC can be realized by geometric states. Importantly, as we

will explain, if one wants to construct the HEC for a given number of parties N, it will

not in general be sufficient to know the solution to the HMIP for the same number of

parties. We will argue however that there always exists a finite Nmax(N) such that the

N-party HEC can be constructed from the solution of the Nmax-party HMIP.

We will not be able to provide a definite proof that this reconstruction is possible,

but we will formulate and discuss certain conjectures on graph models realizing the

extreme rays of the HEC which imply that this is the case, and provide evidence in

their support. We stress that the focus of this work however is not on any specific

algorithm for an explicit reconstruction of the HEC, but rather on the possibility of the

reconstruction from only the seemingly limited information contained in the solution to

the HMIP. A conclusive proof of such a possibility would in fact amount to the proof of a

deep equivalence between the information contained in the set of all holographic entropy

cones (for all values of N) and in the set of all PMIs that can be realized in holography.

Any deeper question about constraints on the entanglement structure of geometric states

should then be formulated in terms of these more fundamental objects. Furthermore,

since for the reason mentioned above this equivalence would in general not be attained

for any specific value of N, the significance of certain specific objects which are manifestly

N-dependent (like the holographic entropy inequalities) should be questioned, as these

objects might be significantly affected by structural artifacts of the formulation.

A priori it might seem surprising that all the holographic entropy inequalities can

be derived from a simpler structure which only involves SA – after all, SA is a universal

relation which does not ‘know about’ holography. Intuitively, one can imagine that this is

ultimately related to the fact that in quantum field theory the values of the entropies are

typically immaterial because of the cut-off dependence, and that the saturation of SA (at
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leading order in N) is sensitive solely to the connectivity of the entanglement wedge. And

even though certain ‘balanced’ combinations of entropies such as the mutual information

can be often ascribed a finite value independent of the cutoff [92], such numerical data can

typically be ‘dialed’ by for example deforming the state or the subsystem specification.

Since the HEC is specified by the limit to which such dialing can be pushed, it should not

involve rescalable numerical values. In other words, for delimiting the HEC, it should

only matter whether such finite quantities are zero or non-zero, which is indeed borne out

in our results. Even if the starting point in the development of our framework will be the

graph models from [42], where the edge weights can be dialed at will, any dependence

on a specific choice will be effectively modded out by the fact that we will formulate

all our results purely in terms of equivalence classes of graph models inspired by the

proto-entropies of [67, 68].

The structure of the chapter is as follows. In Section 3.2 we review some of the basic

definitions which were already used in previous works. In Section 3.3 we introduce the

main tools which will be used in later sections, in particular the notion of an equivalence

class of graph models, specified by a min-cut structure on a topological graph model of

holographic entanglement, and of its corresponding min-cut subspace. Section 3.4 reviews

the concept of marginal independence from [12], and establishes a connection between

patterns of marginal independence and min-cut subspaces for a certain class of tree

graphs. Section 3.5 analyses how min-cut structures and subspaces transform when one

varies the number of parties, and generalizes the results for tree graphs from Section 3.4.

All these tools will then be used in Section 3.6, where we introduce our conjectures and

discuss what evidence we have to support them, how they are related to each other, and

their implications for the derivation of the holographic entropy cone. We conclude in

Section 3.7 with a discussion of the main questions that still need to be answered in
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order to obtain a full characterization of the holographic entropy cone for an arbitrary

number of parties, and comments on other future directions. Throughout the text we will

occasionally decorate various symbols to stress particular choices of the corresponding

objects which satisfy additional requirements or have important additional features.

3.2 Basic definitions and notation

In this section we briefly review some of the main definitions, most of which were

already used in previous works [56, 42, 68, 67, 9, 8]. In Section 3.2.1 we introduce

the concept of entropy cones in quantum mechanics. In Section 3.2.2 we review the

holographic set-up, the definition of the holographic entropy cone and the concept of

proto-entropies. In Section 3.2.3 we review the basic definitions of the graph models

of holographic entropies. Finally, in Section 3.2.4 we list some useful immediate conse-

quences of the main definitions. For more details the reader is referred to the original

works.

3.2.1 Entropy cones

Consider a Hilbert space which is a tensor product of N factors,

H := H1 ⊗H2 ⊗ · · · ⊗ HN, (3.1)

and a density matrix ρ acting on it. For any non-empty subset I ⊆ [N] := {1, 2, . . . ,N}

of these factors, the von Neumann entropy is defined as

SI := S(ρI) = −Tr (ρI log ρI) , (3.2)
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where

ρI := TrH[N]\I ρ, with HI :=
⊗

ℓ∈I

Hℓ, (3.3)

is the reduced density matrix, or marginal, for the subsystem I. The entropy vector

corresponding to the density matrix ρ is the ordered10 collection of entropies of all its

marginals, namely,

S(ρ) = {SI for all I}. (3.4)

The vector space where entropy vectors live is RD, where D = 2N−1, and will be referred

to as entropy space. The labeling of the Hilbert space factors in (3.1) will be called a

coloring, the subscripts ℓ ∈ [N] are referred to as colors and any non-empty set of colors

I is a polychromatic index.

For a fixed number of parties N, the collection of all entropy vectors for all possible

Hilbert spaces and density matrices was shown by [56] to be a convex cone11 known as

the N-party quantum entropy cone (QECN).
12 By construction, the QECN is clearly sym-

metric under an arbitrary permutation of the N parties, as can be seen by just permuting

Hilbert space factors. In fact, it exhibits a larger symmetry group of permutations of

[N+ 1], as we now explain.

For a density matrix ρ, a purification is any pure state |ψ⟩ in an enlarged Hilbert

space

H := H1 ⊗H2 ⊗ · · · ⊗ HN ⊗HN+1 (3.5)

10We will follow our previous convention of ordering the entropies first by cardinality of I and then
lexicographically, though the actual order will not play a significant role in what follows. In all specific
examples, we will use alternate (and more conventional) notation of letters A,B,C, . . . instead of numbers
1, 2, 3, . . . to denote colors, with the letter O reserved for the purifier.

11A closed convex cone is a set of vectors such that for any two vectors v1,v2 in the set, the conical
combination αv1 + βv2 (where α, β ≥ 0) also belongs to the set.

12More precisely, it is the topological closure of this set which is a convex cone, while the set itself has
a more complicated structure.
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such that

ρ = TrHN+1
|ψ⟩ ⟨ψ| . (3.6)

We will refer to the additional auxiliary subsystem HN+1 as the purifier 13 and denote

a non-empty subset of [N + 1] by an underlined index I. Occasionally we will take

complements of (not necessarily underlined) polychromatic indices, and we will always

define these complements with respect to the set [N + 1].14 Since for any pure state the

entropy of a subsystem is equal to the entropy of its complement, the entropies of all

the subsystems of |ψ⟩ are already encoded in the entries of S(ρ).15 Any permutation

of the N + 1 factors in (3.5) will map an N-party entropy vector to another N-party

entropy vector, resulting in the extended symmetry mentioned above. In what follows,

when we consider permutations of entropy vectors or inequalities, we will always mean

permutations of [N+ 1].

For N = 2, 3, the QECN is known to be a polyhedral cone and can therefore be

specified by a finite set of inequalities.16 In the N = 2 case, the facets are given by the

permutations of subadditivity (SA),17

S1 + S2 ≥ S12, (3.7)

13The purifier will often be referred to as color N+ 1.
14Note that according to this definition the set of non-underlined indices is not closed under this

operation, however to simplify the notation we will write the complement of I as I∁ instead of I∁.
15By convention, given a pair of complementary subsystems (I, I∁) we have SI = SI∁ and we denote

the entropy of each of them by the index which does not include the purifier.
16A polyhedral cone is said to be pointed when it does not contain any non-trivial linear subspace,

and in what follows all polyhedral cones that we will consider will be pointed. Any pointed polyhedral
cone can equivalently be described as the conical hull (the set of all possible conical combinations) of
the set of its extreme rays.

17These include the Araki-Lieb inequality S1 + S12 ≥ S2.
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while for N = 3 there exists a new inequality known as strong subadditivity (SSA),18

S12 + S23 ≥ S2 + S123. (3.8)

It is important to notice that for N = 3, the permutations of (3.8) constitute only

a proper subset of the full set of facet-defining inequalities of the cone. The additional

facets correspond to certain particular instances of SA. For example, one can easily verify

that (3.7) specifies a facet while the “lift”

S1 + S23 ≥ S123 (3.9)

does not, being just the sum of (3.7) and (3.8).19 For N ≥ 4 the QECN is essentially

unknown; however, for any N, one can easily construct an “outer bound” (a larger cone

that contains it) by considering all instances of SA for all possible pairs of disjoint subsets

of [N+1]. For any given N, these define the N-party subadditivity cone (SACN), an object

which will play a central role in our derivation of the holographic entropy cone (see also

[12]).20

3.2.2 Holographic constructions

Having introduced an N-party entropy space and the QECN therein, we now con-

sider the construct of an entropy cone in the context of holography. A natural split-

18Its permutations include weak monotonicity S12 + S23 ≥ S1 + S3.
19Geometrically, the saturation of this weaker inequality (3.9) corresponds to a hyperplane which

intersects the boundary of the HEC only along a lower dimensional subspace.
20The reader might already wonder if one could not derive a more stringent bound by also includ-

ing SSA. This is of course correct, but as we will see it is SA, rather than SSA, which plays a more
fundamental role.
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ting of the Hilbert space is achieved21 by partitioning the space on which the CFT

lives, which we now specify in more detail to indicate the generality of the setup. Con-

sider a (not necessarily connected) asymptotically AdS manifold M with M boundaries,

∂M =
⋃M
m=1 ∂Mm.

22 For each boundary component ∂Mm, consider a Cauchy slice Σm

and a partition of it into an arbitrary number of connected regions Ai
m. Given a number

of parties N, we introduce a surjective coloring of these regions

β : {Ai
m | ∀m, i} → [N+ 1]. (3.10)

In other words, each Hilbert space factor Hℓ, which we label by a color, is associated

to some collection of these regions. Given a polychromatic index I, the set of regions

which under β receive a color ℓ ∈ I is the preimage β−1(I), and will be referred to as

the subsystem associated to I (or even more simply the subsystem I).23 A choice of such

a manifold, Cauchy slice, partition and a coloring defines what we will call an N-party

holographic configuration, denoted by CN.24

Using the HRT prescription [36], we can associate an entropy vector S(CN, g) to any

given holographic configuration.25 However, notice that typically the entropies will not

be finite, which occurs whenever an extremal surface is anchored on the AdS boundary, in

21Even if strictly speaking the Hilbert space of a QFT does not factorize, we assume that this splitting
is a valid approximation, see [93] and references therein for more details on this issue.

22The dimension of M will not play any role.
23We use similar notation and terminology for indices I which include the purifier.
24Throughout our construction, we will be working in the regime where the holographic dual describes

a classical bulk spacetime, i.e., we will not consider stringy or quantum corrections; see the discussion
in Section 3.7 for additional comments.

25The second argument in S(CN, g) is a shorthand meant to indicate the dependence on the bulk
spacetime metric gab. Although it may seem more natural to use the CFT quantity ρ, we choose to
leave this implicit (as describing any density matrix which gives the bulk gab) to emphasize that in the
present context the entanglement entropy is given by a geometrical construct (namely the relevant set
of extremal surfaces).
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other words when the corresponding region admits an entangling surface.26 To circumvent

this problem, [42] introduced a cut-off surface, making all the entropies finite at the

expense of associating to a configuration an entropy vector Sϵ(CN, g) which is now cut-off

dependent.

Given a number of parties N, one can consider the set of all possible (finite) entropy

vectors, for all possible N-party configurations and choices of cut-off. It is then easy to

show [42] that this set has the structure of a convex cone, and is known as the N-party

holographic entropy cone (HECN).
27 Note that despite being called “holographic”, the

construction of this cone is purely geometric, and in using the HRT formula we implicitly

assumed that for any M the bulk dynamics is dual to the evolution of a tensor product

of M copies of a holographic CFT living on ∂M. In what follows we will always make

this assumption, leaving the analysis of this subtlety to future work.28

While the use of a cut-off is a convenient computational tool in defining the cone,

one might worry that it could render the resulting construct intrinsically ill-defined. In

particular, would the cone be meaningful if its building blocks required a specification of

a cut-off? Fortunately, we can circumvent this subtlety by realizing the cone’s extreme

rays by configurations where none of the minimal surfaces is anchored to the boundary,

specifically by the bulk geometry corresponding to multi-boundary wormholes and sub-

systems covering the entire connected pieces of the boundary [42]. In such configurations

the corresponding HRT surface areas are therefore finite, with no need for cut-offs.

While this proof makes it clear that the “static” HEC is a physically well motivated

26The only case where this does not happen is when each Cauchy surface Σm is not partitioned at all,
and each region Am is then the entire Σm.

27In [42] the definition was given for the static case, but the same formulation pertains also in the
dynamical case. The reader who is already familiar with these constructions is reminded that this is
however not the case for the proof of polyhedrality.

28See [94] for more details regarding this issue.
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object to study, the construction has some limitations. First of all, one would like to

extend the result to the “covariant” HEC (see [95, 96, 97, 65] for discussions in this

direction), which is not even known to be polyhedral.29 Second, it would be interesting

to understand to what extent the properties of the HEC, even in the static case, depend

on multiboundary wormhole solutions and on the choice of configurations where all en-

tropies are finite. Finally, it is interesting to investigate how specific substructures of the

cone (for example certain internal regions or portions of its boundary) are related to dif-

ferent holographic configurations, especially the more typical ones which have divergent

entropies.

Motivated by this, the work of [67] introduced the concept of proto-entropy and proto-

entropy vector, as manifestly cut-off independent objects associated to a configuration

and a metric. Given an arbitrary boundary regionA (not necessarily connected), consider

a minimal extremal surface ξA whose area computes the entropy of A. Such extremal

surface can be composed of multiple disjoint pieces, which may or may not be anchored

on the boundary. The proto-entropy of A is then simply defined as the formal sum of the

connected components of ξA. In practice, one should just imagine the HRT prescription

without the area functional, with the sum of areas of connected surfaces replaced by a

formal sum of the surfaces themselves. The convenience of this construction is that all

surfaces are now treated on the same footing, irrespective of whether they are anchored to

the boundary (and therefore have infinite area) or not, and no cut-off is ever introduced.

Given a pair (CN, g), its proto-entropy vector is then defined as the ordered collection of

29 While there is no well-established definition of such a covariant HEC, the intent is to characterize
the entropy vectors for all configurations in all physical time-dependent holographic spacetimes. Since
the same subtlety mentioned above and explored in [94] is likely more severe in the time-dependent
context, we again retreat to geometrical definition, as a collection of entropy vectors given by the HRT
prescription, in spacetimes where the latter applies. Most simplistically, we would then restrict to
classical bulk spacetimes obeying the NEC.
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the proto-entropies of the boundary subsystems.

Using this formulation, [67, 68] suggested an approach to the derivation of new holo-

graphic entropy inequalities where it is the connectivity of the entanglement wedges,

rather than the area of the surfaces, that plays a central role. While in the present work

we will focus on the graph models of [42] rather than on proto-entropies, the approach to

the reconstruction of the HEC presented here will follow the same intuition. We leave a

more detailed analysis of the relationship with proto-entropies, and in particular between

the HEC and the holographic entropy polyhedron to future work.

3.2.3 Graph models

In the previous subsection we gave a definition of a holographic configuration in the

most general scenario, where the bulk spacetime is dynamical. We will now restrict

to static spacetimes, such that the entropies are computed by minimal (rather than

extremal) surfaces. In this case, given a pair (CN, g), the minimal surfaces define a

partition of the bulk time slice, and we can conveniently describe the configuration by a

graph constructed as follows [42].

To each region in the partition of the bulk time slice we associate a vertex. If a region

is adjoining to the boundary, we label the vertex by the color of the adjoining boundary

region. If two vertices correspond to two adjoining regions of the bulk time slice, they are

connected by an edge. Any such edge corresponds to a piece of a minimal surface and will

carry a weight equal to its area.30 Note that such graphs can get quite complicated; for

example, even in a simple configuration with regions specified by symmetric distribution

of disks on a spatial slice of R2,1, two correlated regions would correspond to a planar

30Pieces of RT surfaces which reach the boundary will correspond to edges with infinite weights. If
necessary, one can again imagine introducing a cut-off, and work with a graph having all edge weights
finite.
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graph with 4 vertices and 3 edges, while a graph encoding four pairwise-correlated regions

would be a non-planar one with 43 vertices and 90 edges. However, we will not need to

consider the specific details of such graphs.

The convenience of this representation stems from the fact that it suggests how to

formulate an alternative, but equivalent, definition of the (static) HEC which is entirely

based on graphs, without the need to consider more explicit holographic configurations

as introduced above. In essence, one first defines a “graph model” of holographic entan-

glement, with a prescription for how to compute an entropy vector starting from it, and

then proves that the set of entropy vectors realized by such graph models is equal to the

HEC.31 Since these graph models are the main tool that we will use in the rest of the

chapter, we now review their original definition in detail.

Consider an undirected graph G = (V,E) with vertex set V and edge set E of un-

ordered pairs of vertices.32 With a slight (but by now well-established) abuse of notation,

we denote a set of boundary vertices by ∂V ⊆ V . We will refer to the other vertices (if

any33) in V as the bulk vertices. Analogously to what we discussed for configurations, to

each boundary vertex we assign a color via the coloring β : ∂V → [N + 1] and β−1(I) is

the preimage of the subsystem I. A graph G together with a specification of boundary

vertices and a coloring β defines a topological graph model of holographic entanglement,

which will be denoted by GN.

If this structure is further endowed with a weight map w : E → R>0, we will call it a

31Given an arbitrary graph model one can convert it into a “canonical form” using certain entropy-
preserving transformations (explicitly reviewed in Section 3.3.3). One then shows that the entropy
vector of any graph model in canonical form can be explicitly realized by a multiboundary wormhole
configuration. See [42] for more details.

32For simplicity the graph is also assumed to be simple (it is not a multigraph) and loopless (i ̸= j for
all (i, j) ∈ E), although without these restrictions the entropy cone would remain unchanged.

33As pointed out by [8], the restriction to only ∂V = V corresponds to the study of the cut function,
which when written as a vector is well known to span a polyhedral cone whose facets are the subadditive
inequalities [71, 70].
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graph model of holographic entanglement, and denote it by G̃N. We will often think of

the map w as a weight vector w = w(E) in the space of weights RE (where E := |E|),

consisting of all weights we := w(e) for all e ∈ E with some ordering.

Any subset U ⊆ V characterizes a bipartition or cut of G, which defines a set of cut

edges C(U) ⊆ E as

C(U) := {(v, v′) ∈ E | v ∈ U, v′ ∈ U ∁} (3.11)

(where U ∁ := V \ U is the complementary set of vertices). For a graph model G̃N, the

cut weight of a cut U is defined as the total weight of its edges

∥C(U)∥ :=
∑

e∈C(U)

w(e). (3.12)

For any non-empty I ⊆ [N], a set U ⊆ V is a cut homologous to I, or an I-cut, if it

contains precisely the boundary vertices colored by I, i.e. if U ∩ ∂V = β−1(I). We will

denote an arbitrary I-cut by UI and to simplify the notation, we will occasionally denote

the corresponding set of cut edges by CI (as a shorthand for C(UI)). The minimum cut

weight among all I-cuts gives the entropy SI of the associated subsystem, i.e.,

SI := min
UI

∥C(UI)∥ . (3.13)

Any I-cut UI with minimum cut weight ∥C(UI)∥ = SI is a min-cut for I and will be

denoted by U∗
I (similarly, we will occasionally denote the set of cut edges for a min-cut

by C∗
I). Notice that from the definition it immediately follows that the complement of

a min-cut U∗
I is a min-cut for the complementary subsystem I∁. Min-cuts however are

not necessarily unique, as for holographic configurations. We will come back to this

“degeneracy” in later sections, since it will play an important role.
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3.2.4 Basic properties of min-cuts

Here we collect some basic results about min-cuts that will be useful later.

For a given topological graph model GN, consider an arbitrary subsystem I,34 an

arbitrary I-cut UI, and the induced subgraph35 GN [UI], with vertex set UI and boundary

vertices ∂V ∩ UI with the coloring inherited from GN. In the special case of a min-cut

U∗
I , this subgraph is the natural analog of the entanglement wedge (or more precisely

the homology region) for the subsystem I. However, as we now show, each connected

component of a min-cut U∗
I has to be connected to the boundary, i.e. it has to contain

at least one boundary vertex:36

Lemma 3.1 (Topological minimality). If the induced subgraph GN [UI] of a topological

graph model GN on the vertices of a I-cut UI is disconnected, and there is a connected

component which does not include any of the boundary vertices of GN, then the cut UI

cannot be a min-cut for any graph model G̃N on GN.

Proof. Denote by U∅
I a connected component of GN [UI] such that U∅

I ∩ ∂V = ∅. Then

U ′
I = UI \ U∅

I is a new I-cut on GN such that

∥C(U ′
I)∥ < ∥C(UI)∥. (3.14)

Hence UI cannot be a min-cut.

The second basic property of min-cuts is the graph version of the property of HRRT

34Throughout this subsection we use non-underlined indices I rather than I to simplify the notation,
but all lemmas obviously also hold for subsystems that include the purifier.

35The induced subgraph G[U ] of a graph G = (V,E) is the graph G[U ] = (U,F ) with vertex set U ⊂ V
and edges F ⊆ E connecting only vertices in U .

36We are ignoring the trivial case where GN is disconnected and some of its connected components do
not include any boundary vertices. However it should be clear that even in these cases, such disconnected
components are never cut by a min-cut.
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known as “entanglement wedge nesting”, which states that entanglement wedges of nested

regions must themselves be nested. We will state this property without proof (see [8] for

more details):

Lemma 3.2 (Nesting). For any graph model G̃N, subsystems I,K with K ⊂ I, and

min-cut U∗
I for I, there exists a min-cut U∗

K for K such that U∗
K ⊂ U∗

I .

Notice that in case of degeneracy, the inclusion U∗
K ⊂ U∗

I need not necessarily hold

for all choices of min-cut pairs.

Using this lemma, one can immediately derive the following result:

Lemma 3.3 (No-crossing). For any graph model G̃N, and subsystems I,K with I∩K = ∅,

there exist min-cuts U∗
I and U∗

K such that U∗
I ∩ U∗

K = ∅.

Proof. Consider the subsystem I∁. Since I ∩ K = ∅, it follows that K ⊂ I∁ and by

Lemma 3.2 there exists min-cuts U∗
I∁

and U∗
K such that U∗

K ⊂ U∗
I∁
. The complement of

U∗
I∁
is then a min-cut U∗

I such that U∗
I ∩ U∗

K = ∅.

Finally, we mention another property which is closely related to nesting and will be

particularly useful in later proofs:

Lemma 3.4 (Min-cut decomposition). For any graph model G̃N, if the induced subgraph

G̃N [U
∗
I ] for a min-cut U∗

I is composed of two disjoint components,

G̃N [U∗
I ] = G̃N [UJ]⊕ G̃N [UK]

with I = J ∪K, then UJ and UK are min-cuts for the corresponding subsystems.

Proof. Proceed by contradiction. Suppose UJ is not a min-cut, so an actual min-cut U∗
J

for J has
∥∥C(U∗

J )
∥∥ < ∥C(UJ)∥. By hypothesis the union U∗

J ∪ UK defines a cut for I. By
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subadditivity,37
∥∥C(U∗

J ∪ UK)
∥∥ ≤

∥∥C(U∗
J )
∥∥ + ∥C(UK)∥ < ∥C(UJ)∥ + ∥C(UK)∥, where we

used minimality in the last step. But by the disjointness assumption, the right-hand side

equals ∥C(U∗
I )∥. Hence U∗

J ∪UK is a cut for I of smaller weight than the claimed min-cut

U∗
I , a contradiction (and the same argument of course also applies to K).

An alternate way of stating Lemma 3.4 is that if the set of cut edges for a min-cut

U∗
I can be split into two sets of cut edges for cuts of subsystems bipartitioning I, then

each set corresponds to a min-cut for that subsystem. Note that this statement can be

trivially iterated when G̃N [U
∗
I ] is composed of multiple disjoint components.

The min-cut decomposition also makes an immediate connection to SA saturation: if

G̃N [U
∗
I ] = G̃N

[
U∗
J

]
⊕ G̃N [U

∗
K] with I = J ∪ K, then SI = SJ + SK, so J and K have no

mutual information and are fully decorrelated.38

3.3 The min-cut subspace of a graph model

In the previous section we reviewed the definition of a graph model of holographic

entanglement and how an entropy vector is associated to it. We now begin to consider

coarser objects associated to graph models. This will be a recurring theme throughout

this work, and we will consider an even coarser object in Section 3.4.

In Section 3.3.1 we introduce the notions of a “min-cut structure” and its correspond-

ing “W-cell” in the space of edge weights. These allow us to organize graph models into

equivalence classes, and we will introduce the main objects associated to an equivalence

class, namely the “S-cell” and its “min-cut subspace”. These subspaces will then be used

in Section 3.6 to resolve the structure of the holographic entropy cone. The definition

37Phrased more generally, this follows from the fact that the min-cut function on a graph is submodular.
38The existence of such decomposition of the induced subgraph G̃N [U∗

I ] is also a necessary condition
for the mutual information to vanish, as we will review later in Section 3.4.2 (see Lemma 3.9).
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is not entirely new, as variations of it were already used previously. Here we sharpen

this notion and explore its properties in much greater detail, highlighting in particular

the role played by “degeneracy”, namely the possible coexistence of alternative min-cuts

which compute the entropy of a subsystem.

In Section 3.3.2 and Section 3.3.3 we then explain how the S-cell and min-cut subspace

of an equivalence class of graph models can be determined from the W-cell. While in

Section 3.2 we have defined weights as strictly positive, in some cases it will be useful to

consider extremal situations where some of them vanish, and we clarify how to deal with

this type of situations in Section 3.3.4. In Section 3.3.5, we present certain important

properties of W-cells, S-cells and min-cut subspaces which will be used in later proofs.

Finally, in Section 3.3.6, we explain how for disconnected graphs all these constructs can

be obtained from those of the connected “building blocks”.

Additional important properties of the objects introduced in this section, related to

how these transform under recoloring of boundary vertices in a graph, will be analysed

in Section 3.5.39

3.3.1 Equivalence classes of graph models

Consider a graph model of holographic entanglement G̃N, as defined in Section 3.2.3.

As we anticipated above, the min-cut U∗
I for an arbitrary subsystem I is not necessarily

unique. We denote the set of min-cuts for I by UI. A subsystem indexed by I will be

said to be generic (degenerate) if UI has cardinality equal to (greater than) one. If UI

has more than one element, every U∗
I ∈ UI is referred to as a degenerate min-cut, in the

39In the discussion, Section 3.7, we will also briefly comment on the relation between the min-cut
subspaces defined here, and similar construct introduced in [68, 67] for proto-entropies and the definition
of the holographic entropy polyhedron.
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sense that any such cut achieves the minimum weight among all possible cuts for I.40

Similarly, we introduce the following terminology for graph models

Definition 3.1 (Generic and degenerate graph models). A graph model is generic if

every subsystem is generic, while it is degenerate if at least one subsystem is degenerate.

Notice that a “general” graph model may or may not be “generic” according to this

definition. The motivation for this choice of terminology is that random graph models

typically do not have any degeneracy.

For an arbitrary graph model G̃N we define its min-cut structure as follows

Definition 3.2 (Min-cut structure of a graph model). The min-cut structure m(G̃N) of

a graph model G̃N is the collection of its min-cut sets for all polychromatic indices, i.e.

m(G̃N) := {UI for all I} (3.15)

Any two graph models on the same topological graph model GN will be considered

equivalent if their min-cut structures are equal. This equivalence relation allows us to

organize all such graph models into a finite set of equivalence classes, each one corre-

sponding to a distinct min-cut structure m. We write such an equivalence class as a

pair (GN,m), stressing the dependence on both the min-cut structure and the underly-

ing topological graph model. Occasionally, we will also write (GN,m)[G̃N] to stress that

(GN,m) is not an arbitrary equivalence class, but the class specified by the representative

graph model G̃N. Any element of a class is specified by a choice of weights consistent

with the min-cut structure m, and it will be convenient to associate to each equivalence

class a region in the space of edge weights RE
>0.

40Notice that the cardinality of UI is bounded by 1 ≤ |UI| ≤ 2|V |−(N+1), since only the |V | − (N+ 1)
bulk vertices can be optionally included in the I-cut.

92



The holographic entropy cone from marginal independence Chapter 3

Definition 3.3 (W-cell). The W-cell W(GN,m) ⊂ RE of the min-cut structure m on the

topological graph model GN is the set of weight vectors of all graph models G̃N in the class

(GN,m).

In what follows, when the specification a topological graph model GN is clear from con-

text, and we only need to keep track of the dependence of a W-cell on a min-cut structure

m, we will simply write Wm instead of W(GN,m).

Given a topological graph model GN, one may want to specify a min-cut structure

on it more abstractly, by directly listing the min-cut sets UI without recurring to graph

models and explicit choices of edge weights. Notice however that an arbitrary choice of

cuts for each index I is not necessarily a meaningful min-cut structure, since there may

not exist a choice of weights that make all these cuts (and no others) minimal (for example

by violating some of the lemmas in Section 3.2.4). We will comment more explicitly on

this point in the next section.

Each equivalence class will also be associated to a specific region of entropy space,

called the S-cell of (GN,m), defined as follows

Definition 3.4 (S-cell). The S-cell S(GN,m) ⊂ RD of the min-cut structure m on the

topological graph model GN is the set of entropy vectors of all graph models G̃N in the

class (GN,m).

By definition, each S-cell is contained in the HEC, since it is a set of entropy vectors

that can be realized by graph models. As we will see, different S-cells can have different

dimensions, and clearly the union of all S-cells that can be obtained from all possible

topological graph models and min-cut structures is the whole HECN. However, the set

of all S-cells does not form a partition of the HECN since a given entropy vector can
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in general belong to multiple S-cells.41 Furthermore, the relation between equivalence

classes and S-cells is not a bijection, since the same S-cell can be associated to distinct

equivalence classes.42

Having introduced the notion of an S-cell, we now consider a linear subspace of entropy

space which is naturally associated to it. Specifically, we define the min-cut subspace of

a class (GN,m) as follows

Definition 3.5 (Min-cut subspace). The min-cut subspace S(GN,m) of the min-cut

structure m on the topological graph model GN is the minimal linear subspace which

contains the S-cell S(GN,m), i.e.

S(GN,m) := Span(S(GN,m)) (3.16)

Notice that even the relation between S-cells and min-cut subspaces is not a bijection,

since different S-cells can give the same min-cut subspace.43

Having introduced the main definitions, we will now proceed to explain how, given

a topological graph model and a min-cut structure, one can compute the S-cell and the

min-cut subspace explicitly. We will start from the slightly simpler case of generic graphs

and then extend the analysis to situations where some min-cuts are degenerate.

41This can easily happen for example with disconnected graph models. We will comment on this type
of situation in more detail in Section 3.3.5.

42For example one can start from a class (GN,m) and add new vertices toGN to obtain a new topological
graph model G′

N such that the min-cut structure m and the sets of cut edges C∗
J for all subsystems remain

unchanged (a trivial way to do so is by adding a disconnected component of only bulk vertices).
43This situation can also easily be realized with disconnected graphs, see Section 3.3.5.
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3.3.2 Min-cut structures without degeneracy

Given a topological graph model GN, and a generic min-cut structure m, we can

determine the W-cell of (GN,m) as follows. To each edge of GN we associate a weight

variable we (rather than a weight value as in a graph model G̃N). For any polychromatic

index I, we can consider all cuts UI, and the min-cut structure m specifies which one is

the min-cut U∗
I . The minimality of U∗

I translates into a set of linear inequalities in the

weight variables, which take the form

∥C(U∗
I )∥ < ∥C(UI)∥ ∀UI ̸= U∗

I . (3.17)

The collection of all these inequalities in (3.17), for all polychromatic indices I, combined

with the condition that each edge weight must be non negative

we > 0 ∀ e ∈ E (3.18)

specifies a polyhedral cone in RE
>0. The cone structure follows from the inequalities being

homogeneous, and since there are at least E linearly independent ones (those in (3.18)),

the cone is pointed. Furthermore, since all the inequalities are strict, the (non-empty)

solution corresponds to the interior of this cone, and the cone is full-dimensional.44 This

is the W-cell W(GN,m).

As we mentioned earlier, an arbitrary choice of min-cut for each subsystem I does not

necessarily correspond to a meaningful min-cut structure. This is because the system

of inequalities described above could have no solutions, in which case the W-cell is just

the empty set. In the following we will always ignore these situations, and whenever

44The linear span of the vectors inside the cone is the full space.
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we consider a min-cut structure on a certain topological graph model, we will implicitly

assume that its W-cell is non-trivial.

Having showed how to determine the W-cell W(GN,m) explicitly, we will now explain

how to derive the corresponding S-cell S(GN,m) in entropy space. Notice that for any

graph model G̃N, each entropy SI is computed by a sum of weights, each one with unit

coefficient, cf. (3.12). For each subsystem I we introduce an incidence vector ΓI ∈ {0, 1}E,

ΓeI :=





1 if e ∈ C(U∗
I )

0 otherwise

(3.19)

which specifies which edges participate in the cut. We can then write the entropy as

SI = ΓeI we (3.20)

where the D×E matrix ΓeI represents a linear map Γ : RE → RD. The map which associates

entropy vectors to weight vectors of fixed topological graph and min-cut structure is the

restriction Γ|W of Γ to the W-cell W(GN,m). The S-cell is the image of this restricted

map45

S(GN,m) = Im Γ|W (3.21)

and the min-cut subspace is

S(GN,m) = Span(Im Γ|W) = Im Γ (3.22)

where the last equality follows from the fact that, as explained above, Span(W) = RE.

45Equivalently, one could also define the S-cell as the image of W under the unrestricted map Γ, i.e.,
S = Γ(W), but we preferred the option in the main text because the matrix Γ is specified by the min-cut
structure, which is only defined within W.
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In conclusion, in the case of a generic min-cut structure m on a topological graph

model GN, the min-cut subspace is simply the column space of the matrix Γ.

3.3.3 Min-cut structures with possible degeneracy

We will now generalize the previous construction to the case where some min-cuts

could be degenerate. We start again by determining the W-cell of a given min-cut

structure m and topological graph model GN.

For each degenerate subsystem I, we label the min-cuts U∗
I in the set UI with an

upper index α ∈ {1, 2, . . . , |UI|}. The W-cell is now specified by the following set of

inequalities

∥C(U∗
I
α)∥ < ∥C(UI)∥ ∀UI ̸= U∗

I
α, ∀α (3.23)

for each polychromatic index,46 together with the strict positivity of the weights (3.18),

and crucially a set of degeneracy equations

∥C(U∗
I
α)∥ = ∥C(U∗

I
β)∥ ∀ I, ∀α, β (3.24)

Like in the generic case, the W-cell is the interior of a polyhedral cone, but now with

a crucial difference. Since all inequalities are strict, denoting by W the proper linear

subspace of RE which corresponds to the solution of the degeneracy equations (3.24), we

have

Span(W(GN,m)) = W (3.25)

rather than the full space.

To find the S-cell we can proceed similarly to generic case. For each degenerate

46For each generic subsystem, there is just a single index α ∈ {1}.
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subsystem I, we first choose a “representative” min-cut U∗
I
α, by a specific choice of α.

We denote a choice of min-cuts for all I schematically by {α}. With this choice we can

then construct an incidence vector ΓαI for each polychromatic index I, and as before

a linear map Γ{α} : RE → RD. Different choices of representatives will in general give

different linear maps, however once restricted to the W-cell, all these maps have the same

image, the S-cell of m, i.e.,

S(GN,m) = Im Γ{α}|W ∀ {α} (3.26)

To see this, consider an arbitrary weight vector w ∈ W and two maps Γ{α} and Γ{α′}

for two different choices of representative min-cuts. We want to show that for any such

choices

Γ{α}(w) = Γ{α′}(w) (3.27)

which we can rewrite as

(Γ{α} − Γ{α′})(w) = 0 (3.28)

For a row I of the matrix that appears in the equation above we should then have

(ΓαI − Γα
′

I )(w) = 0 (3.29)

If the choice of representatives for the subsystem I in {α} and {α′} was the same, (3.29)

is trivial. Otherwise it is precisely one of the degeneracy equations that specify W , and

it is therefore also satisfied by w.

As for the generic case, the min-cut subspace of a min-cut structure with degeneracies

is again defined as the span of the S-cell. Unlike the generic case however, the min-cut
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subspace is now generally not equal to the image of any of the unrestricted maps Γ{α}.47

Hence

S(GN,m) = Span(Im Γ{α}|W) ⊆ Span(Im Γ{α}) (3.30)

and typically S(GN,m) ⊂ Span(Im Γ{α}).

Using this construction it is straightforward to prove the following result, which pro-

vides a more direct way to determine the min-cut subspace of an arbitrary class (GN,m)

when one is not interested in the W-cell or the S-cell.

Lemma 3.5. For any class (GN,m) and choice of Γ{α}, the min-cut subspace of (GN,m)

is the image of W under Γ{α}

S(GN,m) = Γ{α}(W) (3.31)

Proof. Since the min-cut subspace is defined as the linear span of the S-cell, S contains

some basis BS of S. And by (3.30), there exists a collection of vectors in W which are

mapped to BS, therefore Γ{α}(W) ⊇ S for any {α}. On the other hand, the W-cell is

full dimensional in W, i.e., its linear span is W. Therefore, any w ∈ W can be written as

a linear combination of a basis BW ⊆ W , which is mapped inside S by Γ{α}, implying

Γ{α}(W) ⊆ S. Combining the two inclusions, Γ{α}(W) = S.

Notice that in the generic case, where W = RE, (3.31) reduces to (3.22). Because of (3.26),

the specific choice of min-cut representatives for a min-cut structure is often immaterial,

and in what follows we will often drop the explicit dependence of Γ{α} on such a choice,

writing simply Γ.

We conclude this subsection with an explicit example of these constructs. Consider

the graph model G̃3 in Figure 3.1. The indicated choice of weights on the underlying

47It is tempting to guess that the min-cut subspace of a degenerate min-cut structure is the intersection
of all the images of the unrestricted maps for all choices of representatives, i.e., that S =

⋂
{α} Im Γ{α}.

This however is not entirely clear and we leave this question for future work.
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1

1

1

1 σ

A

B

C

O

Figure 3.1: The graph model G̃3 which generates the extreme ray of the HEC3 corre-
sponding to the 4-party perfect state. The boundary vertices are ∂V = {A,B,C,O},
and there is a single bulk vertex, σ. Our drawing conventions for this and all subse-
quent figures will be to use colors for the boundary vertices (black for the purifier O),
and to display all bulk vertices in gray.

topological graph model G3 specifies the following min-cut structure

UA = {{A}} UAB = {{A,B}, {A,B, σ}} UABC = {{A,B,C}}

UB = {{B}} UAC = {{A,C}, {A,C, σ}}

UC = {{C}} UBC = {{B,C}, {B,C, σ}}

(3.32)

The degenerate subsystems are AB, AC and BC, and they give rise to the following

degeneracy equations

w
Aσ

+ w
Bσ

= w
Cσ

+ w
Oσ

w
Aσ

+ w
Cσ

= w
Bσ

+ w
Oσ

w
Bσ

+ w
Cσ

= w
Aσ

+ w
Oσ

(3.33)

The solution of the degeneracy equations is the 1-dimensional subspace W ⊆ R4 generated

by the vector (1, 1, 1, 1). The W-cell is the ray w(1, 1, 1, 1), with w > 0, and its image un-

der the map (the rows correspond to entropies ordered as (A,B,C,AB,AC,BC,ABC),
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and the columns to the weights ordered as (Aσ,Bσ,Cσ,Oσ))

Γ =




1 0 0 0

0 1 0 0

0 0 1 0

1 1 0 0

1 0 1 0

0 1 1 0

0 0 0 1




(3.34)

fixed by the choice of representatives

U∗
AB = {A,B}

U∗
AC = {A,C}

U∗
BC = {B,C} (3.35)

is the S-cell

S = λ (1, 1, 1, 2, 2, 2, 1), λ > 0 (3.36)

which is the 4-party “perfect state”48 extreme ray of the HEC3. In this example the

min-cut subspace is therefore 1-dimensional. We will see momentarily that this is always

the case for graph models realizing the extreme rays of the HEC.

3.3.4 Vanishing weights

Up to this point we have only considered situations where all the weights in a graph

model are strictly positive. However, one may wonder if there could be any issue when

allowing some of the weights to vanish, and in this subsection we explore this situation

48This is the pure state on four parties which is absolutely maximally entangled, i.e., the state such
that each subsystem has maximal entropy.
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carefully. The upshot is that if some of the weights vanish in a graph model, all our

previous definitions and constructions should be applied to a new graph where all edges

with vanishing weight have been deleted.

Consider a topological graph model GN, and suppose that instead of specifying a

min-cut structure by a choice of edge weights, we instead try to specify it by a list of

min-cut sets for all polychromatic subsystems, which we denote by m̆. Any such choice

will specify a region W̆ of the space of edge weights RE via a set of min-cut inequalities

(3.23) and degeneracy equations (3.24), together with the condition of strict positivity of

the edge weights (3.18). However, as already mentioned before, this region can be empty,

in which case m̆ would not correspond to a valid min-cut structure on GN. For a random

choice of min-cut sets, this would typically be the case, since the min-cut sets would

easily violate some of the basic properties of min-cuts reviewed in Section 3.2. However,

it can also happen that the only reason why W̆ is empty is that some of the degeneracy

equations are forcing some of the edge weights to vanish.

Consider now a bipartition (E0, E>) of the edge set E and the following constraints

on the weights

we = 0 ∀ e ∈ E0

we > 0 ∀ e ∈ E> (3.37)

Suppose that the new region W specified by (3.37), and precisely the same min-cut

inequalities and degeneracy equations that participated in the specification of W̆ , is non-

empty. According to our definition, even if W is non-empty, it is not a W-cell for any

min-cut structure on GN, since some weights vanish. However, W can also be specified by

an equivalent set of inequalities and equations that can be obtained by simply canceling
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the terms we for all e ∈ E0 from all the original min-cut inequalities and degeneracy

equations that defined W̆ , and by also removing the corresponding equations from (3.37).

Consider now a new topological graph model G̊N obtained by simply deleting all edges

in E0 from GN. The space of weights for G̊N is now RE−|E0|
>0 and (3.37) imposes that all

remaining weights are strictly positive. Furthermore for each min-cut U∗
I
α in m̆ we have

∥C(U∗
I
α)∥ −

∑

e∈E0(I,α)

we = ∥C̊(U∗
I
α)∥ (3.38)

where

E0(I, α) = C(U∗
I
α) ∩ E0 (3.39)

and C̊(U∗
I
α) is the set of cut-edges for the min-cut U∗

I
α on the new graph G̊N. The

equations and inequalities obtained by cancelling the vanishing weights can then be

reinterpreted as a set of min-cut inequalities and degeneracy equations for a min-cut

structure m̊ = m̆ on the new graph, and the region W is therefore the W-cell W(G̊N, m̊).

We will see an example of this reduction procedure in the next section.

Finally, let us briefly comment on the extreme situation where W̆ is the 0-dimensional

region that only contains the origin of RE. In this case the reduction we just described

simply produces a new topological graph model G̊N with no edges, whose space of weights

is now R0
>0 = {0}. In this space there is only a single W-cell W , which is simply the

entire space. The corresponding min-cut structure is generic only in the case where all the

vertices in G̊N are boundary vertices. Otherwise, the min-cut structure is “maximally

degenerate” in the sense that any subset of the bulk vertices can be included in the

min-cut of each polychromatic subsystem.
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3.3.5 Main properties of W-cells, S-cells and min-cut subspaces

In this subsection we comment on a few important properties of W-cells, S-cells and

min-cut subspaces which will be used in later proofs. We begin with a simple observation

about the set of W-cells associated to a given topological graph model:

Lemma 3.6. For any topological graph model GN, the set of W-cells associated to all the

min-cut structures that can be specified on GN forms a partition of the space of weights

RE
>0.

Proof. Given a topological graph model GN, any choice of weight vectorw ∈ RE
>0 specifies

a min-cut structure uniquely.

Recall that any W-cell is the interior of a pointed polyhedral cone whose linear span

is the subspace W determined by the degeneracy equations. We now want to consider

the boundary of such a cone, and in particular its extreme rays. For a given W-cell W

we denote its closure by W . A d-dimensional face Fd of W is defined as the intersection

of W with a hyperplane H such that W is contained entirely in one of the half-spaces

specified by H (including H itself). According to this definition, each face is again a

closed polyhedral cone, and we denote its interior49 by Fd. Notice in particular that the

1-dimensional faces are also closed; they are closed extreme rays, since they contain the

origin.

In general it is not clear if the interior of a face is by itself a W-cell for some min-

cut structure,50 but we will prove that this is the case for certain extreme rays. We

denote a closed extreme ray of W by xW and its interior (the corresponding open ray)

by xW . Moreover, we will say that a ray (either closed or open) is nowhere-zero if all the

49We define the interior with respect to the subspace topology.
50Indeed, the structure of the set of W-cells for a given topological graph model is an interesting object

to study. We leave this problem for future work.
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components of any vector in its interior are strictly positive. We then have the following

lemma:

Lemma 3.7. For any class (GN,m) and a nowhere-zero extreme ray xW of W(GN,m),

there exists a min-cut structure m′ on GN whose W-cell is xW .

Proof. Consider a class (GN,m) and a nowhere-zero extreme ray xW ∈ Wm, where we

have introduced the shorthand notation Wm = W(GN,m). We denote by F1 the 1-

dimensional linear subspace generated by xW . Since xW is nowhere-zero, by Lemma 3.6

there exists a unique min-cut structure m′ whose W-cell Wm′ contains xW . Suppose now

that xW is not a W-cell by itself, i.e., that Wm′ ̸= xW . Then there exists at least another

open ray w ∈ Wm′ which corresponds to the same min-cut structure m′ of xW . In general

the facets of W are supported by two different types of hyperplanes. Some correspond

to degeneracy equations for min-cuts in m, and others are facets of RE
≥0. However by the

assumption that xW is nowhere-zero, it follows that F1 is completely determined by the

degeneracy equations only. Since any ray that is not contained in F1 would violate at

least one of these equations, it must be that w = λxW with λ > 0, and xW is the whole

W-cell of m′.

Using this lemma, we can then show that if a class (GN,m) has a 1-dimensional

min-cut subspace, we can always find another class such that the min-cut subspace is

preserved and the new W-cell is just a single ray.

Lemma 3.8. For any class (GN,m) such that S(GN,m) is 1-dimensional, there exists a

class (ĜN, m̂) such that

S(ĜN, m̂) = S(GN,m) (3.40)

and W(ĜN, m̂) is a single ray.
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Proof. Consider an arbitrary class (GN,m) with a 1-dimensional min-cut subspace, and

suppose its W-cell Wm is not a single ray. Since S(GN,m) is 1-dimensional, the S-cell on

the other hand is just a single ray, which we denote by S. For any choice of Γ (fixed by

a choice of representative min-cuts in m) we then have

Γw = λwS ∀w ∈ Wm (3.41)

where λw > 0 is a scaling factor that depends on w. By linearity this implies that

Γw′ = λw′S ∀w′ ∈ ∂Wm (3.42)

where ∂Wm = Wm \ Wm denotes the boundary of Wm, and λw′ ≥ 0 is a new rescaling

factor which depends on w′. Notice that in general λw′ can now vanish. However, any

w ∈ Wm can be written as a conical combination of the extreme rays of Wm. Therefore,

since for any w we have λw > 0, there must exist at least one extreme ray xWm ∈ ∂Wm

such that if we apply (3.42), with w′ = xWm , we have λw′ > 0.

We now consider one the extreme rays which satisfy this condition, and we have to

distinguish two cases, depending on whether xWm has some vanishing components or not.

If xWm has no vanishing components, it follows from Lemma 3.7 that it is by itself a

W-cell Wm̂ for some min-cut structure m̂ on GN. Furthermore, by (3.42), xWm is mapped

by Γ to the same S-cell as all other weight vectors in Wm. Therefore (ĜN, m̂), with

ĜN = GN, has the same min-cut subspace as (GN,m).

On the other hand, if xWm has one or more vanishing components, we can first use the

reduction described in Section 3.3.4 (we simply delete the edges with vanishing weights)

to obtain a new graph ĜN and a new ray x̂Wm which has no vanishing weights. Since x̂Wm

is determined by all the original degeneracy equations and inequalities that determined
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Figure 3.2: An example illustrating Lemma 3.8 and the reduction described in Sec-
tion 3.3.4 for vanishing weights. The first graph is our starting point. The other two
graphs are obtained by deleting from the first one the edges that correspond to the
vanishing entries of the extreme rays of the closure of the W-cell specified by it, cf.
(3.47).

xWm , now adapted to the new graph, it is still an extreme ray of the closure of a W-cell

Wm̂ for a min-cut structure m̂ on ĜN, and therefore by Lemma 3.7 a W-cell by itself.

Finally, we just need to verify that any new map Γ̂ defined for Wm̂ on ĜN will map

x̂Wm̂
to the same S. To see this, notice that starting from our initial choice of Γ for

the class (GN,m), we can obtain a valid choice of Γ̂ for (ĜN, m̂) by deleting the columns

corresponding to the edges that we have removed from GN. The equality

Γ̂ x̂Wm̂
= Γ xWm (3.43)

then simply follows from the fact that the columns which have been removed from Γ are

precisely the columns which were multiplied by the vanishing components of xWm .

As an example of this lemma and the reduction procedure for vanishing weights

presented in Section 3.3.4, consider the first graph model in Figure 3.2. The min-cut

structure specified by the chosen weights is

UA = {{A}, {A, σ}}, UB = {{B}}, UAB = {{A,B}, {A,B, σ}} (3.44)
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and there is only one degeneracy equation (it is the same for the indices A and AB)

w
AO

+ w
Aσ

= w
AO

+ w
Oσ

(3.45)

The solution to this degeneracy equation is the 2-dimensional subspace

W = (0, 1,−1)⊥ ⊂ R3 (3.46)

where we ordered the weights according to (AO,Aσ,Oσ). The W-cell is the interior of

the following polyhedral cone in W (written as embedded in R3
>0)

cone {(0, 1, 1), (1, 0, 0)} (3.47)

Its image under the map

Γ =




1 1 0

0 0 0

1 0 1


 (3.48)

fixed by the choice of representatives U∗
A = {A} and U∗

AB = {A,B, σ}, is the S-cell, which

is just the single ray (it is the extreme ray of the HEC2 corresponding to a Bell pair for

the subsystem AO)

S = λ (1, 0, 1), λ > 0 (3.49)

since both elements of (3.47) are mapped to the same vector by (3.48).

We then have a situation where an equivalence class has a 1-dimensional min-cut

subspace and a 2-dimensional W-cell, and we can therefore apply Lemma 3.8. The

extreme rays of the closure of this W-cell are given in (3.47), and since neither of them

is nowhere-zero, we first need to apply the reduction described in Section 3.3.4. Deleting
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from the first graph in Figure 3.2 the edges corresponding to the vanishing entries of the

vectors in (3.47), we obtain the other graphs shown in Figure 3.2. The non-zero entries of

the same vectors specify the weights of the remaining edges. The W-cell of the min-cut

structure for the last graph in Figure 3.2 is obviously 1-dimensional (since E = 1), in

agreement with Lemma 3.8. On the other hand, for the middle graph in Figure 3.2,

the space of edge weights is 2-dimensional. However, there is still a degeneracy, since

there are two options for the min-cut for A, namely {A} and {A, σ}. Therefore, also

for this graph, the W-cell is 1-dimensional, again in agreement with Lemma 3.8. Notice

that the generators of these 1-dimensional W-cells are obtained by deleting the vanishing

components of the vectors in (3.47), and thus are simply (1, 1) and (1). Finally, the new

maps Γ̂ for the new min-cut structures on the new graphs in Figure 3.2 are respectively

Γ̂ =




1 0

0 0

0 1


 and Γ̂ =




1

0

1


 (3.50)

which are obtained by deleting the columns of Γ from (3.48) which correspond to the

vanishing components of the vectors in (3.47). It is then immediate to verify that once

applied to the aforementioned generators of the new 1-dimensional W-cells, these maps

give the same S-cell (3.49) as the original graph from Figure 3.2, and therefore also the

same-min-cut subspace.

Similarly to W-cells, S-cells also correspond to the interior of a polyhedral cone, and

it is again interesting to explore situations where an (open) extreme ray of the closure

of an S-cell is an S-cell by itself.51 We will not answer this question in general, but we

51Notice that since S-cells do not form a partition of the HEC, an (open) extreme ray of the closure of
an S-cell can in principle be an S-cell by itself, even if it is also in the interior of a different S-cell. This
type of questions, like the one mentioned in footnote 50, is related to investigations of substructures of
the HEC which are beyond the scope of this work.
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will construct a class of examples where this is the case,52 starting from the prototypical

situations where S-cells are 1-dimensional, i.e., graph models realizing the extreme rays

of the HEC.

Let us begin by first proving a basic fact about a given graph model G̃N and the face53

of the HECN that contains the entropy vector of G̃N:

Theorem 3.1. Given a graph model G̃N and a face Fd of the HECN such that the entropy

vector S(G̃N) belongs to Fd, the minimal supporting linear subspace Fd of Fd contains

the min-cut subspace S(GN,m)[G̃N].

Proof. Given a graph model G̃N, all entropy vectors in the S-cell S of (GN,m)[G̃N] can

be realized by simply varying the weights in G̃N, so clearly S ⊆ HECN. Furthermore, S

is an open set, since it is the image under a linear map of an open set in the space of

weights (the W-cell). By definition, a face Fd of the HECN is Fd = H ∩HECN, where H

is a certain hyperplane in RD such that the HECN is entirely contained in one of the two

half-spaces specified by H and in H itself. Since S is open, and by assumption Fd ∩ S

is non-empty, it must be that S ⊂ Fd, otherwise there would exist elements of S on

both sides of H, contradicting the fact that S ⊆ HECN and Fd is a face of the HECN.

Therefore S = Span(S) ⊂ Span(Fd) = H.

This immediately leads to the following corollary:

Corollary 3.1. A graph model G̃N realizes an extreme ray of the HECN only if the

min-cut subspace S(GN,m)[G̃N] is 1-dimensional.

Proof. This is just Theorem 3.1 applied to the specific case where the face F1 is an

extreme ray of the HECN.

52One can construct these examples by building disconnected graphs starting from graph realizations
of the extreme rays of the HEC (see below).

53 Recall that a face can have any dimension 0 ≤ d ≤ D.
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This result will play a central role in the reconstruction of the HEC discussed in Sec-

tion 3.6. It can be seen to be equivalent to Theorem 2(b) of [8], where it was proven using

a different setting wherein 1-dimensional min-cut subspaces constitute the extreme rays

of a polyhedral cone whose facet description is known. Because of this, were the converse

of Corollary 3.1 to hold, it would provide an explicit derivation of the HEC via direct

computation of its extreme rays. Unfortunately though, the converse of Corollary 3.1

is in fact false. Namely, a graph model with a 1-dimensional min-cut subspace is not

guaranteed to yield an extreme ray of the HEC, as also shown by [8] through a coun-

terexample in appendix B therein.54 An example of Corollary 3.1 is instead the graph

model G̃3 from Section 3.3.3 which realizes the 4-party perfect state extreme ray of the

HEC3 (cf. Figure 3.1).

3.3.6 Disconnected graphs

In this subsection we comment on the construction of a topological graph model and

min-cut structure (GN,m) via the disjoint union of simpler building blocks, and show how

the W-cell, S-cell and min-cut subspace of the new graph can be obtained from those of

its components. Conversely, the same analysis also clarifies how given an arbitrary class

(GN,m) where GN is disconnected, one can decompose these structures according to the

connected components of GN.

Let us begin with the simple situation where we consider an arbitrary collection of k

N-party topological graph models and min-cut structures

{(Gi
N,m

i) , ∀i ∈ [k]} (3.51)

54See [8] for more details on how Corollary 3.1 can nonetheless be used to construct the HEC.
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where the boundary vertices of all topological graph models in the collection are colored

with the same set of colors [N+ 1]. We then construct a new topological graph model

GN =
⊕

i∈[k]

Gi
N (3.52)

and min-cut structure

m = {
⋃

i∈[k]

Ui
I for all I} (3.53)

The space of weights of the new graph is the direct sum of the weight spaces of the

individual graphs

RE =
⊕

i∈[k]

REi

(3.54)

and since the weights on any given graph can be varied independently from those of the

others, the W-cell is also a direct sum55 of W-cells

W(GN,m) =
⊕

i∈[k]

W(Gi
N,m

i) (3.55)

The new S-cell on the other hand is not the direct sum of the individual S-cells, because

the W-cells are not mapped to orthogonal subspaces of entropy space. However, since

the weights can still be varied independently, the S-cell is the Minkowski sum56 of the

individual S-cells

S(GN,m) =+
i∈[k]

S(Gi
N,m

i) (3.56)

55The direct sum of cones is the special case of the Minkowski sum (see below) where the individual
cones are contained in orthogonal subspaces.

56The Minkowski sum of two sets of vectors X,Y is the set of sums x+ y for all x ∈ X, y ∈ Y .
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and the min-cut subspace is simply the sum of the individual subspaces

S(GN,m) =+
i∈[k]

S(Gi
N,m

i) (3.57)

In the particular case where the individual graphs realize 1-dimensional min-cut sub-

spaces, or equivalently where their S-cells are single rays, the S-cell of the composite

graph is simply the conical hull of such rays.57 A special instance of this construction is

when the individual S-cells correspond to extreme rays of the HECN. For example, by

considering the full list of extreme rays one can construct a new graph whose S-cell is the

interior of the HECN. But by taking different collections of extreme rays, one can also

use this procedure to construct graphs whose S-cells overlap, clarifying as we anticipated

in the previous section that S-cells do not form a partition of the HECN.
58 Moreover,

the same type of construction can also be used to generate graphs with different S-cells

but same min-cut subspace, for example by considering two collections of extreme rays

which span the supporting subspace of a given face of the HECN.

We now want to extend this construction to more general situations, where the bound-

ary vertices of each building block may be colored by a different set of colors. Notice

that in the most general scenario the sets of colors of any two building blocks may or

may not intersect, even if the boundary vertices of the two topological graph models

are labeled by the same number of colors.59 To deal with this type of situations, it will

57As exemplified for Corollary 3.1, for each component graph there is only a single free variable, i.e.,
a global rescaling of the weights. The fact that the rays are open and the rescaling factors have to be
strictly positive implies that the resulting S-cell is an open set (as it should be).

58For this last construction the cone has to be non-simplicial, i.e., the number of extreme rays should
be strictly larger than its dimension, which happens to be the case for any N ≥ 4.

59For example, we could have a topological graph model G2 = G1
2⊕G2

2 where the boundary vertices of
G1

2 are labeled by {A,B,O} and those of G2
2 by {A,C,O}. Furthermore, if we imagine that the collection

of building blocks is the set of connected components of a larger topological graph model that we want
to decompose, there is only a single purifier, which does not even need to appear in each component.
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be convenient to transform all the building blocks in such a way that their boundary

vertices are labeled by precisely the same set of colors. This operation however changes

the number of parties, and therefore the dimension of entropy space of a given building

block. Because of this, before we can apply the procedure described above, we first need

to make sure that we are working in the same space, and we will achieve this by embed-

ding the entropy space of a building block into the entropy space of the entire collection

in a precise way.60

At same time, the transformation of a given building block should be designed in such

a way that the relevant data is not altered in any way, i.e., the same embedding should

map the S-cell and min-cut subspace of the original building block to the new the S-cell

and min-cut subspace obtained after the transformation. Since this simple construction

will be particularly useful in later sections, we explain it in detail for a single graph.

Consider a topological graph model GN (which by itself does not have to be con-

nected), and suppose we want to use it as a building block in a collection that comprises

N′ colors, with N′ > N. We define:

Definition 3.6 (Standard lift of a topological graph model). The standard lift of a

topological graph model GN to N′ parties, with N′ > N, is the topological graph model G′
N′

obtained from GN by first labeling by N′ + 1 all the boundary vertices in GN which were

initially labeled by N+1, and then adjoining N′−N disconnected boundary vertices labeled

by the new colors in {N+ 1, . . . ,N′}.

A standard lift of a topological graph model GN to N′ parties is naturally associated

to the following embedding of RD into RD′

60Of course this step is only necessary in the composition of building blocks, and not when we want
to analyse the components of a given, disconnected, topological graph model.
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Definition 3.7 (Standard embedding). Given N and N′ > N, the standard embedding of

RD into RD′
is the embedding specified by the following equations

SI′ =





SI′∩[N] ∀ I′ s.t. I′ ∩ [N] ̸= ∅

0 otherwise

(3.58)

We leave it as an exercise for the reader to verify that given a topological graph model

GN and its standard lift to N′ parties, the S-cell of any min-cut structure, is the standard

embedding of the S-cell for the equivalent min-cut structure on GN. Notice that this also

implies the analogous result for min-cut subspaces.

Given an arbitrary collection of building blocks, we can then apply the standard lift

procedure to each one of them, to obtain a new (equivalent) collection where all building

blocks have precisely the same set of colors. The W-cells, S-cells and min-cut subspaces

of the various min-cut structures can then be obtained as described above. Finally, given

the results of this subsection, in what follows we will typically focus our attention on

connected graphs (most notably in Section 3.4.3). It should however always be clear

that we can use the construction presented here to generalize any result obtained for

connected graph to this more general scenario.

3.4 Min-cut subspaces from marginal independence

In the preceding section we have defined a particular subspace of the entropy space:

the min-cut subspace of a graph model. This subspace provides a key construct to

characterize the structure of the HEC since it naturally encapsulates the facets, as well

as the extreme rays, of the cone. In the present section, we consider another class of

subspaces of the entropy space: the “patterns of marginal independence” (PMI). As we
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will see, these new subspaces typically contain the min-cut subspaces properly, and one

may expect them to be too coarse. Instead, it will turn out that these subspaces are the

ones that distill the essential information.

We begin by briefly reviewing in Section 3.4.1 the formal definition of “patterns

of marginal independence” from [12]. We then define “holographic PMIs” for min-cut

structures on topological graph models in Section 3.4.2. Finally in Section 3.4.3 we show

that when a topological graph model has the topology of a tree and all boundary vertices

have a different color, the min-cut subspace for any min-cut structure coincides with

the PMI. A more general analysis of the relation between min-cut subspaces and PMIs,

which involves recolorings of boundary vertices, will be carried out in Section 3.5.

3.4.1 Review of marginal independence and PMIs

Consider an arbitrary N-partite quantum system, described for convenience by a

pure state |ψ⟩ on a Hilbert space with N + 1 tensor factors, cf. (3.5). Given two non-

overlapping subsystems I,K we can measure the total amount of correlation between the

corresponding marginals ρI, ρK by evaluating their mutual information61

I(I : K) := SI + SK − SI∪K . (3.59)

If and only if the mutual information vanishes, the two subsystems are independent and

we have the factorization

ρI∪K = ρI ⊗ ρK . (3.60)

61By non-overlapping we mean I ∩ K = ∅. Notice that if I ∪ K = [N + 1] the mutual information
reduces to twice the entropy of either subsystem.
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For any given N-partite state, it is straightforward to determine which pairs of subsystems

(I,K) are independent, since one simply has to compute all possible instances of the

mutual information.

Conversely, one can imagine specifying a certain pattern of independences by listing

which pairs of subsystems are independent and which pairs are not (notice that a pattern

is “complete”, in the sense that each instance of the mutual information is demanded

to either vanish or not). For a given pattern, one can then ask if there exists a density

matrix which realizes it. This problem was first introduced in [12] and dubbed the

marginal independence problem.

One obvious restriction to the set of realizable patterns simply comes from the linear

dependences among various instances of the mutual information. Since the total number

of instances is greater than the dimension of entropy space, the instances are linearly

dependent. Writing a particular instance as a linear combination of other instances

I(I : K) =
∑

α

cα I(I
α : Kα) (3.61)

one immediately sees that if

I(Iα : Kα) = 0 ∀α (3.62)

then it must be that I(I : K) = 0. This type of implications restricts the set of meaningful

patterns, since a pattern that requires all instances in (3.62) to vanish and I(I : K) to be

non-vanishing clearly can never be realized.

A separate kind of restriction comes from physical constraints such as subadditivity.

To see how instances of SA constrain the set of possibly realizable patterns, we can
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rewrite (3.61) as

I(I : K) =
∑

α+

cα+ I(I
α+ : Kα+) +

∑

α−

cα− I(I
α− : Kα−), (3.63)

where cα+ (cα−) refer to the positive (negative) coefficients cα. Suppose now that we

partially specify a pattern by requiring that all cα+ terms in (3.63) vanish. Since SA

implies that for any state each instance of the mutual information is non-negative, the

only way to satisfy (3.63) without violating SA is by also requiring that all other instances

appearing in (3.63) vanish.

Given the above fundamental restrictions,62 [12] defined the marginal independence

problem by only considering patterns of independences which are consistent with linear

dependences among the instances of the mutual information, and all the instances of SA.

Geometrically, one can think of these consistent patterns as corresponding to the faces

of the polyhedral cone in entropy space defined by subadditivity. More precisely, one

first defines the subadditivity cone (SAC) as follows (we already mentioned this object in

Section 3.2.1 but we repeat the precise definition here for convenience)

Definition 3.8 (SAC). The N-party subadditivity cone (SACN) is the polyhedral cone

in RD obtained from the intersection of all the half-spaces specified by the inequalities

I(I : K) ≥ 0 for all pairs (I,K) of non-intersecting subsystems.

One then defines the patterns of marginal independence (PMI) as specific linear sub-

spaces of the entropy space which naturally characterize the instances of vanishing mutual

information:

62 There are of course further physical restrictions such as SSA, but it will turn out that considering
just SA is particularly useful.
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Definition 3.9 (Pattern of marginal independence). A pattern of marginal independence

(PMI) is the linear supporting subspace P of a face of the subadditivity cone.

The reason behind this definition is the following: any PMI is now a geometric object,

corresponding to the intersection of a certain set of hyperplanes of the form I(I : K) = 0,

and by construction this set respects the linear dependences among the hyperplanes in

the sense described above. Furthermore, since we are only considering subspaces that

correspond to faces of the SA cone, any PMI is guaranteed to contain a region of entropy

space (the face) such that all entropy vectors in this region respect all instances of SA.

All naive patterns which do not respect the linear dependences among the instances

of the mutual information, or that do not include any (non-trivial) region of entropy

space whose elements respect all instances of SA, are automatically excluded. Notice in

particular that all 1-dimensional PMIs are generated by the extreme rays of the SACN.

Even if Definition 3.9 excludes a large set of meaningless patterns, it does not guar-

antee that each PMI contains at least on entropy vector that can be realized by a density

matrix. We will say that a PMI P is realizable if there exists a density matrix ρ such

that the entropy vector S(ρ) belongs to P but not to any lower dimensional subspace

P′ ⊂ P. Notice that the fact that a PMI is realizable does not imply that each vector

S ∈ P (even within the intersection of P and the SAC) is the entropy vector of some

density matrix. For any PMI P realized by a density matrix ρ, we will denote by π the

map which associates P to ρ, P = π(ρ). Furthermore, for any PMI P, we denote by Π(P)

the matrix such that

Ker Π⊺ = P (3.64)

In other words, the columns of Π are the coefficients of the instances of the vanishing

mutual information in P. For example, for N = 3, the 1-dimensional PMI generated by
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the perfect state extreme ray of (3.36) corresponds to the matrix

Π =




1 1 0 1 0 0

1 0 1 0 1 0

0 1 1 0 0 1

−1 0 0 0 0 −1

0 −1 0 0 −1 0

0 0 −1 −1 0 0

0 0 0 1 1 1




(3.65)

Occasionally we will informally say that an instance of the mutual information I(I : K)

is “in a PMI P”, meaning that I(I : K) = 0 is one of the hyperplanes that determine P,

or equivalently, that the vector normal to this hyperplane is one of the columns of Π(P).

In general, the marginal independence problem asks which PMIs are realizable by a

given class of states. In the context of the present work, the states of interest are the

geometric states in holographic theories. We will argue in Section 3.6 that the solution to

this holographic marginal independence problem (HMIP) provides sufficient information

to reconstruct the holographic entropy cone. But in order to do this, we first need to

clarify what we mean by “holographic PMI” and then to establish a connection between

PMIs and min-cut subspaces of graph models.

3.4.2 Patterns of marginal independence for graph models

Having reviewed the definition of a pattern of marginal independence for arbitrary

quantum states, we will now introduce a similar definition for graph models, and explain

some of its basic properties.

As for quantum states, any graph model G̃N gives an entropy vector, and it is therefore

straightforward to determine the corresponding PMI, defined as follows
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Definition 3.10 (PMI of a graph model). Given a graph model G̃N, its PMI P = π(G̃N)

is the N-party PMI of smallest dimension that contains the entropy vector S(G̃N).

However, we are as usual interested in min-cut structures on topological graph models,

rather than in specific graph models, but in order to be able to work with PMIs of min-

cut structures, we first need to check that this is a well defined concept. Let us first

recall the necessary and sufficient conditions for an instance of the mutual information

to vanish in a graph model:63

Lemma 3.9. Given a graph model G̃N and two subsystems I and K with I∩K = ∅, the

mutual information I(I : K) vanishes if and only if there exist min-cuts U∗
I , U

∗
K and U∗

I∪K

such that

G[U∗
I∪K] = G[U∗

I ]⊕G[U∗
K] (3.66)

This implies that the vanishing of any instance of the mutual information is “detected”

by the min-cut structure and that one can therefore think of a PMI as being determined

directly by the min-cut structure, specifically:

Corollary 3.2. For any topological graph model GN and min-cut structure m we have

π(G̃N) = π(G̃N
′) ∀ G̃N, G̃N

′ ∈ (GN,m) (3.67)

Proof. Given (GN,m) consider any two graph models G̃N and G̃N
′ in (GN,m) and any

instance I(I : K) which vanishes for π(G̃N). By Lemma 3.9 there exist min-cuts WI, WK

and WI∪K in m such that (3.66) holds, and by the same lemma I(I : K) is also one of the

instances that vanish for π(G̃N
′).

63For holographic configurations this is a well know consequence of the HRRT formula.
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Having showed that the PMI of a min-cut structure is a well defined concept, from

now on we will always work with these objects and denote them by π(GN,m)

π(GN,m) := π(G̃N) for any G̃N ∈ (GN,m) (3.68)

Nevertheless, recall that not all PMIs are realizable holographically (or even by arbitrary

quantum states). This prompts us to introduce the definition of a holographic PMI as

one which can be realized by a graph model G̃N. In terms of equivalence classes we define

it as follows:

Definition 3.11 (Holographic PMI). A PMI P is holographic if there exists a topological

graph model GN and a min-cut structure m such that

P = π(GN,m) (3.69)

Having defined the PMI of a class (GN,m), a natural question to ask is how is such a

PMI related to the min-cut subspace. In general we have the following inclusion relation:

Lemma 3.10. For any class (GN,m), the PMI π(GN,m) is the lowest dimensional N-

party PMI that contains the min-cut subspace

S(GN,m) ⊆ π(GN,m) (3.70)

Proof. Given a class (GN,m), Corollary 3.2 implies that any graph model G̃N in this

equivalence class has the same PMI, π(G̃N) = π(GN,m). One then has the inclusion

S(GN,m) ⊂ π(GN,m), and since S(GN,m) is the linear span of S(GN,m), that S(GN,m) ⊆

π(GN,m). Furthermore, by Definition 3.10, it also follows that π(GN,m) is the lowest

dimensional N-party PMI such that this inclusion holds.
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Γ =




1 1 0 1 0 0 0
1 0 1 0 1 0 0
0 1 1 0 0 1 0
0 1 1 1 1 0 0
1 0 1 1 0 1 0
1 1 0 0 1 1 0
0 0 0 1 1 1 0




Γ =




1 1 0 1 0 0 0
1 0 1 0 1 0 0
0 1 1 0 0 1 0
0 1 1 1 1 0 0
1 0 1 1 0 1 0
1 1 0 0 1 1 0
0 0 0 0 0 0 1




Figure 3.3: An example of two graph models, with the same underlying topological
model but different (generic) min-cut structures, corresponding to the same PMI but
different min-cut subspaces. The min-cut structures are specified by the Γ matrices,
where the rows are labeled by polychromatic indices (A,B,C,AB,AC,BC,ABC) and
the columns by the edges (AB,AC,BC,Aσ,Bσ,Cσ,Oσ). In both cases the PMI is
the full entropy space R7 (since no mutual information vanishes), but the graph on
the left has the 6-dimensional min-cut subspace S = (1, 1, 1,−1,−1,−1, 1)⊥, while
for the graph on the right S = R7. Note that the 6-dimensional min-cut subspace
of the graph on the left is the hyperplane defined by the vanishing of the tripartite
information, corresponding to the saturation of MMI.

Let us now denote by V and P the min-cut subspace and PMI of (GN,m) respectively.

One may wonder if there could exist another topological graph model G′
N and min-cut

structure m′ such that π(G′
N,m

′) = P, while S(G′
N,m

′) ̸= V. This can easily happen, as

exemplified in Figure 3.3. On the other hand, the opposite is not possible, as clarified by

the following corollary:

Corollary 3.3. Given any two classes (GN,m) and (G′
N,m

′)

S(GN,m) = S(G′
N,m

′) =⇒ π(GN,m) = π(G′
N,m

′) (3.71)
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G̃N 7−→ (GN,m) 7−→ S 7−→ S 7−→ P

organization of
graph models into
an equivalence class

construction of
the S-cell from an
equivalence class

linear span
of the S-cell

PMI of smallest
dimension that
contains S

Figure 3.4: A summary of the various constructs that we have associated to graph
models. Starting from a graph model G̃N, each map along this chain associates to an
object a coarser one. As we have exemplified throughout the text, none of these maps
is injective.

Proof. By Lemma 3.10, the PMI of a class (GN,m) is the lowest dimensional N-party

PMI that contains the min-cut subspace S(GN,m), and is therefore uniquely fixed by

such subspace.

As a consequence of Corollary 3.3, a PMI P is completely determined by a min-

cut subspace, and it is interesting to ask in what cases the min-cut subspace and PMI

coincide. We will see in the next subsection that this is the case at least for a particular

class of topological graph models called “simple trees”.

But before we proceed to the next section, let us briefly pause to summarize the list

of coarser and coarser objects that along the way we have introduced and associated to

graph models. The landscape of these constructs and the maps between them is shown

in Figure 3.4. We stress that, as we have clarified with various examples, none of these

maps is injective.
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3.4.3 The min-cut subspace of a simple tree graph

Having introduced the notion of the pattern of marginal independence for a min-cut

structure on a topological graph model, we will now show that for a particular class of

such models that we call simple trees, the pattern of marginal independence is equal to

the min-cut subspace.

The key attribute of such graphs, as we argue below, is that each edge defines a cut

for some subsystem, and can thus be naturally associated to the corresponding polychro-

matic index.64 This will allow us to view any relation between the edge weights, which

determines the min-cut subspace, purely in terms of subsystem entropies; this in turn

can be recast in terms of mutual informations, and hence related to the PMI. Let us start

from the basic definition

Definition 3.12 (Simple tree graph). A topological graph model GN with the topology of

a tree is simple if each boundary vertex is labeled by a different color.

On a given simple tree, consider an arbitrary edge e ∈ E, and the partition of the

vertex set into the two complementary subsets U and U ∁ separated by e. If both U and

U ∁ contain at least one boundary vertex, then e corresponds to a bipartition (I, I∁) of

[N+ 1] given by

β(∂V ∩ U) = I (3.72)

By convention we define U to be the subset that does not include the purifier, and

simply write β(∂V ∩ U) = I (not underlined). The subsystem I associated to an edge

via this prescription will be denoted by I(e). For an arbitrary tree graph and choice of

e, one may also have β(∂V ∩ U) = ∅. This can happen if one or more leaves are not

boundary vertices. In this case we write I(e) = ∅, with a little abuse of notation since

64There is a simple exception that, as we will shortly explain, is irrelevant.
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A B C D

AB CD

CDE

EABCDE

A B C D

EO

Figure 3.5: An example of a simple tree graph G5, with explicit edge labeling and
orientation indicated.

in this case I is not a proper polychromatic index according to our definition. While we

take into account this possibility for the sake of completeness, notice that by topological

minimality (cf., Lemma 3.1) no edge e with I(e) = ∅ can belong to the set of cut edges

for any min-cut.

With this convention at hand, it is also convenient to introduce a canonical orientation

of the edges of the tree which will induce an inclusion relation among the indices I(e).

Specifically, denoting by v
N+1

the boundary vertex of the graph labeled by the purifier,

and by v
L
an arbitrary leaf, we consider the path from v

N+1
to v

L
and orient the edges

to turn it into a directed path which starts at v
N+1

and ends at v
L
. We will denote

such a directed path by P(v
N+1
, v

L
). By repeating this procedure for all leaves, we fix an

orientation for the whole graph.

Using this orientation, we can then introduce a partial order on the set of edges.

Given e, f ∈ E we say that e < f if there exists a leaf L such that e, f ∈ P(v
N+1
, v

L
) and

e precedes f . We then have

e < f ⇒ I(e) ⊇ I(f)

e, f incomparable ⇒ I(e) ∩ I(f) = ∅ (3.73)
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where the equality I(e) = I(f) can be attained if e and f are the edges adjoining to a

degree-2 bulk vertex.65 An example of a simple tree graph with the explicit edge labeling

and orientation is shown in Figure 3.5.

This relation between edges and “homologous” subsystems allows us to conveniently

translate the description of any I-cut from the usual one based on vertices to a new one

based on edges. Specifically, from the assumption of simplicity it follows that:

Lemma 3.11. On a simple tree GN, a non-empty collection of edges X ⊆ E is the set

of cut-edges C(UI) for an I-cut UI, where

I = I(X) = △
e∈X

K(e) (3.74)

and △ denotes the symmetric difference.66

Proof. Given a simple tree GN and a non-empty collection of edges X, we start by

constructing a cut U such that C(U) = X. Consider an edge e ∈ X and a leaf v
L
such

that e ∈ P(v
N+1
, v

L
). Starting from v

N+1
, we follow the path P(v

N+1
, v

L
) and label each

vertex by U or U ∁ as follows. We label v
N+1

by U ∁ then we follow the path and continue

labeling the vertices by U ∁ until we reach an edge in X. After we cross the edge we

65 Note that the implication in (3.73) applies in reverse as well, however most polychromatic subsys-
tems do not have an associated edge (since a simple N-party tree graph has at most 2N − 1 edges, as
compared to D = 2N − 1 polychromatic subsystems). In particular, two subsystems I(e) and I(f) can
never be crossing (i.e. have a non-empty intersection which is a proper subset of both).

66For any pair of sets (X,Y ), the symmetric difference is the disjunctive union

X△Y = (X \ Y ) ∪ (Y \X) = (X ∪ Y ) \ (X ∩ Y ) = Y△X

Since the symmetric difference is associative, we can iterate this straightforwardly, so that for n-ary
symmetric difference of a collection of sets we have just the elements which are in an odd number of the
sets in that collection. For example, for n = 3

△
V ∈{X,Y,Z}

V = X△Y△Z = (X \ (Y ∪ Z)) ∪ (Y \ (X ∪ Z)) ∪ (Z \ (X ∪ Y )) ∪ (X ∩ Y ∩ Z) .
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label all the vertices by U until we reach another edge in X. We proceed in this fashion,

alternating between U ∁ and U each time we cross an edge in X until we reach v
L
. Then

we repeat the same procedure following other paths, until we have labeled all the vertices

in the graph.

Having constructed the desired cut, we now need to determine I(X) = β(U ∩ ∂V ).

For a color ℓ ∈ [N], denote by v
ℓ
the (unique by simplicity) vertex in GN labeled by ℓ.

From the construction of U described above, it follows that ℓ ∈ I(X) if and only if the

path P(v
N+1
, v

ℓ
) includes an odd number of edges in X. Furthermore, the index K(e)

associated to an edge e can be seen as the set of colors labeling the boundary vertices

that follow e in any path P(v
N+1
, v

ℓ
) that includes e. Therefore, a color ℓ appears in the

expression at the right hand side of (3.74) if and only if the path P(v
N+1
, v

ℓ
) includes an

odd number of edges in X, concluding the proof.

Using this translation from a description in terms of vertices to one in terms of edges,

we can then prove a useful property of min-cuts on simple tree graphs which is reminiscent

of Lemma 3.4.

Lemma 3.12 (Min-cut decomposition for simple trees). Let GN be a simple tree with a

min-cut structure m, I a subsystem, and C∗
I the set of edges for some min-cut. Then any

X ⊆ C∗
I is the set of edges C∗

K = X for a min-cut for the subsystem K = K(X) given by

(3.74).

Proof. By Lemma 3.11, X ⊆ C∗
I specifies a K-cut for K = K(X), so we just need to show

it is minimal. Notice that, similarly, Y = C∗
I \X specifies a J-cut for J = J(Y ), and that

by assumption C∗
I = X ∪ Y are the min-cut edges for I = I(X ∪ Y ) = K(X)∆J(Y ). To

show that X are min-cut edges for K, assume for contradiction that its actual min-cut
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edges are X ′, with weight ∥X ′∥ < ∥X∥. Then since I = K(X ′)∆J(Y ), X ′ ∪ Y specifies

an I-cut, and its weight gives the desired contradiction ∥X ′ ∪ Y ∥ < ∥C∗
I∥.

In the particular case where a cut involves two edges, this in turn implies a particularly

useful connection to the vanishing of an instance of the mutual information:

Lemma 3.13. Given a simple tree GN, a min-cut structure m and any pair of edges

e, f ∈ E, if {e, f} = C∗
I(e)△I(f) (for some choice of representative min-cut in case of

degeneracy), then

SI(e) + SI(f) − SI(e)△I(f) (3.75)

is an instance of the mutual information in the PMI of (GN,m).

Proof. By Lemma 3.12 we have {e} = C∗
I(e) and {f} = C∗

I(f) (again for some choice of

representatives in case of degeneracy) and the combination in (3.75) vanishes. Therefore

all we need to show is that there exists a choice of underlined indices J,K such that

the expression in (3.59) is equal to (3.75). If e and f are incomparable, cf. (3.73), then

I(e) ∩ I(f) = ∅ which implies I(e)△I(f) = I(e) ∪ I(f) and we can choose J = I(e) and

K = I(f). If e < f (if f < e simply swap e and f in what follows), then I(e) ⊃ I(f)

which implies I(e)△I(f) = I(e) \ I(f) and we can choose J = I(e)∁ and K = I(f).

Notice that as exemplified in Figure 3.6 the implications of Lemmas 3.12 and 3.13

are stronger than what would follow from a straightforward iteration of Lemma 3.4.

We are now ready to establish the anticipated connection between min-cut subspaces

and PMIs for simple tree graphs. As usual we will discuss the case of generic min-

cut structures first, and then extend the proof to min-cut structures that might include

degeneracies.
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AB

CD

ABCD

EABCDE

A B

C

D

EO

L1 : ACDE

L2 : ACD, CDE, AE, A, CD, E

L3 : B, ABCD, AB, ABCDE

L4 : BCD, ABE, BCDE, BE

Figure 3.6: An example of a simple tree with a choice of min-cut for ACDE, showing
the different implications of Lemma 3.4 and Lemma 3.12. The min-cut for ACDE is
specified by its set of cut edges C∗

ACDE , shown in red in the figure. We have labeled
each edge e in the graph by the corresponding polychromatic index I(e). The right
panel shows the full list of subsystems whose min-cuts are fixed by C∗

ACDE according
to Lemma 3.12, each one corresponding to a subset of C∗

ACDE (including our starting
choice L1). The min-cut for each subsystem in L2 can equivalently be obtained by a
straightforward application of Lemma 3.4 (after some iteration). For the subsystems
in L3 it is still sufficient to use Lemma 3.4, but one also needs to consider min-cuts
for complementary subsystems, which include the purifier (for example, the min-cut
for B is fixed by the fact that the min-cut for BEO, which is the complement of the
min-cut for ACD, is disconnected). Even complementarity however is not sufficient
to determine the min-cuts for the subsystems in L4 using Lemma 3.4. Notice that
we also have for example I(AB : E) = 0, which follows from Lemma 3.13 again via
Lemma 3.12, but which is not implied by Lemma 3.4 (since ABE is in the set L4).

In the generic case, the proof will proceed by showing that due to the tree topology and

simplicity, the set of vanishing instances of the mutual information completely determine

the min-cut structure.

Lemma 3.14. For any simple tree GN, and any generic min-cut structure m on GN, the

min-cut subspace S(GN,m) and the pattern of marginal independence π(GN,m) coincide.

Proof. Consider an arbitrary simple tree GN and an arbitrary, but generic, min-cut struc-

ture m. We denote by S and P the min-cut subspace and PMI of (GN,m) respectively,

and by Γ the linear map defined in (3.20). To show that S and P coincide we only need

to show that S ⊇ P, since by Lemma 3.10 we have S ⊆ P.
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To show that S ⊇ P, we will prove that S⊥ ⊆ P⊥, where ⊥ denotes the orthogonal

complement of a linear subspace. Since GN is a simple tree, and m is generic, the matrix

which represents the map Γ can be put schematically in the following form

Γ =




Γ̃ 0 0

1 0 0

0 1 0


 (3.76)

simply by permuting its rows and columns. Here the first, second and third columns of

this block matrix correspond respectively to the subsets of edges which participate in at

least two cuts in m, precisely one cut, or no cut at all.

To see that Γ can be put into this form, consider a subsystem I and the set of cut edges

C∗
I . If this set contains at least two edges, we put the row corresponding to the entropy

SI into the top row block in (3.76). In the particular case where no such subsystem I

exists, Γ takes the particularly simple form

(
1 0

)
(3.77)

corresponding to the two bottom rows in (3.76). And if all edges participate in at least

one cut, we have Γ = 1. When Γ̃ is non-trivial, the second row in (3.76) is guaranteed to

exist by Lemma 3.12, since each single edge in C∗
I is the min-cut for the corresponding

subsystem given by Lemma 3.11. The third row and second column, as well as the third

column in (3.76) may be present or not, depending on the specific case. Their presence

or absence however does not affect the essence of the rest of the proof.

Since S = Im Γ, we have S⊥ = Ker Γ⊺, and the generators of S⊥ are the columns of
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the matrix 


1

−Γ̃⊺

0


 (3.78)

where again the last row may or may not be present depending on the specific form of Γ.

In order to show the inclusion S ⊇ P, it is therefore sufficient to show that each column

of this matrix is a linear combination of the columns of the matrix Π(P) which specifies

the PMI (GN,m).

In the particular case where Γ̃ is trivial we have Ker Γ⊺ = {0}, implying that S = RD.

Since in this case each entropy is computed by a cut of a single edge, by Lemma 3.9 none

of the instances of the mutual information vanish, therefore P = RD = S and the theorem

holds.

Going back to the more general case, the labeling by polychromatic indices of the

rows in each block of (3.78) is fixed by the construction of Γ. A column q in (3.78) is the

vector normal to the hyperplane in RD corresponding to the equation

SI =
∑

e∈C(U∗
I
)

SK(e) (3.79)

where I is the polychromatic index labeling the row q in the block 1 of (3.78). In words,

these equations say that each entropy SI such the set C∗
I contains more than one edge, is

equal to the sum of the entropies of the subsystems “homologous” to the edges in the set.

This follows already from Lemma 3.12, but (3.78) says that these equations correspond

precisely to the generators of S⊥.

132



The holographic entropy cone from marginal independence Chapter 3

We can then rewrite (3.79) as follows

0 = (SK(e1) + SK(e2) − SK(e1)△K(e2))

+ (SK(e1)△K(e2) + SK(e3) − SK(e1)△K(e2)△K(e3))

+ . . . (3.80)

where by Lemma 3.13 each term in brackets can be recognized as an instance of the

mutual information, cf. (3.59). Furthermore, any such instance is guaranteed to belong

to the PMI of (GN,m) by Lemma 3.12, since the entropies that we added and subtracted

in (3.80) all correspond to subsystems homologous to subsets of the edges in C∗
I . This

shows that S⊥ ⊆ P⊥, completing the proof.

Finally, we extend this result to arbitrary (not necessarily generic) simple tree graphs.

The central idea behind this generalization is again that because of the tree topology, all

degeneracy equations correspond to new instances of the mutual information that vanish.

Theorem 3.2. For any simple tree and min-cut structure, the PMI and the min-cut

subspace coincide.

Proof. As in the proof of Lemma 3.14, we only need to show that S ⊇ P, since by

Lemma 3.10 S ⊆ P, and we will again show that S⊥ ⊆ P⊥.

If the min-cut structure is degenerate, the matrix Γ is not uniquely specified. However,

as we discussed in Section 3.3.3, we can chose a representative min-cut for each degenerate

subsystem, and while the specific Γ will depend on the representatives, the min-cut

subspace will not depend on this choice.

Suppose now that we make a choice of representatives for all degenerate subsystems,

and therefore of Γ. We can imagine to determine a “partial” PMI by looking only at a
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single min-cut for each subsystem as specified by this choice, i.e., we determine the set of

instances of the mutual information that vanish according to this subset of the min-cuts.

We will denote this partial PMI by PΓ to stress the dependence on this choice. We can

then ignore the degeneracies and follow step by step the proof of Lemma 3.14 to show

that (Span Γ)⊥ ⊆ P⊥
Γ .

Because of the degeneracies however, (Span Γ)⊥ ⊆ S⊥ and P⊥
Γ ⊆ P⊥. In order to show

that S⊥ ⊆ P⊥, we will show that each degeneracy equation adds a new (not necessarily

linearly independent) generator to (Span Γ)⊥, and that this generator can be written as

a linear combination of the generators in P⊥, i.e., that each generator of S⊥ which is not

in (Span Γ)⊥ is also in P⊥.

To see this, we can again follow a similar argument to the one we used in the proof

of Lemma 3.14. A degeneracy equation for a subsystem I is an equation of the form

∑

e∈C∗α
I

we =
∑

f ∈C
∗β
I

wf (3.81)

where we used the more compact notation C∗α
I = C(U∗

I
α). Using Lemma 3.12 we can

translate this equation into an equation for the entropies

∑

e∈C∗α
I

SJ(e) =
∑

f ∈C
∗β
I

SK(f) (3.82)

which can be seen as a new generator in S⊥. Since both sides of this equation compute

134



The holographic entropy cone from marginal independence Chapter 3

SI, we can also think of (3.82) as a combination of the following two equations

SI =
∑

e∈C∗α
I

SJ(e)

SI =
∑

f ∈C
∗β
I

SK(f) (3.83)

But each of these equations is of the form (3.79) and can therefore be rewritten as in

(3.80). All instances of the mutual information which appear in this decomposition

belong to the PMI, therefore the new generator of S⊥ corresponding to (3.82) is a linear

combination of the generators of P⊥. Repeating this construction for each degeneracy

equation we obtain that S⊥ ⊆ P⊥, concluding the proof.

We stress that while the simple tree structure is a nice sufficient condition for the

equivalence between PMIs and min-cut subspaces, it is by no means necessary. This

equivalence is central in our arguments about the reconstruction of the HEC, and it

would be interesting to extend it to a larger class of topological graph models and min-cut

structures. While we leave this question for future work, in Section 3.6 we will discuss

in more detail what kind of generalization of Theorem 3.2 is necessary to achieve the

reconstruction, and will see examples of graphs with highly non-trivial topology whose

min-cut subspaces and PMIs coincide.

3.5 Varying the number of parties

Up to this point, we have been working with topological graph models and min-cut

structures for an arbitrary, but fixed, number of parties N. However, in order to uncover

some of the deepest relations between min-cut subspaces and PMIs, it is crucial to vary
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the number of parties and analyse how the various constructs that we have introduced

thus far transform under this operation.

As we will see, the subtle behavior of min-cut subspaces and PMIs under recolorings

is in stark contrast with the simple behavior of entropy vectors. This should perhaps

make even more evident the fundamental differences between an analysis of holographic

constraints based on entropy vectors and graph models, from one which purely relies

on equivalence classes, like the one advocated here for the HEC, or the one based on

proto-entropies for the holographic entropy polyhedron [68].

In Section 3.5.1 we will analyse coarse-grainings, i.e., transformations that reduce

the number of parties, and their effect on W-cells, S-cells and min-cut subspaces. The

consequences of the opposite transformations, namely fine-grainings, will be discussed in

Section 3.5.2. Our convention will be to denote by N the original number of parties and by

N′ the new number of parties, both for coarse-grainings and fine-grainings. Recolorings

of boundary vertices that reduce, respectively increase, the number of parties will be

denoted by β↓ and β↑.

3.5.1 Coarse-grainings of equivalence classes

Given an N-party density matrix ρN and a purification |ψ⟩N+1 in a Hilbert space of

the form (3.5), consider a partition of the set [N+1] into N′ +1 (non-empty) parts, with

N′ < N. Each element of the partition is an N-party polychromatic index I which we

recolor by a monochromatic index ℓ′ ∈ [N′ + 1]. We capture this coarse-graining by a

map ϕ̂ : ℓ′ 7→ I, which also tells us which polychromatic indices I ⊆ [N + 1] correspond
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to the coarse-grained ones I′ ⊆ [N′ + 1] through

ϕ̂ : I′ 7→
⋃

ℓ′ ∈ I′

ϕ̂(ℓ′) (3.84)

This partition of [N+1] and redefinition of the polychromatic indices corresponds to

a redefinition of the Hilbert space H in (3.5) into a new Hilbert space H′ with N′ + 1

factors, each of which is a collection of the original factors in H. For an N-party density

matrix ρ acting on H as in (3.1), this transformation gives a new N′-party density matrix

ρ′ acting on a Hilbert spaceH′, obtained fromH′ by ignoring the new factor that contains

the original HN+1 factor (the purifier) in H′.

We now want to apply such a transformation to an entropy vector, and to do so we

need to use non-underlined indices. Notice that in general a coarse-graining as defined in

(3.84) can map the N-party purifier N+ 1 to an arbitrary N′-party color, not necessarily

to the N′-party purifier N′ + 1. Since our convention is that non-underlined polychro-

matic indices should not include the purifier, we introduce a new map ϕ that not only

implements a coarse-graining as in (3.84), but also such that when it acts on an index I′

it replaces ϕ̂(I′) with [ϕ̂(I′)]∁ if ϕ̂(I′) includes the original N+ 1 subsystem.

The entropy vector of the new density matrix S′(ρ′) can then be obtained from the

entropy vector S(ρ) of the original density matrix simply as

S ′
I′ = Sϕ(I′) (3.85)

At the level of entropy vectors, we can therefore think of this transformation as a map

ΦN→N′ : RD → RD′
S 7→ S′ = ΦN→N′ S (3.86)
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where D′ = 2N
′ − 1 and ΦN→N′ is the D′×D matrix

(ΦN→N′)I′K :=





1 if K = ϕ(I′)

0 otherwise

(3.87)

This linear map will be referred to as a color-projection in what follows.67

A coarse-graining of a graph model is defined similarly. Given G̃N one introduces

a recoloring by a new coloring map β↓ : ∂V → [N′ + 1]. The recoloring β↓ induces

a coarse-graining of polychromatic indices ϕ as described above, and the new entropy

vector S′(G̃N′) is then obtained from S(G̃N) via the color-projection defined in (3.87)

S′(G̃N′) = ΦN→N′ S(G̃N) (3.88)

To see this, simply notice that the recoloring does not change the topology of the graph

or the weights, and any min-cut of a coarse-grained subsystem I′ is a min-cut for the

corresponding original subsystem ϕ(I′).

Given the simplicity of the transformation rule for an entropy vector, one may be

tempted to conclude that the same transformation also applies to min-cut subspaces.

Instead, as we will see, the dimension of a min-cut subspace can even increase under

coarse-graining, and this unexpected behavior is another example of a situation where a

crucial role is played by the structure of degeneracies.

To understand how this can happen, and in what situations min-cut subspaces do

transform analogously to entropy vectors, we need to consider the effect of a coarse-

graining on a min-cut structure. As already mentioned above, a recoloring β↓ only affects

67Technically, the map defined in (3.87) is not a projection, since it is not an endomorphism of entropy
space. However we will still use this terminology since one can simply consider an embedding of RD′

into
RD, in which case (3.87) would be a projection.
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the labeling of the boundary vertices of a topological graph model, not its topology, and

the space of edge weights therefore is the same, before and after the coarse-graining. For

a class (GN,m) and a coarse-graining ϕ induced by a recoloring β↓ , the new min-cut

structure m′ on the new topological graph model GN′ can be expressed in terms of the

original coloring as

m′ = {UI′ = Uϕ(I′) for all I
′} ⊂ m (3.89)

In words, one can think of deriving m′ from m by simply removing all min-cut sets UI

for all subsystems I that are “projected out” by the coarse-graining, i.e., such that there

is no I′ with ϕ(I′) = I, and then relabeling the elements of m′ by the new polychromatic

indices.

Notice that an immediate consequence of (3.89) is that the relation between the

subspaces corresponding to the solutions to the degeneracy equations in m and m′ (cf.

(3.24)) is given by

W′ ⊇ W (3.90)

This simply follows from the fact that any equation that appears in m′ also appears in

m, but in general, not vice versa.

From the transformation rule of the min-cut structures we can also derive the relation

between the maps Γ and Γ′ from R3 to RD and RD′
. In particular, since we are especially

interested in the behaviour of degeneracies, we need to clarify if and how the relation

between these maps can be affected by different choices of representative min-cuts. This

is the content of the next lemma

Lemma 3.15. For any class (GN,m), coarse-graining ϕ to a new class (GN′ ,m′) induced

by a recoloring β↓, and choice of map Γ for m, there exists a choice of map Γ′ for m′
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such that

Γ′ = ΦN→N′ Γ (3.91)

Proof. Given a class (GN,m) consider the map Γ{α} specified by a choice of representative

min-cuts U∗
I
α for all N-party polychromatic indices I. By (3.89) it follows that

U∗
I′
α := U∗

ϕ(I′)
α

is a choice of representative min-cuts for all the coarse-grained polychromatic indices I′.

Notice that the index α did not change, since for the subsystems which are not removed

by the coarse-graining, any possible choice of min-cut in m is a valid choice of min-cut

in m′.

Recall now the definition of the matrix Γ given in (3.19). Using for m′ the choice of

representatives induced by the choice for m just described, the matrix Γ′ can be obtained

from Γ as follows. We first delete the rows corresponding to the subsystems I which are

removed by the coarse-graining, and then permute the remaining rows according to the

relabeling fixed by β↓. But this is precisely the transformation performed on Γ by the

matrix ΦN→N′ defined in (3.87).

We are now ready to discuss a general situation where the transformation of min-

cut subspaces under coarse-grainings is well behaved, and completely determined by the

map ΦN→N′ between entropy spaces. The next result shows that this is the case whenever

(3.90) is saturated.

Theorem 3.3 (Color-projections of min-cut subspaces). For any class (GN,m) and
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coarse-graining ϕ induced by a recoloring β↓ to a new class (GN′ ,m′)

W′ = W =⇒ S′ = ΦN→N′ S (3.92)

Proof. For a given class (GN,m) consider one of the maps Γ defined in (3.20) (as usual

for some choice of representative min-cuts). For any coarse-graining ϕ to a new class

(GN′ ,m′), Lemma 3.15 guarantees that there exists a choice of representative min-cuts

for m′ such that the corresponding map Γ′ is related to Γ via (3.91). In general the

relation between W and the min-cut subspace is given by Lemma 3.5. Therefore by the

assumption that W′ = W we have

S′ = Γ′(W′) = (ΦN→N′ Γ)(W) = ΦN→N′ (Γ(W)) = ΦN→N′ S

completing the proof.

A straightforward consequence of this theorem is that min-cut subspaces of generic

min-cut structures are always well behaved under coarse-grainings

Corollary 3.4. For any class (GN,m) and coarse-graining ϕ induced by a recoloring β↓,

if m is generic then (3.92) holds.

Proof. Given a (GN,m), if m is generic we have W = RE, since the W-cell W(GN,m) is full

dimensional. By (3.89) a coarse-graining cannot introduce new degeneracies. Therefore

the W-cell of the coarse-grained min-cut structure also spans RE, and Theorem 3.3 applies.

We have seen that the saturation of (3.90) is a sufficient condition for min-cut sub-

spaces to transform according to (3.92). On the other hand, if the inclusion (3.90) is strict,
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Figure 3.7: The coarse-graining (3.93) of the perfect state graph model G̃3 from Figure 3.1.

which can happen if some degeneracy equations are “lost” under the coarse-graining, the

relation between the min-cut subspaces is more complicated, and depends on the details

of the graph, the min-cut structure and the recoloring. In fact, as already mentioned

earlier, the dimension of the min-cut subspace can even grow, which can easily happen

for coarse-grainings of highly degenerate min-cut structures.

As a simple example of this non-trivial behavior, consider the graph models depicted

in Figure 3.7. The one on the left is the graph that we have already seen before, which

realizes the N = 3 perfect state, while the one on the right is obtained via the coarse-

graining to N′ = 2 specified by

ϕ̂(A′) = AB ϕ̂(B′) = C ϕ̂(O′) = O (3.93)

The entropy ray obtained from this coarse-graining of G̃3 can be directly computed from

the ray in (3.36), obtaining

S(G̃2) = λ (2, 1, 1), λ > 0 (3.94)

However we do not want to simply derive the new entropy ray, but also the min-cut

subspace of the new topological graph model and min-cut structure. After the recoloring,
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the only degenerate min-cut that remains from (3.32) is

UA′ = {{A′
1, A

′
2}, {A′

1, A
′
2, σ}} (3.95)

(where A′
1, A

′
2 denote the two original A,B boundary vertices that have now been recol-

ored) and the only degeneracy equation left from (3.33) is

w
A′
1σ

+ w
A′
2σ

= w
B′σ + w

O′σ
(3.96)

The solution to this degeneracy equation is the 3-dimensional subspace

W′ = (1, 1,−1,−1)⊥ ⊂ R4 (3.97)

where we ordered the weights according to (A′
1σ,A

′
2σ,B

′σ,O′σ). The W-cell is the interior

of the following polyhedral cone in W′ (written as embedded in R4
>0)

cone {(1, 0, 0, 1), (0, 1, 0, 1), (0, 1, 1, 0), (1, 0, 1, 0)} (3.98)

Its image under the map

Γ =




1 1 0 0

0 0 1 0

0 0 0 1


 (3.99)

fixed by the choice of representative U∗
A′ = {A′

1, A
′
2} is the S-cell, which is the interior of

the following polyhedral cone in R3

cone {(1, 0, 1), (1, 1, 0)} (3.100)
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This can easily be recognized as the facet of the HEC2 = SAC2 supported by the min-

cut subspace (or equivalently, PMI), I(B′ : O′) = 0. Notice that the straightforward

projection of the perfect state entropy ray from (3.36) given in (3.94) is just one of the

rays on this facet and has no particular meaning.

The example we just discussed also shows that, like for the min-cut subspace, the

dimension of the PMI of a topological graph model and min-cut structure can similarly

grow under coarse-graining. Indeed, the reader can easily verify that the PMI of the

graph model G̃3 of Figure 3.1 is 1-dimensional, while the coarse-grained graph has a

2-dimensional PMI.

3.5.2 Fine-grainings of equivalence classes

For fine-grainings of density matrices and graph models we can proceed similarly

as for coarse-grainings. We consider the case of a state |ψ⟩N+1 in a Hilbert space H

as in (3.5), such that some of the factors admit a tensor product structure into “finer

components”, giving a new Hilbert space H′. An N-party density matrix ρ acting on

H in (3.1) can then be seen as a new N′-party density matrix ρ′, with N′ > N, acting

on H′. From ρ′ we can then compute the entropy vector S′(ρ′), which in general will

depend on the details of the initial density matrix ρ. For any fine-graining however, we

can always chose an appropriate coarse-graining ϕ that “undoes” it. No matter what the

details of the initial density matrix ρ are, the entropy vectors will then be related by this

coarse-graining as usual

S = ΦN′→N S
′ (3.101)

As in the case of coarse-grainings, fine-grainings of graph models can be defined

similarly to fine-grainings of density matrices. For a given graph model G̃N realizing
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an entropy vector S we consider a boundary recoloring β↑ : ∂V → [N′ + 1], which will

specify a new fine-grained graph model G̃N′ from which we obtain a new entropy vector S′.

We can then “undo” the fine-graining with a coarse-graining ϕ specified by a boundary

recoloring β↓

β↓ = β (3.102)

where β is simply the initial coloring of G̃N. The entropy vectors before and after the

fine-graining induced by β↑ will then be related as in (3.101).

For fine-grainings of min-cut structures on topological graph models on the other

hand, we again need to be more careful. Given a class (GN,m), a boundary recoloring

β↑ gives a new topological graph model GN′ , but in general this does not automatically

induce a fine-graining, since the new min-cut structure might be incomplete. The reason

is that in general m does not specify the min-cuts for all subsystems I′, and the fine-

grainings induced by β↑ on different graph models G̃N ∈ (GN,m) can correspond to

different min-cut structures.

To take this indeterminacy into account, we define the set m
x
N′ of min-cut structures

m′ for GN′ that reduce to the original min-cut structure m on GN when we undo the

fine-graining, specifically

m
x
N′ := {m′ : UI = Uϕ(I) for all I} (3.103)

where ϕ is the coarse-graining induced by the recoloring β↓ given in (3.102). Notice that

for any (GN,m) and recoloring β↑, this set is non-empty. The existence of at least one

min-cut structure in m
x
N′ is obvious: simply consider any graph model G̃N ∈ (GN,m),

apply the recoloring β↑ and determine the min-cut structure m′ of the new graph model

G̃N′ . We then define a fine-graining of (GN,m) as follows:
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Definition 3.13 (Fine-graining of a class (GN,m)). A fine-graining of a class (GN,m)

is a pair (β↑,m′) of a recoloring β↑ and a min-cut structure from m
x
N′ .

We stress the fundamental difference between a fine-graining of a graph model as

defined above, and a fine-graining of an equivalence class as defined here. Given a class

(GN,m) and a choice of representative G̃N, any recoloring β↑ will automatically specify

a fine-graining of G̃N, but in general this is only one of the possible fine-grainings of the

class (GN,m) according to Definition 3.13. In fact, for a fixed recoloring β↑, the induced

fine-graining of different choices of representatives will in general correspond to different

fine-grainings of (GN,m). Importantly, this can even happen when the min-cut subspace

of (GN,m) is 1-dimensional, and one may be inclined to think that a graph model and its

equivalence class are essentially the same object. As we will see (and exemplify) in what

follows, the reason for this unexpected behavior is that even when the min-cut subspace

is 1-dimensional, the W-cell can be higher dimensional.

As usual, a choice of representative of an equivalence class is a convenient way to spec-

ify a min-cut structure, and in Section 3.6 we will often resort to fine-grainings of graph

models. However, the reader should always remain aware of the fundamental difference

highlighted here, and of the possibility of alternative fine-grainings of an equivalence class

specified by a choice of graph model.

Let us now continue our analysis of the set of possible fine-grainings of a topological

graph model and a min-cut structure. We have seen in the previous subsection that in

certain situations min-cut subspaces are well behaved under coarse-grainings, in the sense

that they transform under the same projection which determines a coarse-grained entropy

vector. Given a class (GN,m), and a recoloring β↑, it is then natural to ask under what

conditions there exists a fine-graining, i.e., a choice of a new min-cut structure m′ ∈ m
x
N′ ,

such that Theorem 3.3 applies.
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To answer this question, and understand the origin of some of the properties of fine-

grainings mentioned above, we first need to analyse in more detail the effect of a recoloring

β↑ on the set of W-cells for a topological graph model GN. As we have seen, a recoloring

does not change the topology of GN, and in particular its set of edges, therefore the space

of edge weights RE
>0 is unaffected by the recoloring and we can compare W-cells before

and after it. Their relation is captured by the following lemma

Lemma 3.16 (Refinement of W-cells). Given a class (GN,m) and any recoloring β↑, the

set of W-cells Wm′ for all m′ ∈ m
x
N′ is a partition of Wm.

Proof. Given a class (GN,m) and any recoloring β↑, consider a min-cut structure m′ ∈

m
x
N′ and the corresponding W-cell Wm′ . Denoting by ϕ the coarse-graining induced

by the recoloring β↓ determined by (3.102), it follows from (3.103) that all inequalities

(3.23) and degeneracy equations (3.24) that specify the W-cell Wm of the original min-cut

structure m also belong to the set of inequalities and degeneracy equations that specify

Wm′ . This implies that Wm′ ⊆ Wm, for all m′ ∈ m
x
N′ . Furthermore, by Lemma 3.6,

the different W-cells Wm′ do not intersect. Therefore it only remains to prove that the

union of all W-cells Wm′ for all m′ ∈ m
x
N′ is Wm. Consider a graph model G̃N ∈ (GN,m),

specified by a weight vector w ∈ Wm. The recoloring β
↑ induces a fine-graining of G̃N to

a new graph model G̃N′ ∈ (GN′ ,mw) where mw is one of the min-cut structures in m
x
N′ ,

completing the proof.

We are now ready to establish for what classes (GN,m) and recolorings β↑, there exists

a fine-graining (β↑, m̌) such that the min-cut subspace of (GN,m) can be obtained from

that of (GN′ , m̌) via the color projection associated to the coarse-graining ϕ specified by

the recoloring β↓ given in (3.102). The next lemma clarifies that this is always the case.
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Lemma 3.17. For any class (GN,m) and recoloring β↑, there exists a choice of min-cut

structure m̌ ∈ m
x
N′ such that

S(GN,m) = ΦN′→N S(GN′ , m̌) (3.104)

Proof. We only need to prove that Theorem 3.3 applies, and for this we only need to

show that there exists m̌ ∈ m
x

N′ such that Wm̌ = Wm, where Wm̌ = Span (Wm̌) and

Wm = Span (Wm). This follows from Lemma 3.16, since the W-cells Wm′ for all m′ ∈ m
x
N′

form a finite partition ofWm, and therefore there must exist at least one min-cut structure

m̌ ∈ m
x

N′ such that Span (Wm̌) = Span (Wm).

While this lemma is just a proof of existence of at least one fine-graining such that

(3.104) applies, it should be clear from the proof that this fine-graining is in general

non-unique. Since these fine-grainings will play a crucial role in the next section, we

introduce the following definition

Definition 3.14 (Minimally-degenerate fine-graining). For any class (GN,m) and recol-

oring β↑, a minimally-degenerate fine-graining (β↑, m̌) is any fine-graining such that

Span (Wm̌) = Span (Wm) (3.105)

As explained in the proof of Lemma 3.17, the condition in (3.105) is sufficient to

guarantee that (3.104) holds, but a priori it is not necessary. Therefore it is in principle

possible that there exists fine-grainings which are not minimally-degenerate according to

Definition 3.14, but which are still well behaved in the sense of the coarse-graining in

(3.104). Notice that in the particular case of a class (GN,m) with a 1-dimensional W-

cell, any recoloring β↑ automatically specifies a minimally-degenerate fine-graining for
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the class. This simply follows from the fact that the W-cell Wm cannot be partitioned

into smaller components, and there is therefore only one possible fine-grained min-cut

structure m̌. Furthermore, since Wm = Wm̌, (3.105) is trivially satisfied. Equivalently,

in this case the class (GN,m) has only a single representative G̃N (up to an irrelevant

global rescaling of the weights), and the (unique) fine-graining of the class induced by β↑

necessarily coincides with the fine-graining of G̃N.

Everything we have discussed thus far for fine-grainings of a class (GN,m), can be

iterated until one reaches the largest number of different colors that can be assigned to

the boundary vertices of GN. This number is of course given by the cardinality of ∂V ,

and we denote it by V∂. We define a maximal recoloring of GN as any recoloring that

attains this bound, taking the form

β↑ : ∂V → [V∂] (3.106)

Given a class (GN,m), any fine-graining of the form (β↑,m′), with m′ ∈ m
x
N′ , will be

referred to as a maximal fine-graining of (GN,m).

An interesting and useful application of maximal fine-grainings and Lemma 3.17 is the

generalization of our analysis from Section 3.4.3 concerning the relation between min-cut

subspaces and PMIs for tree graphs. The main result of that section was Theorem 3.2,

which says that for any simple tree and min-cut structure, the min-cut-subspace and the

PMI coincide. Given an arbitrary topological graph model GN with tree topology, we

can now turn it into a simple tree via a maximal recoloring β↑. And for any maximal

recoloring, Lemma 3.17 guarantees the existence of a minimally-degenerate fine-graining

such that (3.104) applies. We have thus proved the following general result for arbitrary

topological graph models with tree topology and min-cut structures on them
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Figure 3.8: A choice of three graph models with the same underlying topology. G̃2

and G̃2
′
have the same min-cut structure and are therefore different representatives of

the same class, while G̃2
′′
has a different min-cut structure. Both min-cut structures

are generic.

Theorem 3.4. For any topological graph model GN with tree topology, min-cut structure

m on GN, and minimally-degenerate maximal fine-graining (β↑, m̌), the min-cut subspace

S(GN′ , m̌) is given by

S(GN,m) = ΦN′→N π(GN′ , m̌) (3.107)

This general result shows that for fixed N many68 min-cut subspaces can be seen as

color-projections of PMIs for a larger number of parties, and it is interesting to ask if all

min-cut subspaces can be obtained in this way. As we will discuss in Section 3.6, this

question is of particular relevance for the reconstruction of the HEC from the solution to

the HMIP.

We conclude this section with an example of fine-grainings in the particular case of an

equivalence class whose min-cut subspace is 1-dimensional, illustrating how even in this

case there might exists alternative fine-grainings, as well as the interplay between the fine-

graining procedure and the application of Lemma 3.8 and the reduction of Section 3.3.4.

68Notice that the trees in Theorem 3.4 are allowed to have an arbitrarily large number of vertices for
each color, and therefore could in principle encode the same information content as graphs with more
complicated topology.
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Consider the first two graph models in Figure 3.8. Both of them have the same generic

min-cut structure, which takes the form

UA = {{A1, A2, σ}}, UB = {{B}}, UAB = {{A1, A2, σ, B}} (3.108)

The W-cell for this min-cut structure is the interior of the following polyhedral cone in

R3
>0

cone {(1, 0, 0), (0, 1, 0), (1, 0, 1), (0, 1, 1)} (3.109)

where we ordered the weights according to (A1σ,A2σ,Oσ). Its image under the map

Γ =




0 0 1

0 0 0

0 0 1


 (3.110)

is the 1-dimensional S-cell

S = λ (1, 0, 1), λ > 0 (3.111)

which is indeed the entropy ray of both graph models G̃2 and G̃2

′
.

The min-cut structure of the last graph model in Figure 3.8 is again generic and takes

the form

UA = {{A1, A2}}, UB = {{B}}, UAB = {{A1, A2, B}} (3.112)

The W-cell is the interior of another polyhedral cone in R3
>0

cone {(1, 0, 1), (0, 1, 1), (0, 0, 1)} (3.113)
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(0, 1, 0)
(0, 1, 1)

(0, 0, 1)

(1, 1, 0) (1, 0, 1)

(1, 0, 0)

G̃2

G̃2
′

G̃2
′′

Figure 3.9: A cross section of R3
>0 by an affine R2 plane orthogonal to the vector

(1, 1, 1). This cross section shows the partition of R3
>0 and its boundary into W-cells

for the topological graph model of the graphs in Figure 3.8, before and after the
recoloring from (3.115). See the main text for more details.

and its image under the map

Γ =




1 1 0

0 0 0

1 1 0


 (3.114)

is the same 1-dimensional S-cell given in (3.111) for the other two graph models.

Figure 3.9 shows the partition into W-cells of the space of edge weights R3
>0 for the

topological graph model underlying the three graph models of Figure 3.8. The regions

shaded in orange and cyan correspond respectively to the two full-dimensional W-cells

given in (3.109) and (3.113). We leave it as an exercise for the reader to verify that the

solid edge separating the these two W-cells does indeed correspond, as suggested by the

figure, to a degenerate min-cut structure with a 1-dimensional W-cell (see the first graph

model in Figure 3.10 for a choice of representative of this class).

The regions on the boundary of R3
>0 instead, correspond to W-cells for min-cut struc-

tures on different topological graph models obtained by appropriate deletion of edges,

following the reduction described in Section 3.3.4. The vertices shown in solid black in
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Figure 3.9 correspond to extreme rays shared by the two full-dimensional W-cells (see

the middle graph model in Figure 3.10 for an example). They are 1-dimensional W-cells

whose associated S-cells are again given by (3.111), in agreement with Lemma 3.8. On

the other hand, the unfilled vertices corresponding to the canonical bases vectors of R3,

are examples of the situation where Lemma 3.8 cannot be used. As explained in the proof

of the same lemma, it can happen that an extreme ray of a W-cell is mapped to the null

vector by the corresponding Γ map, which is precisely what happens here (cf. the last

graph model in Figure 3.10). All other solid edges in Figure 3.9 can also be checked to be

2-dimensional W-cells, again after an appropriate deletion of edges (for now, the dashed

edges and the (1, 1, 0) vertex should be ignored, and the segment connecting (0, 1, 0) to

(1, 0, 0) should be seen as a single face). Finally, notice that again in agreement with

Lemma 3.8, each W-cell (for all dimensions higher than 1) has at least an extreme ray

which is not mapped to the null vector by the corresponding Γ matrix. The only excep-

tion seems to be the face generated by {(0, 1, 0), (1, 0, 0)}, however in this case even if the

W-cell is 2-dimensional, Lemma 3.8 does not apply, since the entire W-cell is mapped to

the null vector and the min-cut subspace is not 1-dimensional.

Let us now consider the maximal recoloring of the graphs models in Figure 3.8 spec-

1

2

1

σ

A1 A2

B

O

1

1

σ

A1 A2

B

O

1

σ

A1 A2

B

O

Figure 3.10: Graph models specified by particular choices of weights discussed in the
main text.
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ified by

A1 → A, A2 → C, B → B, O → O (3.115)

The new min-cut structures corresponding to the recolored graph models are still generic,

and can conveniently be described by their corresponding Γ matrices. They are respec-

tively

ΓG̃2
=




1 0 0

0 0 0

0 1 0

1 0 0

0 0 1

0 1 0

0 0 1




Γ
G̃2

′ =




0 1 1

0 0 0

0 1 0

0 1 1

0 0 1

0 1 0

0 0 1




Γ
G̃2

′′ =




1 0 0

0 0 0

0 1 0

1 0 0

1 1 0

0 1 0

1 1 0




(3.116)

As one can immediately see, after recoloring, the first graph model in Figure 3.8 has

a 3-dimensional min-cut subspace, while the min-cut subspaces of the other two graph

models in Figure 3.8 are 2-dimensional, even if the two original graph models belonged

to the same W-cell and had a 1-dimensional min-cut subspace.

The W-cells of the first two fine-grained graph models are

WG̃2
= cone {(1, 1, 0), (0, 1, 1), (1, 0, 1)}

W
G̃2

′ = cone {(1, 1, 0), (1, 0, 0), (1, 0, 1)} (3.117)

These new W-cells are again shown in Figure 3.9, where the dashed edges, and the new

vertex (1, 1, 0), are new W-cells that correspond to new min-cut structures that emerge

from the recoloring of the original topological graph model. As one can easily guess from
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the figure, there is an additional full-dimensional W-cell

cone {(0, 1, 0), (1, 1, 0), (0, 1, 1)} (3.118)

which can immediately be obtained by swapping A and C in the recolored middle graph

model in Figure 3.8. Combined, all these W-cells form a partition of the original W-

cell for the first two graph models in Figure 3.8 given in (3.109), in agreement with

Lemma 3.16. On the other hand, as also shown in Figure 3.9, the recoloring of the last

graph model in Figure 3.8 is not associated to any partition of the original W-cell. The

full set of W-cells after the recoloring of the topological graph model can also be seen

in Figure 3.11, where we explicitly show the transition between different W-cells as a

function of two independent weights (the third can be fixed by rescaling). Notice that

there is an additional W-cell that is not visible in Figure B.2, namely the 0-dimensional

W-cell corresponding to the origin of R3.

Finally, let us briefly comment again on the application of Lemma 3.8 to see how it

relates to fine-grainings. Starting from G̃2 we can apply Lemma 3.8 and select an extreme

ray of the closure of the W-cell given in (3.109) such that the min-cut subspace of the

new graph model is again the one generated by the S-cell given in (3.111). Suppose that

we choose (0, 1, 1) (cf. the last graph model in Figure 3.10) and then apply the recoloring

from (3.115). The W-cell of the resulting graph model is the same as the original one, and

the new min-cut structure is degenerate. With the choice of representative UC = {{C}},
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the Γ matrix is

Γ =




0 0 0

0 0 0

0 1 0

0 0 0

0 1 0

0 1 0

0 1 0




(3.119)

and the (necessarily 1-dimensional) S-cell is

S = λ (0, 0, 1, 0, 1, 1, 1), λ > 0 (3.120)

The coarse-graining associated to the initial coloring of the graph (before the recoloring

that induced the fine-graining) specifies the color projection (cf. (3.87))

Φ3→2 =




0 0 0 0 1 0 0

0 1 0 0 0 0 0

0 0 0 0 0 0 1


 (3.121)

and one can immediately verify that once applied to (3.120) this transformation gives

the original S-cell from (3.111).

3.6 The HEC from marginal independence

In this section we will use the machinery that we have developed thus far to relate

the construction of the HECN to the knowledge of set of holographic PMIs.

In Section 3.6.1 we will first look at various graph models which realize the known

extreme rays of the HECN up to N = 6, focusing in particular on their PMIs. The reader

should not be surprised by the fact that we will look directly at graph models, rather
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Figure 3.11: The W-cells for the topological graph model underlying the graphs in
Figure 3.8, as well as variations of it obtained via the deletion of the appropriate
edges. The figure shows the explicit dependence on the values of the weights as well
as the degeneracy equations. The shaded insets show the topological graph models
associated to the two diagrams, which are distinguished by the presence (left) or
absence (right) of the (σ,O) edge.

than equivalence classes, since by Corollary 3.1 each of the graph models discussed here

is by itself an equivalence class (up to a global rescaling of the weights). In these cases,

an explicit choice of weights should merely be seen as a more compact way of specifying

a min-cut structure on the underlying topological graph model.

Based on the evidence presented in Section 3.6.1, in Section 3.6.2 we will then for-

mulate various conjectures about certain properties of the graph models that realize the

extreme rays of the HECN for arbitrary N. We will discuss in detail how these conjec-

tures are related to each other, and their implications for the explicit reconstruction of

the HECN from the set of holographic PMIs.

In most of the following discussions about extreme rays of the HECN, including the

formulation of our conjectures (in particular 3.1 and 3.4), we will always implicitly as-

sume that we are focusing only on the restricted set of “genuine N-party” extreme rays,
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i.e., on extreme rays which are not embeddings into N-party entropy space of extreme

rays for fewer parties. The convenience of this assumption lies in the fact that the com-

ponents of such extreme rays are strictly positive, which allows us to ignore unnecessary

complications related to the connectivity of the graphs. Indeed, if some components of an

N-party entropy vector S vanish, it is always possible to use purity69 to effectively reduce

the number of parties to some N′ < N, and distill the essential information contained in

S into a new N′-party entropy vector S′.

3.6.1 Graph models and PMIs for known extreme rays of the

HEC

In Section 3.3.5 we proved that any graph model that realizes an extreme ray of the

HECN has a 1-dimensional min-cut subspace, and we have shown an explicit example for

N = 3. In that example, the topological graph model G3 associated to G̃3 was a simple

tree graph (cf. Definition 3.12). By Theorem 3.2 it follows then that its PMI is also

1-dimensional (it is the min-cut subspace), and that the ray in (3.36) is also an extreme

ray of the SAC3. As it turns out, the same type of situation also occurs for all graph

models which realize the extreme rays of the HECN, for N ∈ {2, 3, 4} [42], as the reader

can easily verify.

On the other hand, for N = 5, not all realizations of the extreme rays given in

[13, 8] were trees. The key observation of this subsection is that one can nonetheless

find alternative graph models, which are trees, and realize the same extreme rays. These

trees however are no longer simple and this non-simplicity is not just a consequence of

particular choices of graph realizations, but rather of the fact that the corresponding

69Recall that the von Neumann entropy of a density matrix vanishes if and only if it corresponds to
a pure state. Similarly, for graphs, the entropy of a subsystem I vanishes if and only if the min-cut for
I is disconnected from its complement.
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extreme rays of the HEC5 are not extreme rays of the SAC5 (their PMIs are higher

dimensional, see the next subsection for more details).

In Figure 3.12, we provide a tree graph realization for every HEC5 extreme ray which

was not realized by a tree graph in [8]. Most of these new trees can immediately be

obtained from the original graph models from [8] by simply splitting every degree-k

boundary vertex into k vertices of the same color.70 For each of these tree graph models we

can then specify a maximal recoloring and consider the associated possible fine-grainings

of the corresponding class. As exemplified in the previous section, one possible such fine-

gaining is simply obtained via the fine graining of the graph model, i.e., by only applying

the recoloring to the boundary vertices, without varying the weights. Despite the fact

that in general the dimension of the min-cut subspace can grow after a fine-graining, it

turns out that in each case the resulting min-cut subspace is 1-dimensional.71 Since each

of these new graph models is now specified on a simple tree (because the recoloring was

maximal), it then follows by Theorem 3.2 that the PMI is also 1-dimensional, and these

graph models thus realize extreme rays of the SACN′ for the corresponding N′ = V∂−1 ≥

5. For instance, via this procedure, the last graph model in Figure 3.12 lifts to a simple

tree graph model for N′ = 10, which one can check realizes an extreme ray of the SAC10.
72

Notice that even if the fine grainings specified here may73 not be minimally-degenerate

according to Definition 3.14, the min-cut subspaces before and after the fine-graining are

still related by a color-projection, since both S-cells are just single rays.

70This is not always sufficient: for example the last graph in Figure 3.12 requires a judicious iterative
application of the operations described in Appendix B.1, particularly the ∆-Y exchange operation shown
in Figure B.2.

71At this point the reader may already wonder whether we could have used Lemma 3.8 in case the
resulting min-cut subspace had a higher dimensionality. Indeed this is the case, and we will use this
strategy in what follows.

72To check extremality of an entropy vector for N parties, one can simply check that it satisfies all
instances of SA for that N, and that at least D− 1 linearly independent instances are saturated.

73We have not explicitly checked the dimensionality of the W-cells, since it is not crucial here.
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For N ≥ 6, the HECN is still unknown, but a large number of its extreme rays is

known for N = 6, and we can again explore whether we can realize them with graph

models with tree topology. If we succeed, we can then repeat the same procedure we

just described for the N = 5 case, to make these tree graph models simple via a maximal

recoloring, and check if the resulting min-cut subspace is 1-dimensional. If this is the

case, these graph models then realize extreme rays of the SACN′ for some N′ ≥ 6.

At the time of writing, a total of 4122 distinct (orbits of) extreme rays have been

discovered. Although only 24 of these can be realized by simple trees, it turns out that

as many as 3905 of the others can be realized by graph models that can be immediately

turned into non-simple trees by just splitting their boundary vertices (as explained before

for the N = 5 case). In other words, only 193 extreme rays are realized by graph models

that contain cycles involving only bulk vertices, which can thus not be broken by splitting

boundary vertices. However, most of these just contain a single bulk 3-cycle, which is

straightforward to break as we show in Appendix B.1. Ultimately, there only remain 14

graphs models which cannot be obviously turned into trees, as they involve larger cycles

or more than a single 3-cycle. Figures 3.13 and 3.14 depict graph models realizations

containing a bulk 4-cycle for two of the HEC6 extreme rays. After splitting the boundary

vertices and maximally recoloring them, the topological graph models are the same for

these two cases. Nevertheless, it is easy to convert the graph of Figure 3.13 into a tree

graph (by splitting the bulk cycle at the σ2 vertex; cf. the bottom panel), whereas an

analogous transformation does not work for the graph of Figure 3.14, even though the

original graph looks a bit simpler. For all simple tree graph models obtained via this

procedure, the resulting min-cut subspace (and therefore PMI) is indeed 1-dimensional.

In total there are only a few (some of the 14 mentioned above) extreme rays of the

HEC6 which are realized by graph models that we were not immediately able to convert
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into tree graphs using these simple operations. While it is possible that some of these

extreme rays cannot be realized by any tree graph, we have not attempted a systematic

and exhaustive search, and it seems likely that the difficulty in obtaining tree realizations

for these extreme rays is just technical rather than fundamental.

3.6.2 Reconstruction of the HEC from marginal independence

We are now ready to discuss the main claim of this work, namely how the recon-

struction of the holographic entropy cone is related to the solution of the holographic

marginal independence problem. We will not be able to provide a definite proof that

such a reconstruction is possible. However, motivated by the observations presented in

the previous subsection, we will formulate a series of conjectures each of which will imply

that this is indeed the case. We will organize these conjectures following a hierarchy,

from the weakest to the strongest, analysing their relations and implications. As we will

see, all of these conjectures, except only for the weakest 3.1 (see below), will imply that

this reconstruction has a particularly nice form and is intimately related to 1-dimensional

holographic PMIs, i.e., holographic extreme rays of the SAC.

Let us begin by explaining more explicitly how the reconstruction would work. Since

the HEC is a polyhedral cone, it can equivalently be described by providing either the

full set of its extreme rays, or the full set of its facets, specified by non-redundant entropy

inequalities. Given one description, one can in principle74 obtain the other using well-

known conversion algorithms, and we will focus on the description in terms of extreme

rays. Suppose now that we are interested in the HECN∗ for a specific number of parties

N∗, and we are given the full solution to the HMIP, i.e., we are given the full set of all

74There is no known efficient algorithm to perform this conversion, and in practice this is undoable
already for N = 6.
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holographic PMIs (recall Definition 3.11) for all possible values of N, can we derive all

the extreme rays of the HECN∗ from this data?

As a warm up, let us first discuss the simpler situation where N∗ ≤ 4. Suppose that we

do not know the extreme rays of the HECN∗ , but instead we want to try to extract them

from the solution to the HMIP for N = N∗. Such solution is the collection of all PMIs

that can be realized holographically for N = N∗, and it will contain PMIs of different

dimensions 1 ≤ d ≤ D∗. For each 1-dimensional PMI it is straightforward to determine

an entropy ray that generates it, as one simply needs to pick a ray oriented towards the

positive orthant of entropy space. Furthermore, any such ray is automatically an extreme

ray of the HECN∗ because it is a holographic extreme ray of the SACN∗ .75 On the other

hand, we will ignore all higher dimensional PMIs, since it is not possible to uniquely

determine an entropy ray out of them. We can then build a candidate for the HECN∗

by taking the conical hull of the rays thus obtained. The equivalence of the HECN∗ with

this cone however is just a coincidence related to the fact that we are only considering

N∗ ≤ 4, and as we reviewed in the previous subsection, in this case all extreme rays of

the HECN∗ correspond to 1-dimensional PMIs.

Let us now focus on N∗ ≥ 5, and consider an extreme ray S of the HECN∗ which is

not an extreme ray of the SACN∗ , and a class (GN∗ ,m) realizing it, i.e., such that

S(GN∗ ,m) = S (3.122)

where S is the subspace generated by S. Suppose that there exists a minimally-degenerate

fine-graining (cf. Definition 3.14) to a class (GN, m̌), with N > N∗ and m̌ ∈ m
x
N
, such

that the min-cut subspace and the PMI coincide. Denoting by ΦN→N∗ the corresponding

75Notice that any class (GN,m) realizing this ray (which exists by assumption) is guaranteed by
Lemma 3.10 to have a 1-dimensional min-cut subspace, in agreement with Corollary 3.1.
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coarse-graining we then have

S = ΦN→N∗ S(GN, m̌) = ΦN→N∗ π(GN, m̌) (3.123)

This implies that S can be obtained from the solution to the HMIP. The reason is that this

solution includes π(GN, m̌), from π(GN, m̌) we can obtain S via a color-projection, and S

can be obtained from S as described before, since S is 1-dimensional. This motivates us

to formulate our first conjecture

Conjecture 3.1. For any N∗ and any extreme ray S of the HECN∗, there exists a class

(GN∗ ,m) realizing S and a minimally-degenerate fine-graining to a class (GN, m̌) for some

finite N ≥ N∗ such that

S(GN, m̌) = π(GN, m̌) (3.124)

and π(GN, m̌) is nowhere-zero.76

If this conjecture holds, in principle all one needs to do to construct the HECN∗ is

to consider all possible color-projections from N to N∗ of all nowhere-zero PMIs that

are realizable holographically, for each N ≥ N∗, pick a non-negative ray from each 1-

dimensional subspace obtained by this procedure, and take the conical hull of the resulting

set. Notice that not all entropy rays obtained in this way will be extremal, however the

ones that are non-extremal are guaranteed to be contained in the HECN∗ by the nowhere-

zero condition. This follows from the fact that if a holographic PMI is nowhere-zero, it

contains at least a (not necessarily extremal) nowhere-zero entropy vector S′ realized

by a graph model. Since we are only considering PMIs that are color-projected to 1-

dimensional subspaces, and by being nowhere-zero S′ cannot be mapped to the null

76Here by a nowhere-zero PMI P we mean that for any choice of generators of P, none of the components
vanishes.
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vector by such a projection, the result of the projection must be the subspace generated

by the projection of S′, which is inside the HECN∗ . On the other hand, 3.1 will guarantee

that all extreme rays of the HECN∗ will be included in the resulting set.

At first sight, this procedure seems daunting, since we are demanding to consider all

possible values of N ≥ N∗. In practice however this is never necessary, since for any N∗

the HECN∗ only has a finite number of extreme rays (it is a polyhedral cone) and can

therefore be reconstructed from the solution to the HMIP for N = Nmax(N
∗) given by

Nmax(N
∗) = max {Nmin(S), ∀S} (3.125)

where for each extreme ray S of the HECN∗ , Nmin(S) denotes the smallest N ≥ N∗ for

which Conjecture 3.1 holds. The reason is that for each extreme ray S of the HECN∗ and

PMI P in the solution to the HMIP for N = Nmin(S) such that

S = ΦNmin(S)→N∗P, (3.126)

there is a lift77 to a new PMI P′ in the solution to the HMIP for N = Nmax such that

P = ΦNmax→Nmin
P′ (3.127)

Therefore we can simply obtain S from P′ as follows

S = ΦNmax→N∗P′ (3.128)

77This is a straightforward consequence of the standard lift construction described in Section 3.3.6,
and of the fact that the min-cut subspace of a class determines its PMI (cf. Corollary 3.3).
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where

ΦNmax→N∗ = ΦNmin→N∗ ΦNmax→Nmin
(3.129)

Notice that we are only arguing for the existence of Nmax(N
∗), but we are not providing

a way to determine its value for a given N∗. In any concrete reconstruction of the HECN∗

one would instead need to know the value of Nmax(N
∗) to make sure that one is considering

the solution to the HMIP for a value of N large enough such that it is sufficient to derive

the complete set of extreme rays.78 However, it should by now be clear that the focus

of the present work is not on any explicit reconstruction of the HEC, but rather on the

equivalence of this problem to the solution of the HMIP.

For small N our evidence strongly supports 3.1 and allows us to derive some tight

upper bounds on Nmax(N
∗). For N ≤ 4, we have already seen that Nmax(N

∗) = N∗, so the

first non-trivial case is N = 5. The graph models shown in the first and third columns

of Figure 3.12 correspond to PMIs of dimensions ranging from 2 (e.g., the first one) to

6 (e.g., the last one). To explore Conjecture 3.1, one may consider incremental fine-

grainings79 of these graph models obtained by first splitting boundary vertices of degree

higher than one, and then recoloring the boundary vertices. In all cases, one observes that

the min-cut subspace remains 1-dimensional upon fine-graining, while the PMI exhibits

a non-increasing dimensionality. Remarkably, in most cases one obtains a graph model

with a 1-dimensional PMI after only a couple of steps, and in all cases three steps always

78In principle one could also proceed as follows. Start from the solution to the HMIP for N = N∗ and
construct a cone as we explained. Then derive its facets and check if they are valid holographic entropy
inequalities using the contraction maps of [42]. If all facets are valid inequalities, the reconstruction is
complete, otherwise one can increase the value of N and repeat the process. Once Nmax(N

∗) has been
reached, the reconstruction is guaranteed to be complete. The problem with this procedure however is
that the conversion from extreme rays to facets is inefficient, and that it is currently unknown if all valid
holographic inequalities can be proven via contraction maps.

79Again, these are particular choices of fine-grainings of the min-cut structure of a graph model
specified by the same choice of weights as in the original graph.
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suffice.80 In summary, this allows us to conclude that Nmax(5) ≤ 8, and that this bound

is likely saturated. Although our data for N∗ = 6 is incomplete and thus insufficient to

derive a similar bound, we highlight that the same qualitative features are observed for

all graph models realizing the currently known extreme rays of the HEC6 (unlike in the

previous subsection, here we are not attempting to realize these extreme rays with tree

graph models). The splitting of boundary vertices and the straightforward fine-graining

of a graph model specified by a maximal recoloring is sufficient to obtain a new graph

model such that the corresponding min-cut subspace and PMI coincide.81

Notice that while 3.1 in principle allows for fine-grainings to graph models with higher

dimensional min-cut subspaces, in all known cases discussed above the equivalence with

PMIs was achieved with 1-dimensional min-cut subspaces. This suggests that the recon-

struction of the HEC could actually be even simpler, and reliant only on the knowledge

of 1-dimensional holographic PMIs. This motivates the following stronger conjecture,

consistent with all our data to date:

Conjecture 3.2. For any N∗ and any extreme ray S of the HECN∗, there exists an

extreme ray R of the SACN for some finite N ≥ N∗, a graph model realizing R and a

recoloring β↓ such that from the corresponding coarse-graining ϕ we have

S = ΦN→N∗ R (3.130)

If this conjecture holds, it is not necessary to know the full solution to the HMIP to

80In fact, by taking the currently known extreme rays of the HEC6 which are also extremal in the
SAC6 (equivalently, extreme rays of the SAC6 which are holographic), and coarse-graining down to 5
parties, we observe that as many as 16 out of the 19 orbits of extreme rays of the HEC5 are obtained. In
other words, remarkably, 16 of the extreme rays of the HEC5 descend from the SACN already at N = 6.

81Technically this observation is not an exact confirmation that 3.1 holds in these cases, since a priori
the fine-grainings of the min-cut structures may not be minimally-degenerate. However, we can also
imagine to first use Lemma 3.8 before the recoloring, to obtain a 1-dimensional W-cell. The fine-graining
induced by the recoloring is then guaranteed to be minimally-degenerate, and 3.1 holds.
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reconstruct the HEC. Instead it is sufficient to know only the 1-dimensional PMIs that

are holographic or, equivalently, the extreme rays of the SAC that can be realized by

graph models. We could then redefine Nmax(N
∗) as the smallest number of parties from

which all HECN∗ extreme rays can be recovered as in (3.130). Explicitly, the HECN∗

would then be given by

HECN∗ = cone {ΦNmax→N∗ R, ∀R ∈ RNmax

H
, ∀ΦNmax→N∗} (3.131)

where RN
H
is the set of holographic extreme rays of the SACN. For instance, from the

bound on Nmax mentioned above for N∗ = 5 we see that the HEC5 can be obtained from

the conical hull of just those extreme rays of the SAC8 which are holographic. Notice that

from a structural point of view this a highly non-trivial statement, since the projections

ΦNmax→N∗ that appear in (3.131) are not arbitrary projections, but color-projections as-

sociated to coarse-grainings. Finally, notice that the reconstruction formula (3.131) also

gives a full solution to the HMIP for N = N∗, as one can recover all holographic PMIs

from the knowledge of the extreme rays.

Due to its generality however, proving 3.2 might be quite challenging, in particular

because the topology of the graph models that realize the holographic extreme rays of

the SAC is not restricted in any way. On the other hand, the observations at the end

of the previous subsection suggest that there might be an additional simplification. We

have seen that for all extreme rays of the HEC5 we could find realizations by graph

models with tree topology. And that for all these tree graph models, the fine-graining

specified by a maximal recoloring was automatically giving a new (simple tree) graph

model with a 1-dimensional PMI. For instance, the tree graphs exhibited in Figure 3.12

show that all the extreme rays of the HEC5 can be obtained by coarse-graining extreme
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rays of the SACN realizable by simple tree graph models for some 5 < N ≤ 11.82 Similar

facts seem to hold for the known extreme rays of the HEC6: by just applying the simple

entropy-preserving graph manipulations described in Appendix B.1, we are able to turn

almost all graph models realizing these rays into new graph models with tree topology.

One of just a handful of exceptions is the graph in Figure 3.14. However, we stress that

despite the fact that we have not found a tree form for it to support 3.3, one can easily

check that after a splitting of e.g. vertex C alone, and a maximal recoloring, one already

obtains a graph model realizing an extreme ray of the SAC7, in agreement with 3.2.

Based on these observations, it is therefore interesting to explore the implications of

the following conjecture.

Conjecture 3.3. For any N∗, every (nowhere-zero) extreme ray of the HECN∗ is realiz-

able by a graph model with tree topology.

The reader will probably already guess how this new conjecture is related to 3.2 and

the reconstruction problem, since we have already seen several examples of this situation.

However let us explain more carefully why 3.2 implies that the reconstruction is given by

(3.131).

Consider an extreme ray S of the HECN∗ , and suppose that 3.3 holds. Then there

exists a class (GN∗ ,m) whose S-cell is the ray generated by S, and we denote by S its

(1-dimensional) min-cut subspace. In general the W-cell of (GN∗ ,m) could be higher

dimensional, and an arbitrary fine-graining could produce a new class whose min-cut

subspace has dimension greater than one (recall the example at the end of Section 3.5.2).

However, if this is the case, we can always use Lemma 3.8 to find a new class (ĜN∗ , m̂)

such that the min-cut subspace is still S, while the S-cell is just a single entropy ray.

82Specifically, this upper bound comes from the tree counterpart to the only non-planar graph in
Figure 3.12, which requires the highest lift of all graphs for obtaining a simple tree: from N∗ = 5 to
N = 11.
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Notice that, as we have already seen in various examples, when we use Lemma 3.8 we

may be forced to apply the reduction described in Section 3.3.4 and delete some of the

edges. We can now apply Theorem 3.4 to (ĜN∗ , m̂) to get yet a new class (ǦN, m̌), for

some N > N∗, where ǦN is now a simple tree and the color-projection ΦN→N∗ of its

PMI is S. Finally, since the W-cell of (ĜN∗ , m̂) was 1-dimensional, it is guaranteed by

Lemma 3.16 to remain 1-dimensional after the fine-graining, and the PMI of (ǦN, m̌) is

therefore 1-dimensional as well.

In summary, assuming 3.3, we have shown how to construct a new class that satisfies

3.2, showing that 3.3 is sufficient for the reconstruction of the HEC via (3.131).

We conclude by mentioning one more conjecture which is not specific to any particular

set of faces of the HEC or the SAC, and could be an interesting general property of all

min-cut structure on arbitrary topological graph models.

Conjecture 3.4. For any N, topological graph model GN and min-cut structure m, there

exists a topological graph model G′
N with tree topology and a min-cut structure m′ such

that

S(G′
N,m

′) = S(GN,m) (3.132)

A priori one may have doubts about this conjecture, considering how special tree

graphs are compared to arbitrary graphs. Notice however that the trees in 3.1 are not

required to be simple, and can have an arbitrary number of boundary vertices for each

color. Finally should be clear that if one could prove 3.4, then 3.3 would follow immedi-

ately. By the argument presented above, 3.3 would then imply 3.2, and the reconstruction

of the HECN∗ from the extreme rays of the SACNmax for all N∗ would be given by (3.131).
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3.7 Discussion

In this section we briefly summarize our results and what remains to be proven to

definitely conclude that the solution to the holographic marginal independence problem

contains sufficient information for the reconstruction of the holographic entropy cone.

Moreover, we comment on several interesting directions for future investigations which

are suggested by the possibility of such a reconstruction, and by the framework that we

have developed throughout this work.

Summary: The main goal of this work was to argue that the holographic entropy

cone can be reconstructed, for an arbitrary number of parties, from the solution to the

holographic marginal independence problem. We have shown how such a reconstruction

would work, and argued that it takes a particularly simple form. Indeed, we argued that

to be able to reconstruct the HEC one does not even need to know the full solution to

the HMIP, but only the set of 1-dimensional holographic PMIs. Ultimately, what this

implies is the following

Claim. The knowledge of all holographic entropy inequalities, for all values of N, is

equivalent to the knowledge of all holographic extreme rays of the SAC, for all values of

N.

A summarizing cartoon of this equivalence and of the reconstruction procedure is

provided in Figure 3.15. We stress that, as we explained above, this claim does not hold

for a fixed value of N when N ≥ 5, i.e., knowing the holographic extreme rays of the SAC

for N parties does not in general provide enough information to derive all the N-party

holographic entropy inequalities.
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Completing the proof: To complete the proof of our main claim above it remains to

prove 3.2. This problem however might be challenging, since 3.2 is specific to extreme

rays, which are unknown (and are precisely what we want to reconstruct), and the graph

models realizing them are allowed to have unrestricted topology. We believe that the best

way to proceed is to prove 3.3. Although we were not able to check that this conjecture

holds for all known extreme rays of the HEC6, we also did not attempt an exhaustive

search, and it seems likely that one simply needs to consider more complicated tree

graphs.

While in principle it is possible that 3.3 only holds for extreme rays, it also seems

reasonable to expect that it is a more general fact about 1-dimensional min-cut subspaces,

in which case proving this conjecture would presumably be easier. In fact, the realizability

of min-cut subspaces via tree graphs might be even more general, and one could also

attempt to directly prove 3.4. An interesting way to proceed in this direction would be

to better understand the structure of the partition of the space of edge weights into W-

cells for a given topological graph model. Since this structure also determines the maps

to entropy space that produce the min-cut subspaces for the various min-cut structures,

if one could directly relate this structure to the topology of the graph, one might then

be able to prove that any min-cut subspace can be obtained from a tree.

Finally, we should also contemplate the possibility that our main claim above is false.

In such a case it might still be possible to reconstruct the HEC from the solution to

the HMIP, but it would not be sufficient to only know the holographic extreme rays of

the SAC. To prove that the reconstruction is possible one should then try to prove 3.1,

although this conjecture suffers from the same complications we just mentioned for 3.2,

since it is specific to extreme rays and the graphs have unrestricted topology. However,

one may also wonder if for each equivalence class of graph models (not just those which
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realize extreme rays), there always exists a fine-graining to a new one such that the min-

cut subspace and the PMI coincide. While stronger then 3.1, this property might be

easier to prove by investigating more deeply the relation between min-cut subspaces and

PMIs for arbitrary topological graph models and min-cut structures.

Finding the holographic extreme rays of the SAC: If our main claim above holds,

the problem of determining the HEC is mapped to the problem of determining which

extreme rays of the SAC are holographic. While this is beyond the scope of the present

work, we briefly comment on the importance of this question and some intriguing possible

answers.

For a fixed number of parties N, consider the following sets of extreme rays of the

SACN (dropping the N-dependence to simplify the notation)

R := {extreme rays of the SAC}

R
SSA

:= {extreme rays of the SAC that satisfy SSA}

R
Q
:= {extreme rays of the SAC that can be realized by quantum states}

R
H
:= {extreme rays of the SAC that can be realized by graph models} (3.133)

These sets clearly satisfy the following chain of inclusions

R
H
⊆ R

Q
⊆ R

SSA
⊆ R (3.134)

and we have R
SSA

= R only for N = 2, while typically |R
SSA

| ≪ |R|.

If our main claim holds, the deep question about the physical origin of the HEC

and its structure is distilled to the question about the relation between the sets R
H
and
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R
Q
. If R

H
=R

Q
, all extreme rays of the SAC compatible with quantum mechanics would

participate in the construction of the HEC, and there would be no other holographic

constraint to resolve. While all data currently available points in this direction, it is

conceivable that for larger values of N there exist extreme rays of the SAC that can

be realized by quantum states but not by geometric states. This would hint at more

fundamental holographic constraints which operate at the level of the SAC and would be

very interesting to investigate.

Answering this question however could be quite difficult, since very little is known

about the structure of the QEC, and to the best of our knowledge, there is no system-

atic construction of quantum states that realize the extreme rays of the SAC. A more

approachable question on the other hand could be whether R
H
and R

SSA
coincide. In-

terestingly, for N ≤ 5, for which the elements of R
SSA

can be determined using standard

algorithms, this turns out to be the case. If R
H
= R

SSA
, the chain of inclusions (3.134)

immediately implies that R
H
= R

Q
and R

Q
= R

SSA
, and we would not only obtain a full

characterization of the HEC, but also new information about the QEC for arbitrary N.

In order to establish if R
H
= R

SSA
, the structure of R

SSA
is currently being investigated.

The goal is to obtain a sufficiently detailed characterization of the elements of this set,

such that they could then be matched with explicit holographic realizations in terms of

graph models.

Generalization to HRT: In this work we focused on the static version of the holo-

graphic entropy cone, since this is the situation where configurations of HRRT surfaces

can be described by graph models. The connection between the HEC and the solution

to the HMIP however seems to suggest that the same structure would pertain also to

dynamical spacetimes. Intuitively, the reason is that the crucial information about the
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configurations of HRRT surfaces is not rooted in the area of the individual surfaces, but

rather the connectivity of the entanglement wedges of the various subsystems. It would

be interesting to explore this possibility in more detail.83

The most convenient contingency would be one wherein one can devise a graph model

for the general time-dependent situation, with the subsystem entanglement entropy again

given by the sum of the edge weights of the cut edges for a suitably-defined min-cut, in

which case the graph side of the HEC construction would be identical. The immediate

obstacle with this approach arises from the fact that parts of the HRT surfaces for various

regions can be timelike-separated, and more importantly that the surfaces in question

have their areas extremized rather than simply minimized.

The holographic entropy polyhedron (HEP): Many of the tools that we used here

have a close relationship with those introduced in [68, 67] in the context of the holographic

entropy arrangement. The reader who is familiar with these works will probably notice for

example the similarity between the min-cut structure of a topological graph model and the

proto-entropy vector of a holographic configuration. Analogously, the min-cut subspace

is closely related to the set of constraints that must be satisfied by the coefficients of

an unspecified “information quantity” (defined as an arbitrary linear combination of

entropies, or equivalently as an element of the dual of entropy space) such that it vanishes

on a full S-cell. When a min-cut subspace S has dimension D−1 in fact, S⊥ is the vector

of coefficients of the only information quantity that vanishes on all vectors in the S-

cell whose linear span is S. This is the type of information quantity that was dubbed

a “primitive” in [68, 67]. The holographic entropy arrangement was then defined as

83For two-dimensional CFT, it was proven in [65] that any holographic entropy inequality which holds
for RT surfaces also holds for HRT surfaces. Despite the limitations related to the special properties of
a 3-dimensional bulk spacetime, it would be useful to clarify the relation between the present work and
the result of [65], where it was SSA rather than SA that played a crucial role.
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the set of all hyperplanes in N-party entropy space which correspond to these primitive

quantities, and the HEP as the polyhedron carved by the entropy inequalities associated

to the primitive quantities that have a definite sign for geometric states.

In light of the results of the present work, it is tempting to identify the holographic

entropy arrangement with the set of codimension-1 min-cut subspaces, and the HEP

with the HEC. Indeed, as we have shown here, each extreme ray of the HEC corresponds

to a 1-dimensional min-cut subspace, and the min-cut subspace of a graph obtained

from the disjoint union of multiple graphs is the sum of the min-cut subspaces of the

individual graphs (cf. Section 3.3.6). Using this construction one could then combine

the graphs realizing the extreme rays of the HEC to obtain new graphs whose min-

cut subspaces are the supporting subspaces of the facets of the HEC. All information

quantities corresponding to holographic entropy inequalities would then be primitive in

the sense of [68, 67], and the holographic entropy cone and polyhedron would coincide.

This simple reasoning however obfuscates some of the subtleties that were at the core

of the motivations of [67] for introducing the HEP in the first place. Throughout this

work we have constantly seen that a crucial role in determining the structure, or cer-

tain transformation properties, of the objects that we introduced has been played by the

“pattern of degeneracies” of an equivalence class of graph models. This is especially true

for the realization of the extreme rays of the HEC via graph models, which as we have

seen, have a 1-dimensional min-cut subspace and are therefore “maximally degenerate”.

In terms of holographic configurations and extremal surfaces, these degeneracies seem to

translate to situations where the configurations are so fine-tuned that the entropies of

multiple subsystems are computed by several coexisting surfaces of equal area. In many

other contexts however, like bulk reconstruction, one is typically inclined to ignore such

fine-tuned cases to avoid worrying about subtleties regarding order of limits [98] by fo-
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cusing instead on generic situations. Indeed, this was precisely the approach followed by

[67], which defined primitive information quantities by restricting to generic configura-

tions. In the language of this work, resolving this issue seems to boil down to the question

of whether the min-cut subspaces which support the facets of the HEC can be realized

by generic equivalence classes, rather than via the aforementioned construction based on

extreme rays. The precise details about the connection between the two formulations

however could be more subtle, and requires more careful investigations.

Finally, a similar fine-tuning is related to the concrete holographic realizations of

graph models, which is obtained via 3-dimensional multiboundary wormhole geometries

[42] where the subsystems are chosen to cover the entire boundaries. This choice in fact

allows for a fine-tuning of the entanglement among the CFTs that live on the different

boundaries, which has no counterpart for subsystems of a single boundary, where the

entropies are divergent and cannot be meaningfully regulated. For this reason, [67]

defined the HEP by further restricting the set of primitive quantities to those that can

be realized by single-boundary configurations. Work is in progress to shed light also on

this issue, and to resolve the subtle differences between the HEC and the HEP.

Quantum entropies: Our discussion in this chapter has focused on entropies realizable

by geometric states in holography, but it would be interesting to explore if some of the

tools developed here can also be utilized to analyze properties of quantum entropies for

other classes of states. For example, models of entanglement capturing richer patterns of

quantum correlations through hypergraphs and topological links have been explored in

[11, 9, 69, 4] and much of the structure we studied here admits a natural extrapolation

to those settings. It is then interesting to ask if any of our results and conjectures

could be suitably generalized. For instance, are min-cuts the only ingredient at the
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heart of why the HEC descends from the SAC in the sense of Conjecture 3.2? If so,

it would be reasonable to expect an analogous phenomenon with hypergraphs, namely,

that the hypergraph entropy cone be obtainable from extreme rays of the SAC that are

realizable by hypergraphs. This poses a non-trivial question already at 4 parties, when

the hypergraph entropy cone includes an extreme ray which is not an extreme ray of the

SAC4, and it is unclear whether it can be obtained as a color projection of an extreme

ray of the SACN for some N > 4 [11].

Quantum corrections: The graph models studied here precisely capture the proper-

ties of the RT prescription in holography. What can our results say about holographic

entanglement entropy beyond the strictly classical limit where entropies are purely ge-

ometric? It would be interesting to explore how quantum contributions from matter

fields affect our results. The application of the combinatorial machinery to the study

of entropies computed by the quantum extremal surface prescription was already shown

to be fruitful in [5]. A similar reasoning could be used here to discern the imprint that

the area term leaves on the generalized entropy and the discrete structure potentially

emerging from it.
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Figure 3.12: The first and third columns show graph realizations of the extreme rays
of the HEC5 which cannot be realized by simple trees. Rather than their original
form from [13], here we show the graphs of minimal number of vertices obtained by
[8]. To the right of each graph, we provide a non-simple tree realization of the same
extreme ray, obtained through repeated application of the graph operations described
in Appendix B.1.
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Figure 3.13: Alternative graph realizations of one of the extreme rays of the HEC6.
Notice that one of these realizations is a tree graph.

1

1

1

1 2

11

1

1

1

2

1

1
1

2

A σ1

B

σ3

Cσ2

D

σ4

E

F

O

11

1 1

1
1

2

1 1

1

2

1

1

1

2

F1

σ1

C3

σ3

D3

B

A

C2

σ2

D4

σ4

E

F4O2

O4

Figure 3.14: Alternative graph realizations of another extreme ray of the HEC6. No-
tice that the graph on the right has the same topology as the second graph in Fig-
ure 3.13.

179



The holographic entropy cone from marginal independence Chapter 3

N = 8

N = 6

N = 5

N = 4

N = 3

N = 2

Φ6→5

Φ8→5Φ′
8→5

S1

S2

R′
1

R1

R2

Figure 3.15: A schematic cartoon of a cross-section of the SACN and the HECN for
different values of N. The extreme rays of the SACN are represented by the green and
blue vertices. The green ones are also extreme rays of the HECN, and their conical hull
is the darkest shaded region. The blue ones are outside of the HECN. The boundary
of the HECN is highlighted in orange, and the orange vertices represent extreme
rays of the HECN which are not extreme rays of the SACN. The arrows indicate
color-projections associated with coarse-grainings that implement the reconstruction,
mapping the green vertices to the orange. For N = 5 the figure shows two extreme rays
S1 and S2 that are not extreme rays of the SAC5 and need to be reconstructed. While
N = 6 is sufficient to obtain S1 as S1 = Φ6→5R1, it is not sufficient to reconstruct S2.
On the other hand, N = 8 is sufficient to reconstruct both rays, S1 = Φ′

8→5R
′
1 and

S2 = Φ8→5R2. To avoid clutter, we are suppressing all irrelevant projections/lifts of
other extreme rays. The shapes of the cone cross-sections (as well as the numbers of
facets and extreme rays of various kinds) are not meant to be taken literally.
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Chapter 4

Quantum extremal surfaces and the

holographic entropy cone

4.1 Introduction

The holographic principle has served as a remarkable guide for research in quantum

gravity [14, 15]. Its most prominent realization, the AdS/CFT correspondence [16, 17],

has in recent years elucidated the underlying mechanism for bulk gravitational observ-

ables to be encoded holographically on the boundary theory [78, 99, 79, 100]. The deriva-

tion of these results has heavily relied on a progressively sophisticated understanding of

holographic entanglement entropy.

The program of relating the von Neumann entropy of boundary regions to bulk quan-

tities started with the groundwork of [32], which provided the first version of this entry

in the holographic dictionary, known as the Ryu-Takayanagi (RT) formula. According

to it, the von Neumann entropy S(R) of a boundary region R is given by the area A(γR)

of a minimal-area bulk codimension-2 surface γR homologous to R relative to ∂R. More
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explicitly,

SRT(R) = min
γR

A(γR)

4G
, (4.1)

where the minimization is over surfaces γR contained in a time-symmetric slice and an-

chored to R, i.e., subject to the condition ∂γR = ∂R. This relation underpins the idea

of geometry emerging from entanglement, an important theme in our understanding of

holography [39]. The RT formula, (4.1), and its time-dependent [36] and quantum gener-

alizations [37, 38] have been exploited in various ways in the context of bulk reconstruction

from boundary data [78, 99, 79, 100, 101, 102, 86, 103].

Given the insights that holography provides, it has been of great interest to study

necessary and sufficient conditions for field theories to have holographic duals [104].

Within such boundary theories, there is a “code subspace” of states whose bulk duals

admit semiclassical geometric descriptions [78, 105]. These so-called holographic states

are a special sub-class of all quantum states, satisfying certain additional constraints.

The RT formula has allowed us to identify some of these constraints as inequalities that

the entropies of boundary subregions need to satisfy. The first such genuinely holographic

inequality that was discovered was the monogamy of mutual information (MMI) [40, 95],

an inequality on 3 parties which reads

S(AB) + S(AC) + S(BC) ≥ S(A) + S(B) + S(C) + S(ABC). (4.2)

More generally, for any set of parties [n] ≡ {1, 2, . . . , n}, one expects the RT formula to

imply inequalities involving various combinations of the entropies of the 2n−1 subsystems

associated to the nonempty subsets ∅ ̸= I ⊆ [n]. A systematic study of such entropy

inequalities obeyed by the RT formula was initiated by [42]. The starting point is to,

for each n ≥ 1, arrange the 2n − 1 subsystem entropies of general mixed states on n
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parties into entropy vectors S ∈ R2n−1. This allows one to think of entropy inequalities as

bounding a space of allowed entropy vectors in R2n−1. [42] was able to prove that this space

is a polyhedral cone, i.e., a convex space bounded by a finite set of homogeneous, linear

inequalities at each n, which they termed the Holographic Entropy Cone (HEC). Since

then, there has been a lot of interest in understanding the HEC [67, 68, 13, 106, 66, 8]

and the general structure of entanglement in holographic states [107, 72, 108, 109].

An important caveat, however, is that the RT formula only works to leading order in

G when the amount of entropy in bulk matter is small, i.e., when the geometric O(1/G)

term dominates. The perturbative generalization of (4.1) to all orders in G utilizes the

notion of a quantum extremal surface (QES) [38]. A bulk surface γR anchored to R is

called a QES if it extremizes the generalized entropy functional

Sgen(R) =
A(γR)

4G
+ Sbulk(σR), (4.3)

where the last term is the von Neumann entropy of bulk quantum fields on any achronal

homology region σR defining the entanglement wedge of R and satisfying ∂σR = γR ∪R.

Accordingly, the QES formula states that S(R) is given by

SQES(R) = min

{
ext
γR

Sgen(R)

}
, (4.4)

which instructs one to pick the minimal value over extrema of the generalized entropy

if there happens to be more than one QES. This generalization has been of paramount

importance in recent computations of the unitary Page curve of black hole evapora-

tion [48, 47], a remarkable development in our understanding of the black hole informa-

tion problem [50, 110, 49].1

1For a review of these topics, see Refs. [111, 112].
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Importantly, in settings where (4.4) receives contributions from the bulk entropy term

Sbulk of (4.3) in unrestricted ways, the arguments for the HEC inequalities no longer apply.

In fact, one expects that by choosing the bulk matter to have arbitrary entanglement

structures, there are no entropy constraints on the boundary quantum state other than

the universal ones obeyed by quantum states (such as strong subadditivity). Hence the

interesting question to ask is what effect entropic constraints on the bulk matter fields

have on the entanglement structure of the boundary state.

To make this problem more precise, let us introduce the notion of a QES entropy cone

as the space of all entropy vectors compatible with the QES formula, (4.4), at a moment

of time symmetry (analogous to the HEC for RT).2 As alluded to above, we expect such

a QES cone to coincide with the general quantum cone of [56]. In general, the QES cone

can be shown to contain the quantum cone as a subset since one can construct situations

where the area term can be neglected. Further, it seems plausible that the QES cone

is the same as the quantum cone since one can use tensor networks with bulk legs to

construct states where the QES formula applies [91].

One could then impose constraints on Sbulk, beyond those of quantum mechanics,

to obtain a constrained QES cone which will naturally be a subset of the original one.

Such constrained QES cones cannot be arbitrarily small: regardless of how strong the

constraints one imposes on the bulk entropy are, the QES formula will always be able to

probe all possible entropies compatible with HEC inequalities by simply neglecting the

bulk entropy term. Hence we find that constrained QES cones will always be supersets

of the HEC and, in that sense, be quantum-corrected versions of the HEC. Indeed, we

see that by varying the restrictions on the quantum contribution Sbulk, constrained QES

2A generalization to nontrivial time-dependent settings will be no less subtle than that of understand-
ing the analogue of the HEC for HRT, a problem which remains barely understood except for specific
situations such as the low-dimensional case studied in [65].
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cones nicely interpolate between the “classical” HEC and the fully quantum entropy

cone.

In this chapter, we initiate the program of understanding quantum corrections to

the HEC by looking at a couple of specific constrained QES cones. In particular, we

investigate the QES cone 1) when Sbulk is constrained to obey all HEC inequalities and

2) when Sbulk is constrained to obey just MMI. We refer to these as the HEC-constrained

QES cone and MMI-constrained QES cone, respectively.

For instance, in order for the boundary to satisfy MMI, which is a 3-party inequality,

it was shown in [113] that the bulk state would have to satisfy a specific 7-party inequality,

namely,

S(ABDG) + S(ACEG) + S(BCFG) ≥ S(A) + S(B) + S(C) + S(ABCDEFG). (4.5)

More generally, we will see that any given n-party holographic entropy inequality holds

for SQES so long as the bulk state satisfies a certain n′-party inequality for n′ ≫ n, where

n′ is generally doubly-exponential in n. To make precise the relation between bulk and

boundary entropy constraints, here we prove the following two important results:

• Result 1: Bulk HEC ⇒ Boundary HEC

• Result 2: Bulk MMI ⇒ Boundary MMI

In more detail, Result 1 states that the HEC-constrained QES cone is the same as

the HEC. We motivate this result in Sec. 4.2 by using the idea of double holography,

described in [110, 114]. Intuitively, a doubly holographic setup ensures that although the

boundary entropies computed using the QES formula receive a large contribution from

the bulk entropy, they can secretly be thought of as being computed by an area in a
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higher-dimensional bulk. The standard arguments for proving HEC inequalities obeyed

by the RT formula can then be generalized, elucidating a connection between the bulk

HEC and the boundary HEC.

Taking inspiration from the lessons learned from double holography, we then prove

Result 1 formally in Sec. 4.3 by employing the formalism of contraction maps pioneered

by [42] (see also [8] for more details). After reviewing the formalism in Sec. 4.3.1, we

prove Result 1 in Sec. 4.3.2. The proof involves an elegant reinterpretation of the

original contraction maps used to prove boundary HEC inequalities in the context of the

RT formula. Despite the way we motivate it, we emphasize that Result 1 is independent

from double holography and applies more generally to any holographic field theory.

In Sec. 4.4, we then initiate a more controlled analysis of the implications of bulk

entropy constraints on the boundary state. In particular, we consider the situation in

which we constrain the bulk entropy to obey MMI for arbitrary subregions, which defines

the MMI-constrained QES cone. Remarkably, we find that this suffices for the boundary

state to also satisfy MMI for arbitrary subregions, thereby proving Result 2. In other

words, the aforementioned 7-party inequality, (4.5), is not only a HEC inequality (as

implied by Result 1), but moreover it is weak in the sense that it is implied already by

the 3-party MMI inequality. Thus, we see that the MMI-constrained QES cone is at least

as small as the cone obtained by imposing all instances of MMI on quantum entropies,

i.e., the MMI cone.

Finally, we conclude in Sec. 4.5 with a summary of our results and a discussion of

future directions of the research program we have initiated here.
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4.2 Motivation: Double Holography

In this section we motivate our first result, namely, the fact that the bulk HEC

implies the boundary HEC. To do so, we consider a doubly holographic setup where

the d-dimensional gravity dual to a holographic quantum system itself has an effective

holographic description in a (d + 1)-dimensional theory of gravity. This setup has been

exploited to study questions involving strong quantum effects3 in d-dimensional quantum

gravity, which can be comfortably analyzed by working with classical gravity on a (d+1)-

dimensional bulk [115, 116, 110, 117, 118, 119, 120, 121, 122, 123, 124].

Consider a d-dimensional holographic boundary conformal field theory (BCFT). The

bulk dual to such a theory was described in Refs. [125, 126] and involves a (d + 1)-

dimensional bulk with an end-of-the-world (EOW) brane anchored to the boundaries of

the BCFT. In fact, such a holographic theory involves two layers of holography and thus

admits essentially three descriptions, as seen in Fig. 4.1:

• Description 1: A UV complete, d-dimensional BCFT where the CFT couples to

(d− 1)-dimensional boundary defects which admit a holographic description.

• Description 2: An effective d-dimensional theory where the CFT now couples to

a d-dimensional gravitating brane replacing the boundary defects of Description 1.

• Description 3: A (d+ 1)-dimensional theory of gravity with an EOW brane.

As described in [110, 114], the entropy of a subregion R of the BCFT in Description 1

can be related to quantities in the other descriptions using the QES formula (see Fig. 4.1),

3Most notably, in the derivation of the unitary Page curve of black hole evaporation.
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Figure 4.1: The three descriptions in the doubly holographic setup and their respective
calculations for the entropy of subregion R. Description 1: A d-dimensional BCFT
with a subregion R. Description 2: A d-dimensional CFT coupled to gravity on a
d-dimensional brane (red); the entropy is computed using the QES formula including
contributions from the island IR. Description 3: A (d + 1)-dimensional bulk with
an EOW brane; the entropy is computed using the RT surface γR (green) which is
anchored to subregion R and its island IR. Note that we have assumed the RT surface
to be connected in Description 3, corresponding to R having a nontrivial island in
Description 2.

SQES(R) = min

{
ext
IR

A(d)(∂IR)

4G(d)
+ Sbulk(R ∪ IR)

}
(4.6a)

≈ min

{
ext
γR

A(d)(∂IR)

4G(d)
+

A(d+1)(γR)

4G(d+1)

}
. (4.6b)

Here, the first line is a computation in Description 2 using the QES formula and IR can

be thought of as an island of R, living on the d-dimensional brane. Equivalently, the

entropy of R could be computed using the quantum maximin procedure which gives the

same answer as (4.6a) [113]. The second line is a computation in Description 3 using the

simpler RT formula (i.e. neglecting any quantum corrections), where the bulk entropy

term Sbulk(R ∪ IR) can be calculated using the (d + 1)-dimensional area of a surface γR

homologous to R ∪ IR.
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By construction, it is clear that all entropies computed in Description 2, including

those for regions on the brane, obey all HEC inequalities. This is because this “bulk

entropy” can be effectively computed in Description 3 by the RT formula, which satisfies

the HEC as defined in [42]. Hence we say that the “bulk HEC” is obeyed. Now, we

would like to consider entropies in Description 1, i.e., those given by the full expression

in (4.6a), and show that these also lie within the HEC. This should be understood as

the “boundary HEC”, which explicitly coexists with the bulk HEC in this setup through

(4.6).

Since the general idea will go through for all holographic inequalities in a similar fash-

ion, we focus on the simple example of proving strong subadditivity (SSA) for subregions

in Description 1. Given subregions A, B and C in Description 1, we would like to show

that

S(AB) + S(BC) ≥ S(B) + S(ABC). (4.7)

A useful guide to the following calculation is provided by Fig. 4.2. We can compute the

left-hand side using (4.6) to obtain

S(AB) + S(BC) =
A(d)(∂IAB)

4G(d)
+ Sbulk(AB ∪ IAB) +

A(d)(∂IBC)

4G(d)
+ Sbulk(BC ∪ IBC)

(4.8)

=
A(d)(∂IAB)

4G(d)
+

A(d+1)(γAB)

4G(d+1)
+

A(d)(∂IBC)

4G(d)
+

A(d+1)(γBC)

4G(d+1)
, (4.9)

where γAB and γBC are respectively RT surfaces anchored to AB ∪ IAB and BC ∪ IBC .

These RT surfaces divide up the (d+ 1)-dimensional bulk and d-dimensional brane into

four classes of regions. Each region can be labelled by a bitstring which encodes inclusion
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Figure 4.2: The entropies of subsystems AB and BC are computed by RT surfaces γAB
(blue) and γBC (green), together with brane contributions coming from the boundaries
of their associated islands on the brane, IAB and IBC , respectively. The homology
regions generating these RT surfaces correspond to unions of bulk regions, namely:
γAB is obtained from the boundary of 10 and 11, while γBC comes from 11 and
01. Similarly, the islands whose boundaries contribute to the relevant entropies can
be formed from analogous unions of brane regions which carry the same labels as
their adjacent bulk regions. All these bulk and brane regions can be rearranged into
homology regions and islands for the subsystems B and ABC. In particular, 11 alone
gives a surface γ′B (single line) homologous to B with island I ′B, and the union of 10,
11 and 01 gives a surface γ′ABC (double line) homologous to ABC with island I ′ABC .
Thus the same bulk and brane labels allow one to keep track of homology regions and
islands for left-hand and right-hand side subsystems in (4.7).
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/ exclusion with respect to the homology regions and islands of AB and BC in the form

of binary variables [42]. For instance, the region labelled by 10 in Fig. 4.2 receives this

bitstring label because it is included in the homology region of AB (bounded by blue

lines) but excluded from that of BC (bounded by green lines).4 The labelling of (d+1)-

dimensional bulk regions in Description 3 is associated to a corresponding labelling of

d-dimensional brane regions in Description 2 – in Fig. 4.2, brane regions carry the same

labels as their adjacent bulk regions.

One can now reproduce the cut-and-paste procedure prescribed in [42], now for both

RT and island contributions, in terms of these labelled bulk and brane regions – see

Fig. 4.2 for more details. In particular, the RT surfaces and island boundaries can be

rearranged into a different set of surfaces, γ′B and γ′ABC , and island boundaries, ∂I ′B and

∂I ′ABC , now homologically associated to subsystems B and ABC, respectively. By the

minimization in the QES formula, we are guaranteed that these will obey

S(AB) + S(BC) =
A(d)(∂I ′B)

4G(d)
+

A(d+1)(γ′B)

4G(d+1)
+

A(d)(∂I ′ABC)

4G(d)
+

A(d+1)(γ′ABC)

4G(d+1)
(4.10)

≥ S(B) + S(ABC), (4.11)

thereby proving SSA.

Thus, by virtue of double holography, we see that both d-dimensional and (d + 1)-

dimensional contributions can be handled in a coordinated way using standard cut-and-

paste arguments. Respectively, these contributions can be seen as being associated to

Descriptions 2 and 3. From the perspective of Description 3, the above argument can

be understood as a simple generalization of the arguments in [42] with the inclusion of

island boundary terms of the form A(d)(∂I)

4G(d) in the RT formula. Alternatively, from the

4This notation will be described in more detail in Sec. 4.3.1, as it is crucial for a general discussion
of the arguments leading to the holographic entropy inequalities.
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perspective of Description 2, it can be understood as a generalization where the islands

associated to the QES surfaces include bulk entropy contributions of a holographic type,

behaving as (d+1)-dimensional contributions growing off of the islands. Since Description

3 will no longer be available when abstracting away from double holography, the latter

perspective will be the more useful one in what follows. Indeed, the basic strategy of

handling bulk entropy contributions in terms of bitstring labels induced by QES surfaces

will still be a powerful one and serve as the cornerstone for proving Result 1 in Sec. 4.3.

Although we considered a time-independent situation, where the cut-and-paste tech-

nique of [42] can be directly applied, SSA and MMI can be proved in time-dependent

settings. For these inequalities, one can use the maximin techniques of Refs. [95, 113],

but now with the inclusion of extra boundary terms.5

To summarize, we have exemplified how the usual constructs for holographic entropy

inequalities can be applied to both bulk and boundary entropies in a coordinated way

in the setting of double holography. Within this framework, it becomes clear that the

bulk HEC holds (by double holography) and so does the boundary HEC (because island

contributions do not spoil the usual cut-and-paste arguments).

In fact, it is plausible that requiring the bulk HEC to hold for arbitrary subregions

(including those on the brane), could imply the existence of a higher-dimensional geo-

metric description where the entropies are computed using the RT formula.6 This in

turn would imply the boundary HEC by using the corresponding doubly holographic

picture. Nevertheless, the construction of such a holographic dual given the boundary

entropies would be a nontrivial task, if possible at all. Thus, in Sec. 4.3, we bypass the

usage of double holography as an intermediate tool. Instead, we elucidate a more direct

5Note that there are inequalities that are not provable using the techniques of maximin [96].
6In certain cases, uniqueness of such a geometry would be guaranteed by the results of Refs. [86, 103].
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mechanism by which the bulk HEC implies the boundary HEC in full generality.

4.3 Holographic Entropy Inequalities

In Sec. 4.3.1, we review the proof technique of contraction maps utilized in [42] to

prove holographic entropy inequalities. In particular, we describe this method without

resorting to graph theory, in a geometric language that we believe should be more trans-

parent for the AdS/CFT community. In Sec. 4.3.2, we prove Result 1, i.e., the fact that

the bulk HEC implies the boundary HEC, using a novel application of contraction maps.

4.3.1 Proof-by-Contraction

The proof-by-contraction method, originally developed by [42], is a combinatorial

method for proving holographic entropy inequalities when using the RT formula. This

technique has by now been extended in various directions (see [8] for an upgraded ver-

sion and [11] for a generalization), but always formalized in the language of graph theory.

Since graph models of holographic entanglement7 have not played any role in our dis-

cussion so far, we will refrain from introducing them at this point. Instead, we now

proceed to present the proof-by-contraction technique in a general geometric setting,

which we believe will provide an explanation of its inner workings that feels more natural

to holographers.

This proof method is a generalization of a strategy first employed in [127] for a

holographic proof of SSA, and later applied in [40] to the proof of MMI. In these first

appearances, the setting was in fact geometric, so it is natural to try to reformulate the

proof-by-contraction method in geometric terms. Hence, it will be useful to reproduce

7See [42] for more details on these.
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Figure 4.3: Example of a 3-party holographic configuration illustrating the proof-by–
contraction method for MMI. The relevant parties are A, B and C, with boundary
regions colored in red, light blue and green, respectively – their complement or purifier
is shown in black. For the three terms on the left-hand side of the MMI inequality,
AB, AC and BC, the RT surfaces are represented by the interior curves in blue,
yellow and pink, respectively. The resulting homology regions partition the bulk ge-
ometry into subregions labelled by 23 different bitstrings in {0, 1}3. These bitstrings
are specified by inclusion/exclusion as explained in the main text.

these early arguments by carrying along the proof of MMI as an example.

Without loss of generality, our MMI example can be described on the geometric

configuration shown in Fig. 4.3. We emphasize though that the proof-by-contraction

method does not assume anything about the underlying geometry, other than that it be

a Riemannian manifold (e.g. arising from a time-symmetric slice of a Lorentzian manifold

where the RT formula applies) with standard or asymptotic codimension-1 boundaries.8

8Geometries may have arbitrarily complicated topology, be non-smooth, involve multiple connected
components, have any number of standard manifold or asymptotic boundaries, or even any kind of
asymptotics, not necessarily AdS. Similarly, boundary regions may consist of multiple connected com-
ponents as well, be adjoining or not, be compact or not, or cover entire boundaries. In a holographic
context, it may be important to restrict to the boundary being a convex surface [128, 129].
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A general candidate inequality will be canonically written as

L∑

l=1

αlSIl ≥
R∑

r=1

βrSJr , (4.12)

such that the coefficients αl and βr are all positive, and L and R are the number of entropy

terms appearing on each side. For an inequality written as in (4.12) to hold, it must be

the case that its left-hand side (LHS) is guaranteed to be no smaller than its right-hand

side (RHS) in any imaginable configuration. The basic idea of the proof-by-contraction

is to devise an organizing principle that allows one to compare LHS terms to RHS ones

in full generality. This turns out to be amenable to a combinatorial formulation which

can be set up step-wise as follows:

1. Collect the RT surfaces and their corresponding homology regions for all L subsys-

tems appearing on the LHS of the given inequality.

2. Partition the bulk into the 2L subregions allowed by inclusion/exclusion inside each

of the L homology regions (some subregions may be empty).

3. Use the inclusion/exclusion subregions to reconstruct the LHS homology regions,

and utilize them suitably to construct candidate homology regions for RHS subsys-

tems – the latter will generically not be associated to minimal RT surfaces.

4. Express areas of surfaces bounding homology regions in terms of the subregions

contributing to them. For the LHS, these will yield back entropy areas, whereas

for the RHS this will yield some possibly nonminimal areas.

5. Devise a diagnostic to compare the LHS entropy areas to the resulting RHS areas

associated to the so-constructed homology regions.

195



Quantum extremal surfaces and the holographic entropy cone Chapter 4

We now describe each of these steps in detail, referring to the MMI example when helpful.

Step 1 requires us to compute the RT surfaces associated to all subsystem entropies on

the LHS of the inequality. For instance, for MMI these are the interior blue, yellow and

pink curves in Fig. 4.3. If γI is the RT surface of the region RI , let σI be its corresponding

homology region satisfying ∂σI = γI ∪RI . We will take these homology regions σI to be

open sets. Each LHS subsystem Il has an associated σIl subregion.

For step 2, we will use these σIl to discretize the geometry as follows. Any bulk point

p ∈M can be classified by whether it is inside or outside of σI for every LHS subsystem I,

a binary choice that has to be made L times, one for each such term. Length-L bitstrings

x ∈ {0, 1}L can thus be used to encode all regions in M where points can be located in

terms of LHS homology regions – see Fig. 4.3. In particular, these subsets obtained by

inclusion/exclusion in homology regions can be written as

σ(x) =
L⋂

l=1

σxlIl , σbI =





σI if b = 1,

σ∁
I if b = 0.

(4.13)

These σ(x) sets partition M into 2L disjoint subregions, some of which may be empty or

consist of multiple connected components as shown in Fig. 4.3.

Step 3 employs the subregions in (4.13) to build back the LHS homology regions.

Namely, since by construction σ(x) is a nonempty subset of σIl if and only if xl = 1,

σIl =
⋃

x:xl=1

σ(x). (4.14)

For example, the homology region for AB in Fig. 4.3 consists of subregions labelled by

110, 100, 111 and 101, all with xA = 1, as required.
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Crucially, these σ(x) subregions can also be utilized to construct homology regions for

the RHS subsystems. For a region σJr ⊆M made up from σ(x) subregions to be a valid

homology region for a boundary region RJr , there are certain σ(x) which one is obliged

to include/exclude. In particular, it must be the case that σ(x) ⊆ σJr whenever σ(x)

is adjacent to RJr , and σ(x) ̸⊆ σJr whenever σ(x) is only adjacent to other boundary

regions RJ ′
r
̸= RJr . Once these constraints are satisfied, one is free to include any other

σ(x) in σJr .

To make these conditions more explicit, it will be convenient to think of general pure

states on a set of parties [n + 1] where n + 1 labels the complement to all n parties.9

The desired constraint for valid homology can then be phrased in terms of so-called

occurrence bitstring. Such a bitstring x(i) for a party i ∈ [n + 1] is defined bit-wise by a

binary Boolean function that determines the set of LHS subsystems Il in which party i

occurs, i.e.,

x
(i)
l = δ(i ∈ Il). (4.15)

In words, x(i) is the label specifying the bulk region σ(x(i)) adjacent to the boundary

region labelled by i. In the MMI example, we get xA = 110 (because A occurs in AB and

AC, but not in BC), and we see that the bulk region σ(xA) this bitstring labels is indeed

the one adjacent to boundary region A in Fig. 4.3. For each i ∈ [n + 1], these are the

relevant bulk subregions involved in the homology constraint discussed above. Hence,

this condition becomes the requirement that for occurrence bitstrings σ(x(i)) ⊆ σJr if

and only if i ∈ Jr – for any other bitstring one is free to choose whether to include σ(x)

as part of σJr or not. These conditions and choices can all be captured by introducing

a general map f : {0, 1}L → {0, 1}R specifying RHS homology regions via (cf. (4.14) for

9Recall the notation [n + 1] ≡ {1, 2, . . . , n + 1}, and the standard identification 1 ↔ A, 2 ↔ B, . . . ,
where for the purifier we reserve n+ 1 ↔ O.
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the LHS)

σJr =
⋃

x:f(x)r=1

σ(x), (4.16)

and subject to a constraint on all occurrence bitstrings for i ∈ [n+ 1] of the form

f(x(i))r = δ(i ∈ Jr), (4.17)

guaranteeing that (4.16) is a valid homology region for Jr. The freedom in including

other σ(x) subsets in σJr corresponds to varying the map f while preserving (4.17). As

noted previously, the RHS homology region σJr resulting from a choice of map f will

generically not be bounded by a minimal surface for Jr in the RT sense. For instance,

applying (4.16) to the RHS subsystem J4 = ABC in the MMI inequality, the constraint

(4.17) would instruct us to include σ(x(i)) ⊆ σABC for all i ∈ [3], but not for i = 4

(since O does not appear in ABC). In Fig. 4.3, this means σABC must include regions

labelled by 110, 101 and 011, and exclude the ones labelled by 000, which we see makes

perfect sense as minimal requirements for any ABC homology region built out of σ(x)

subregions. In addition, f(x)4 would be free to take any value for any non-occurrence

bitstring, e.g. f(010)4 = 1 and f(111)4 = 0 would respectively correspond to having

σ(010) ⊆ σABC and σ(111) ̸⊆ σABC .

Having understood how bulk subregions σ(x) can be used to construct homology re-

gions for both LHS and RHS subsystems, we can now proceed to step 4. The crucial

observation is that this partitioning of M into σ(x) subregions also induces a discretiza-

tion of the RT surfaces which will allow for a cut-and-paste argument to compare areas

of LHS and RHS surfaces. The subsets in (4.13) can be used to chop RT surfaces into
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pieces by adjacency using the following object,

γ(x, x′) = σ(x)
⋂

codim-1

σ(x′), (4.18)

where overlines denote closures and we have defined an intersection operator which yields

the empty set if and only if the intersection of the two sets is of codimension higher than

1. In other words, γ(x, x′) will be empty unless the subsets σ(x) and σ(x′) are adjacent

to each other along a codimension-1 surface, so γ(x, x′) will always be a subregion of

an RT surface lying between bulk regions labelled by x and x′.10 Furthermore, we can

identify which RT surface γ(x, x′) is part of, namely: γ(x, x′) is a nontrivial portion of

γIl if and only if x and x′ differ in the lth bit xl (i.e., they lie on opposite sides of γIl) and

γ(x, x′) ̸= ∅ (i.e., σ(x) and σ(x′) are adjacent).

The power of this is that we can now reconstruct the RT surface of any LHS subsystem

Il by piecing together appropriate portions γ(x, x′) by iterating over bulk subregions

through

γIl =
⋃

x,x′:xl ̸=x′l

γ(x, x′). (4.19)

Furthermore, since no two γ(x, x′) have a codimension-1 intersection, (4.19) can also be

used to compute entropies via the RT formula in (4.1),

SRT(Il) =
1

4G

∑

x,x′

|xl − x′l|A [γ(x, x′)] , (4.20)

where |xl − x′l| is a convenient indicator function implementing the condition that xl ̸=
10At first sight, it could naively seem that two bitstrings x and x′ will be labelling adjacent regions if

and only if they differ by a single bit. This is in fact not true: bitstrings x and x′ differing in multiple bits
may be labelling adjacent regions if different subsystems share connected components of RT surfaces.
In such cases, crossing the relevant RT surface would be associated to flipping more than one bit.
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x′l algebraically. Notice that all we needed to obtain (4.20) was a specification of the

homology region of Il in terms of bulk subregions σ(x). We have the same ingredients

for the RHS subsystems from (4.16), except the homology regions we can construct for

RHS subsystems this way are not guaranteed to be bounded by surfaces of minimal area.

This means that the homology regions we build for the RHS will yield

SRT(Jr) ≤
1

4G

∑

x,x′

|f(x)r − f(x)′r|A [γ(x, x′)] . (4.21)

We are now in a position to complete the argument with step 5 by comparing LHS

and RHS terms in a candidate holographic inequality as written in (4.12). It will be

convenient to introduce the notion of a weighted Hamming distance dw which, given a

weight vector w ∈ Rm, for any pair of bitstrings y, y′ ∈ {0, 1}m, is defined as

dw(y, y
′) =

m∑

k=1

wk|yk − y′k|. (4.22)

With this notation in hand, and using (4.20), the LHS of (4.12) translates into

L∑

l=1

αlSRT(Il) =
1

4G

∑

x,x′

dα(x, x
′)A [γ(x, x′)] , (4.23)

whereas using (4.21), the RHS of (4.12) obeys

1

4G

∑

x,x′

dβ(f(x), f(x
′))A [γ(x, x′)] ≥

R∑

r=1

βrSRT(Jr). (4.24)

A successful comparison between (4.23) and (4.24) that proves (4.12) would correspond
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to establishing that

∑

x,x′

dα(x, x
′)A [γ(x, x′)] ≥

∑

x,x′

dβ(f(x), f(x
′))A [γ(x, x′)] . (4.25)

An obvious sufficient condition11 for this to hold is that f be a contraction map for the

distance functions dα and dβ, i.e., that for every x, x
′ ∈ {0, 1}L,

dα(x, x
′) ≥ dβ(f(x), f(x

′)). (4.26)

This whole discussion gives rise to the desired proof-by-contraction method, which can

finally be stated as follows:

Theorem 4.1 (Proof-by-contraction). An inequality of the form of (4.12) holds for the

RT formula if there exists a contraction map f : {0, 1}L → {0, 1}R for the weighted

Hamming distances dα and dβ obeying the occurrence bitstring conditions in (4.17) for

all i ∈ [n+ 1].

We exemplify this proof method in Tab. 4.1 by exhibiting a contraction map for the

MMI inequality given in (4.2). One can visualize the cut-and-paste strategy that this

contraction map encodes as follows (see Fig. 4.4). Every bitstring in the domain {0, 1}3

of Tab. 4.1 labels a distinct (possibly disconnected) region in Fig. 4.3, as specified by

RT surfaces of LHS subsystems through (4.13). The contraction map f is then used to

form homology regions for RHS subsystems as in (4.16). For instance, we see in Tab. 4.1

that for J1 = A, f(x)1 = 1 only for x = 110. This means σA = σ(110), the minimal

11At face value this condition seems too strong to be necessary. Although this intuition turns out to
be correct for (4.26) as written, the question becomes more subtle when β is made into an all-1 vector
by simply expanding RHS terms in (4.12) into multiple copies of unit coefficient. Upon this innocuous-
looking manipulation, it is believed that (4.26) becomes a necessary condition – see [8] for more details
on this.
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Figure 4.4: Homology regions specified by the unique contraction map for MMI in
Tab. 4.1, exemplified by the configuration in Fig. 4.3. From left to right, subfigures
show the RHS homology region and bounding surfaces that the cut-and-paste proce-
dure yields for subsystems A, B, C and ABC.

homology region one can form for A as given by the occurrence bitstring, which results

in the non-minimal surface shown on the left of Fig. 4.4. In contrast, for J4 = ABC

the contraction map instructs us to include every single bulk region other than the one

homologous to O, yielding now the minimal surface shown on the right of Fig. 4.4. One

can easily check that no other choice of images for f would obey the contraction property.

AB AC BC A B C ABC
O 0 0 0 0 0 0 0

0 0 1 0 0 0 1
0 1 0 0 0 0 1

C 0 1 1 0 0 1 1
1 0 0 0 0 0 1

B 1 0 1 0 1 0 1
A 1 1 0 1 0 0 1

1 1 1 0 0 0 1

Table 4.1: Tabular representation of the (unique) contraction map that proves va-
lidity of the MMI inequality (4.2) in holography. Occurrence bitstrings as defined in
(4.15) and their images, fixed by (4.17), are indexed by their associated party label
on the left-most column, including the one for the purifier O. Columns are indexed
by the bitstring entry they label, with a vertical double-line separating domain from
codomain of the contraction map. For the domain, each Il labels entry xl for l ∈ [L]
of x ∈ {0, 1}L and, for the codomain, each Jr labels entry yr for r ∈ [R] of y ∈ {0, 1}R.
Every row represents one entry of the map f : x 7→ y by listing input bits in x followed
by output bits in y.
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4.3.2 Bulk HEC implies Boundary HEC

The previous subsection has taught us how to prove a holographic entropy inequality

when the entropies are given by the RT formula, (4.1). We would now like to investigate

the case in which the entropies are instead given by the QES formula in (4.4). Since

the generalized entropy, (4.3), receives contributions from bulk entropies, we will have

to understand how this affects the proof-by-contraction method. Besides using the QES

rather than RT surfaces, the partitioning of the bulk into regions via inclusion/exclusion

carries through identically.

The first departure we observe involves (4.20), where we now have to include bulk

entropy contributions as well. Making use of (4.14), the QES entropy can be written in

terms of bitstrings as

SQES(Il) =
1

4G

∑

x,x′

|xl − x′l|A [γ(x, x′)] + Sbulk

( ⋃

x:xl=1

σ(x)

)
. (4.27)

Let f now be a map specifying homology regions for RHS subsystems as originally intro-

duced above (4.16). Then, similar to (4.21), the minimality condition in the definition of

the QES entropy guarantees that

SQES(Jr) ≤
1

4G

∑

x,x′

|f(x)r − f(x)′r|A [γ(x, x′)] + Sbulk


 ⋃

x:f(x)r=1

σ(x)


 . (4.28)

Following steps analogous to those below (4.21), we find that the desired inequality in
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the form of (4.12) that we wish to prove becomes (cf. (4.25))

L∑

l=1

αlSbulk

( ⋃

x:xl=1

σ(x)

)
−

R∑

r=1

βrSbulk


 ⋃

x:f(x)r=1

σ(x)




≥ −
∑

x,x′

(dα(x, x
′)− dβ(f(x), f(x

′)))A [γ(x, x′)] .

(4.29)

Now, suppose that the inequality in (4.12) is a valid HEC inequality for RT and thus,

f can be chosen to be a contraction map consistent with Thm. 4.1. Upon choosing such

an f , the right-hand side of (4.29) is guaranteed to be non-positive and the inequality

can be collapsed down to a purely bulk entropy inequality of the form

L∑

l=1

αlSbulk

( ⋃

x:xl=1

σ(x)

)
≥

R∑

r=1

βrSbulk


 ⋃

x:f(x)r=1

σ(x)


 . (4.30)

If this bulk inequality holds, then we would be guaranteed that its boundary counterpart,

(4.12) with entropies computed by the QES, would hold as well. But (4.30) looks like a

very complicated entropy inequality: since the unions run over x ∈ {0, 1}L, the number of

distinct regions σ(x) now playing the role of parties will generally be as large as 2L−112.

For instance, when (4.12) is the MMI inequality in (4.2), the bulk inequality in (4.30)

that the contraction map in Tab. 4.1 yields is precisely the 7-party inequality in (4.5).

Hence the relevant question is whether there is any natural condition on the bulk entropy

from which inequalities of the form of (4.30) would follow. The answer is yes, and the

condition is that Sbulk itself obey HEC inequalities as well!

To show this, we will once again employ the proof-by-contraction method. In partic-

ular, notice that if Sbulk obeys HEC inequalities, then it must obey any inequality which

12It is not 2L because the purifier O always has an all-zero occurrence vector on both sides, so its
associated σ(x) subregion does not appear anywhere.
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can be proved this way. Hence, what we will show is that (4.30) itself admits a contrac-

tion map. Indeed, the contraction map that proves (4.30) is the very same f that defines

it and which recall was assumed to prove the original boundary inequality (4.12) for the

RT formula. By showing that f is a contraction map for (4.30), we will have shown that

the boundary entropy SQES obeys HEC inequalities if the bulk entropy Sbulk does so too.

The proof is straightforward and just requires thinking about the occurrence bitstrings

of (4.30). The bulk regions σ(x) for every x ∈ {0, 1}L that is not the all-zero bitstring

are the 2L − 1 parties that make up this inequality. Now, the occurrence bitstring of

a given party σ(x) is nothing but x itself – this is simply because σ(x) shows up for

every l for which xl = 1, and does not show up otherwise. So every single domain

bitstring x ∈ {0, 1}L is itself an occurrence bitstring, including the all-zero bitstring

for the purifying region. Suppose we now want to build homology regions for the RHS

subsystems via some map f̃ . The homology constraint prescribed by (4.17) fixes the

image of all occurrence bitstrings to be precisely f̃(x) = f(x), as follows from (4.30).

However, this completely fixes the LHS-to-RHS map to be f̃ = f , leaving no residual

freedom. Since f was born as a contraction map for (4.12), f itself provides the proof-

by-contraction that proves (4.30).

In practice, looking at MMI as an example, all we really had to do was to take Tab. 4.1

and assign a label to every unlabelled row. Understanding these as parties, and the LHS

and RHS bitstrings as their occurrence bitstrings and respective images then tells us

which parties to append to each column label. If we were to label rows top-to-bottom

by O-F -E-C-D-B-A-G, the resulting column labels are precisely the ones which would

correspond to (4.5). With this relabelling, Tab. 4.1 itself proves (4.5) to be a valid HEC

inequality.

Altogether, we have proven the desired result:
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Theorem 4.2. If Sbulk obeys all HEC inequalities, then SQES obeys all HEC inequalities

too.

This is a very general result which extends the relevance of the HEC from RT to the

QES prescription.13 However, it should be clear from our discussion that Thm. 4.2 gives

a sufficient but highly unnecessary condition on Sbulk for SQES to obey any particular HEC

inequality. In a more controlled analysis, we could ask: what natural condition on Sbulk

guarantees that SQES obey a certain HEC inequality? This is precisely what we turn to

next for the case of MMI.

4.4 Bulk MMI implies Boundary MMI

The results in this section are simple enough to state and prove, and thus we simply

present them without elaborating on the techniques used to obtain them.

For subsets ∅ ̸= I, J,K ⊆ [n+ 1], the following bits of notation will be useful:

I2(I :J) ≡ S(I) + S(J)− S(I∪J), (4.31a)

Q(I; J :K) ≡ S(I∪J) + S(I∪K)− S(I)− S(I∪J∪K), (4.31b)

I3(I :J :K) ≡ S(I∪J) + S(I∪K) + S(J∪K)− S(I)− S(J)− S(K)− S(I∪J∪K).

(4.31c)

13A subset of this result, i.e. bulk HEC implies boundary MMI, has been explored in [130] using the
formalism of bit threads.

206



Quantum extremal surfaces and the holographic entropy cone Chapter 4

These may be recognized as defining arbitrary instances of the following inequalities:14

SA: I2(I :J) ≥ 0, (4.32a)

SSA: Q(I; J :K) ≥ 0, (4.32b)

MMI: −I3(I :J :K) ≥ 0. (4.32c)

The first two, subadditivity (SA) and strong subadditivity (SSA), are universal quantum

entropy inequalities (i.e., valid for all quantum states), whereas the third one, monogamy

of mutual information (MMI), is a holographic one (i.e., valid only when the RT formula

applies). In what follows it is implicitly assumed that Sbulk obeys SA and SSA.

The first result is a negative but expected one (see e.g. [113]): that Sbulk obey the

universal inequalities of SA and SSA is not enough for SQES to obey MMI. In other words,

Proposition 4.1. Boundary MMI does not hold in general.

Proof. Consider three sufficiently small and distant boundary subregions A, B and C

such that their geometric contributions to SQES for any subsystem I built out of them

factorizes and takes the form SQES(I) =
∑

i∈I SA(i)+Sbulk(I). Evaluating (4.31c) on such

a configuration, all SA contributions cancel out and only Sbulk ones remain. Choosing

the bulk state among these subregions and their complement to be of 4-party GHZ-type,

one achieves Sbulk(I) = S0 for all I subsystems. The upshot is a configuration where the

bulk state clearly obeys SA and SSA, but for which SQES yields I3(A:B:C) = 2S0 ≥ 0,

thus violating boundary MMI.

We can also understand this argument in terms of a violation of the 7-party condition

in (4.5). Namely, the configuration used in the proof above would correspond to only

14Restrictions on the choices of subsystems ∅ ̸= I, J,K ⊆ [n + 1] are needed to prevent these from
trivializing.
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having the occurrence bitstrings 000, 110, 101 and 011 labelling nonempty regions in

Fig. 4.3. In terms of the 7-party inequality derived from (4.30) using Tab. 4.1, this

results in (4.5) with D, E, F and G being empty regions. This reduces (4.5) to the form

of MMI for Sbulk, which is clearly violated by a 4-party GHZ state.

In searching for sufficient conditions on Sbulk for SQES to obey MMI, we are thus led

to impose MMI in the bulk as well. A natural way to proceed is thus to combine all

instances of SA, SSA and MMI in (4.32) for 7 parties and check if these imply (4.5) as a

bulk inequality. This leads us to Result 2:

Proposition 4.2. Bulk MMI implies boundary MMI

Proof. The 7-party bulk inequality (4.5) which implies boundary MMI is [113]

S(ABDG) + S(ACEG) + S(BCFG) ≥ S(A) + S(B) + S(C) + S(ABCDEFG). (4.33)

Consider the special case that D = E = F = ∅. What remains is

S(ABG) + S(ACG) + S(BCG) ≥ S(A) + S(B) + S(C) + S(ABCG), (4.34)

which follows from combining the two inequalities

S(AG) + S(BCG) ≥ S(A) + S(BC), (4.35)

S(ABG) + S(ACG) + S(BC) ≥ S(AG) + S(B) + S(C) + S(ABCG), (4.36)

where the first is weak-monotonicity for the regions A,BC,G and the second is MMI for

the regions AG,B,C. (Note that weak-monotonicity can be written as SSA by including

the purifier. LetDEFO purify ABCG. Then (4.35) is SSA for the regions A,DEFO,G.)
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Now let D be arbitrary. What remains is

S(ABDG) + S(ACG) + S(BCG) ≥ S(A) + S(B) + S(C) + S(ABCDG), (4.37)

which follows from (4.34) combined with

S(ABDG) + S(ABCG) ≥ S(ABG) + S(ABCDG). (4.38)

This holds from SSA on the regions ABG,C,D. Similarly, now let E be arbitrary to

obtain

S(ABDG) + S(ACEG) + S(BCG) ≥ S(A) + S(B) + S(C) + S(ABCDEG), (4.39)

which follows from (4.37) combined with

S(ACEG) + S(ABCDG) ≥ S(ACG) + S(ABCDEG). (4.40)

This follows from SSA on the regions ACG,BD,E. Adding back F works the same way.

It returns us to the 7-party inequality (4.5), which follows from (4.39) combined with

S(BCFG) + S(ABCDEG) ≥ S(BCG) + S(ABCDEFG). (4.41)

This follows from SSA on the regions BCG,ADE,F . This completes the proof, which

can be compactly summarized in the following expression:

− I3(AG:B:C) +Q(A;DEFO:G) +Q(ABG;C:D) +Q(ACG;BD:E) +Q(BCG;ADE:F) ≥ 0.

(4.42)
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The finding of such an expression is nontrivial but can also be easily tackled as a linear

programming problem. We emphasize that there is no obvious reason why Prop. 4.2

should hold: that the same contraction map proves both (4.2) and (4.5) (as in the proof

of Thm. 4.2) is a priori logically unrelated to the fact that the former implies the latter.

Indeed, this is particularly remarkable because only MMI, which effectively is just a

3-party inequality, suffices to prove validity of (4.5), which is a 7-party inequality.

4.5 Discussion

Summary: So far, the exploration of holographic entropy inequalities had focused on

using the RT formula and its geometric nature. However, we have learned in the past

few years that quantum effects incorporated using the QES formula can play a crucial

role, e.g., in the presence of black holes. Thus, the goal of this work is to open up a

research program of understanding the connection between bulk and boundary entropy

inequalities.

To summarize, we have derived relations between constraints imposed on bulk en-

tropies and the corresponding constraints on boundary entropies by relating them via

the QES formula. The first result we showed in this direction is that the bulk HEC

imposes the boundary HEC in a nontrivial way. A generic n-party boundary HEC in-

equality requires a bulk inequality that could contain an exponentially large number of

parties. Nevertheless, the entire collection of bulk HEC inequalities guarantees the full

set of HEC inequalities on the boundary. Secondly, we showed that imposing MMI on

arbitrary subregions in the bulk leads to arbitrary boundary subregions satisfying MMI

as well. This result is a first step in carrying out a more controlled study of the interplay
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between specific bulk and boundary constraints.

Assumption: Note that, in stating both of our main results, we assumed the QES

prescription is valid. This is typically expected to be true when it is applied in semi-

classical bulk states, i.e., states of quantum fields on fixed, possibly curved backgrounds.

However, it has recently been pointed out that there are certain semiclassical states for

which the QES prescription gives the wrong entropy at leading order in 1/G [131]. One

could worry that in such states, our results will not hold, for example that bulk MMI will

no longer imply boundary MMI. We expect that this is actually not a problem. That is,

even with the leading order corrections of [131], we expect that our results continue to

be valid. The basic idea is that different parts of the bulk wavefunction will each satisfy

the QES prescription, obeying our results, and the inequalities in the HEC are such that

their mixture will therefore also obey our results. We leave a detailed analysis of this for

future work.

Conjectures: Our results here can be interpreted as the two extremities of a general

set of such connections between boundary and bulk entropies. We have analyzed the

HEC-constrained QES cone, which we showed to be equal to the HEC, and also the

MMI-constrained QES cone, which could be at most as large as the MMI cone. There

are various ways in which one could imagine interpolating between our two results. We

conjecture a list of possibilities here:

• If a given n-party inequality no stronger than HEC ones is satisfied in the bulk,

then the same n-party inequality is satisfied on the boundary.

• If the complete set of n-party HEC inequalities is satisfied in the bulk, then every

n-party HEC inequality is satisfied on the boundary.
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• If the complete set of k-party HEC inequalities is satisfied in the bulk, then there

is some nk such that every n-party HEC inequality is satisfied on the boundary for

all k ≤ n ≤ nk.

In the first possibility above we needed to exclude inequalities stronger than HEC ones

because those cannot possibly by satisfied by any constrained QES cones since, as we

mentioned before, all such cones automatically contain the HEC due to the area term. On

the other hand, notice that we did not restrict this possibility to just HEC inequalities

– indeed, it is possible that, in full generality, any weaker bulk constraint implies its

boundary counterpart. Such a situation may be hard to prove but easy to falsify.

When focusing on HEC inequalities, the three possibilities above can be easily seen

to go from strong to weak, in the sense that each of them would imply the subsequent

one. For instance, the second one implies the trivial case nk = k for the third one, which

in principle could be weaker by having nk ≥ k. It would be interesting to explore these

and other logical possibilities in future work.

Hypergraphs: Holographic states can be understood as states whose entanglement

structure admits a suitably discretized representation in terms of graphs where the RT

formula computes the entropy of a boundary subregion in terms of the minimum cut

across the graph. A simple generalization of this class of states is to hypergraphs, where

nodes can be connected using hyperedges instead of regular edges. A k-hyperedge is

a connection that groups k nodes simultaneously, where k = 2 corresponds to usual

edges. These states also satisfy a nontrivial entropy cone if one posits that the entropy

of a boundary subregion is computed using a generalized RT formula, i.e., using the

minimum cut in a hypergraph [11, 9]. Further, such hypergraph states can be explicitly

constructed as stabilizer states using random tensor networks with k-party GHZ links
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instead of Bell-pair-like bonds [69].

There is also a simple generalization of the QES formula to hypergraphs, taking a

form analogous to (4.4). In the hypergraph, the homology region σR is described by the

collection of nodes defining the minimum cut for a set of boundary nodes R. The area

term in the generalized entropy is implemented by the total weight of the minimum cut,

which is given by the sum of the weights of all hyperedges that connect nodes in σR to

those in its complement. Finally, the bulk entropy contribution can also be realized in

a random tensor network in the form of bulk dangling legs on every node, analogous

to [91].

Proving entropy inequalities for the RT formula on hypergraph states involves a gener-

alization of the contraction-map technique used in Sec. 4.3. Roughly, apart from requiring

that the map f described in Sec. 4.3.1 obey a contraction property for pairs of bitstrings,

the proof of inequalities on hypergraphs involves additional multi-bitstring contraction

conditions (see [11] for more details). Intuitively, these extra conditions make it strictly

harder for such an f to exist, thereby explaining why hypergraph entropies obey weaker

inequalities than graph ones and thus attain richer entanglement structures. Neverthe-

less, we can again run a similar argument to that in Sec. 4.3.2 to show in an analogous

fashion that the bulk inequalities required to prove any specific hypergraph cone bound-

ary inequality follow from the same contraction map upon relabelling parties. Thus, one

can again see that the bulk hypergraph cone implies the boundary hypergraph cone.

It would also be interesting to probe the relation between specific hypergraph in-

equalities in the bulk and boundary, in the spirit of Sec. 4.4. For instance, in [11] it was
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shown that minimum cuts on hypergraphs obey the Ingleton inequality [132]

S(AB)+S(AC)+S(AD)+S(BC)+S(BD) ≥ S(A)+S(B)+S(CD)+S(ABC)+S(ABD).

(4.43)

However, since this inequality involves L = 5 terms, its hypergraph contraction map f

would lead to a 2L − 1 = 31-party bulk inequality, so it seems rather nontrivial to prove

a result analogous to the one proved for MMI in Sec. 4.4.
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Chapter 5

Bulk reconstruction of metrics with

a compact space asymptotically

5.1 Introduction

A central question in holography [16, 17, 75, 18] is to understand how spacetime geom-

etry emerges from the dual field theory. The standard discussions of entanglement wedge

reconstruction do not address this since they depend on a choice of code subspace which

represents small fluctuations about a given semiclassical bulk geometry (or perhaps a fi-

nite number of such geometries). The idea of geometry emerging from entanglement [39]

has led to various attempts to determine the bulk metric from measures of entanglement

[133, 134, 135, 136, 137, 138, 101, 139], in particular via the geometrization in the bulk

of the von Neumann entropy of boundary regions [32, 36]. Recently, it has been shown

that a bulk geometry (if it exists) is uniquely determined by second order variations of

the area of two-dimensional extremal surfaces anchored to a certain family of regions on
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the boundary [86].1

In [45, 46] a very different approach toward reconstructing the bulk geometry was

presented. This involves special cross-sections of the conformal boundary of an asymp-

totically Anti-de Sitter (AdS) spacetime. These cross-sections are called light-cone cuts,

and can be thought of as the intersection of the past (or future) light cones of bulk points

with the boundary.2 (A more precise definition will be given in the next section.) It was

shown that knowledge of these light-cone cuts is sufficient to determine the conformal

metric in the bulk, i.e. the metric up to an overall local rescaling, for most points causally

related to the boundary.3 It was further shown how to determine these light-cone cuts

from singularities in certain time-ordered Lorentzian correlators in the dual field theory

which originate precisely from bulk locality [147, 83].

The results in [45, 46], as well as those which employ entanglement entropy, apply

to spacetimes which are asymptotically AdS. However, the most well studied models of

holography require spacetimes to approach AdSn × Sk. The goal of this chapter is to

extend the analysis of light-cone cuts to these more general spacetimes. (We will always

assume n > 2, since for n = 2 the light-cone cut consists of isolated points and does

not determine the conformal metric.) It is easy to see that a naive, straightforward

attempt to apply light-cone cuts to spacetimes with compact extra dimensions will fail

to determine the bulk geometry. However, we will show that there is a generalization of

light-cone cuts that we call “extended cuts”, that indeed determine the conformal metric

1These areas correspond to the entanglement entropy of boundary regions when the bulk is four-
dimensional. In other dimensions, they are related to expectation values of Wilson loops in some cases,
but their general holographic interpretation is not well understood [86, 140, 141].

2Analogous cross-sections of null infinity in asymptotically flat spacetimes were first introduced in
[142, 143], and shown to encode the conformal metric of such spacetimes in [144]. However, holography
or the presence of internal spaces played no role in these discussions.

3An explicit implementation of the light-cone cut approach to bulk reconstruction was explored in
[145]. The light-cone cut formalism was also used in [146] to covariantize the notion of bulk depth and
relate it to energy scales in the dual field theory.
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of the full higher-dimensional spacetime. We will then propose a method for obtaining

these extended cuts from the dual field theory.

The basic idea behind our extended cuts is the following. Every null geodesic which

reaches the boundary of AdS approaches a fixed point on Sk. This is simply because a

geodesic with asymptotic motion on the sphere acts like a massive particle in AdS and

will not reach the boundary. Thus for every point on our light-cone cut, we can associate

a point on Sk. Our extended cut is just the original light-cone cut C(p) together with

a map C(p) → Sk specifying the asymptotic location on Sk of the null geodesics from

p to C(p). We show in Section 5.3 that this map is precisely the extra information

that is needed to reconstruct the full bulk conformal metric of generic spacetimes (if

the spacetime has symmetries that asymptotically act only on the internal space, this

approach may fail). In Section 5.4, we propose a way to determine the extended cuts

from the dual field theory, using correlation functions involving the operators dual to the

Kaluza-Klein modes of the higher-dimensional bulk field. Our approach does not use any

particular property of Sk and should work equally well for a general compact internal

space.

To completely determine the bulk geometry, one also needs to know the conformal

factor. This remains an open problem in general, however it is known how do to this for

some special asymptotically AdS spacetimes [46].

5.2 Review of Light-Cone Cuts

In this section we review the construction in [45, 46] for obtaining the conformal

metric from the dual field theory. Two metrics g and ḡ are conformally related if there

is a positive function f such that ḡµν = f 2gµν . Points in spacetimes with conformally
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related metrics clearly have the same light cone, but one does not need to know the

entire light cone (or even an open subset of it) to determine the conformal metric at

those points; a sufficient number of null vectors will do. This can be seen as follows. In a

D-dimensional spacetime, take D linearly independent null vectors ℓi at a point p. Since

the ℓi all have zero norm, the conformal metric at p is fixed by their inner products. To

determine them, take a new collection of null vectors, ηk, and expand them in terms of

the null basis ℓi:

ηk =
∑

i

Mkiℓi. (5.1)

Using the fact that each ηk has zero norm, we obtain a set of algebraic equations for the

inner products ℓi · ℓj:

0 = ηk · ηk =
D∑

i,j=1

MkiMkj(ℓi · ℓj) no sum on k. (5.2)

While it is not always true that such equations have a solution, we are guaranteed a

solution here precisely because these equations describe a Lorentzian metric which by

construction exists. By choosing at least D(D − 1)/2 vectors ηk, the solution will be

unique up to an overall constant rescaling of all inner products. This determines the

conformal metric at p. Repeating this local construction at each point in a spacetime

region U determines the conformal metric on U .

Our goal is to determine these null vectors at p from boundary data. Due to gravita-

tional lensing, the light cone of a bulk point p can develop caustics. When this happens,

some null geodesics reach points that are timelike related to p. Since we want boundary

points that are null-related to p we proceed as follows.

Let (M, g) be an asymptotically locally AdS spacetime (without compact extra di-

mensions) with conformal boundary ∂M , and denote its conformal compactification by
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(M̄, ḡ). Recall that the causal past J−(p) of a point p ∈M is the set of points inM which

can be reached by a past-directed causal curve starting at p. J+(p) is defined similarly

with “future” replacing “past”. A spacetime is said to be AdS-hyperbolic if there exist

no closed causal curves and for any two points p, q ∈ M , the set J+(p) ∩ J−(q) is com-

pact in the conformally compactified spacetime M̄ [95]. We will assume our spacetime is

C2 differentiable, maximally extended, connected, and AdS-hyperbolic. The future/past

light-cone cut C±(p) of a point p ∈ M is defined as the intersection of the boundary of

the causal future/past of p, ∂J±(p), with the conformal boundary ∂M , i.e.

C±(p) ≡ ∂J±(p) ∩ ∂M. (5.3)

This is illustrated in Fig. 5.1. We will use C(p) to denote either the future or past cut

of a bulk point p. Light-cone cuts are not differentiable everywhere since they can have

cusps due to caustics. However, it can be shown that the cusps form a set of measure

zero within the cut (cf. Proposition 5.1 in Section 5.3.2).

It was shown in [45] that light-cone cuts satisfy the following properties:

1. C(p) is a complete spatial slice of the conformal boundary.

2. There is a one-to-one, onto map from past light-cone cuts to points in the future of

the boundary, even inside black holes. (A similar statement holds for future cuts.)

3. Two distinct cuts cannot agree on an open set.

4. If C(p) and C(q) intersect at precisely one point, and both cuts are C1 at this

point, then p and q are null-separated.

Using these properties, it is easy to construct the bulk conformal metric given the

light-cone cuts. Property 2 says that the set of past cuts represents all points to the
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J−(p)

C−(p)

J+(p)

C+(p)

p

r

p1
p2
p3
p4
p5

Figure 5.1: In the left figure, the shaded region illustrates the future and past light
cones ∂J±(p) of a bulk point p ∈ M in causal contact with the boundary in an
asymptotically AdS spacetime M . Their intersections with the conformal boundary
∂M define the future and past light-cone cuts C±(p), which are complete spatial slices
of ∂M (cf. properties 1 and 2). The right figure shows how a sequence of null-related
bulk points {pi ∈ M} corresponds to a set of light-cone cuts which all intersect at a
single point r ∈ ∂M (cf. property 4).
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future of the boundary. Property 4 says that given a light-cone cut C(p), the set of

cuts C(q) which are tangent to C(p) at a regular point r ∈ C(p) represents a null curve

passing through p, as illustrated in Fig. 5.1. Repeating this for D(D + 1)/2 cut points

r allows one to reconstruct the conformal metric at p.4 It is clear that a basis of null

vectors ℓi at p can be obtained this way, since the light-cone cut C(p) enables one to

reconstruct an open subset of the light cone at p.

The second half of the construction is a procedure for determining C(p) from the

dual field theory without using the bulk geometry. This is achieved using the notion

of bulk-point singularities, first argued for in [147] and later studied in [83].5 Given D

boundary points in a D-dimensional spacetime, the only subset of M which can be null-

related to all of them are individual points. It was shown in [147, 83] that a time-ordered

Lorentzian (D+1)-point correlator on the boundary of AdS is singular when there exists

a momentum-preserving scattering point in the bulk that is null-related to all of them

(i.e. if one can draw a position-space Landau diagram with null lines in the bulk).6 This

is the case if, for example, one chooses two points in the past cut x1, x2 ∈ C−(p), and

D − 1 points in the future cut xi ∈ C+(p) of a bulk point p, in a manner similar to Fig.

5.2. Then, physically, high energy quanta from x1 and x2 can scatter at p conserving

energy-momentum and send high energy quanta to the remaining xi in the future, which

results in a singular correlator. In special cases, only derivatives of the correlator will

diverge and the correlator itself may remain finite. However, for most operators, the

4One needs D points for the basis vectors ℓi, and D(D−1)/2 for the null vectors ηk used to determine
the inner products.

5These are singularities which appear in correlators for holographic states of the dual field theory
at large gauge group rank N and large ’t Hooft coupling λ. At finite N or finite λ, these singularities
are resolved and only expected to manifest themselves as resonances with a holographic origin [83, 148].
Large N and λ are assumed in what follows.

6Even though a single bulk point p can be fixed by the condition that it is null-related to D boundary
points, one needs at least one extra point in the correlator to ensure that energy-momentum is conserved
at p.
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x1

x2

x3x4

x5

x6 xD+2
. . .

p

Figure 5.2: Position-space Landau diagram for a boundary correlator with a bulk–
point singularity from p ∈M used to obtain light-cone cuts from the dual field theory.
For a D-dimensional bulk, the D boundary points in the future already specify p as
the unique bulk point null-related to all of them. The two points in the past can be
rotated around maintaining momentum conservation at the interaction vertex (and
hence the divergence in the correlator) to trace out the light-cone cut.

correlator itself will diverge and we will use such operators below.

To use this to find the light-cone cuts we need two modifications. First, we consider

correlation functions in certain excited states, not the ground state, so the dual spacetime

is only asymptotically locally AdS and not pure global AdS. Second, we consider (D+2)-

point correlators, with two points x1 and x2 in the past and D points x3, . . . , xD+2 in

the future (see Fig. 5.2). In this case, if there is a bulk point p null-related to all the

xi to the future, it will remain fixed if we move the ones in the past. Starting with a

configuration of points where the correlator diverges, we can thus move x1 and x2 in a

coordinated manner keeping the correlator singular to trace out the past cut of p.7

7One could actually work with D + 1 points and still move one vertex in a limited way to trace out
part of the light-cone cut, but one has more freedom to trace out the entire cut by adding an additional
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5.3 Extended Light-Cone Cuts

In this section we extend the discussion of light-cone cuts to spacetimes that have a

compact space asymptotically such as AdSn × Sk. The presence of this compact space

implies that most of the null geodesics on the light cone of a bulk point p end up crossing

other null geodesics and entering the interior of J(p). Only a small subset of these null

geodesics stay on the boundary of J(p) and form the light-cone cut. To illustrate this,

consider the three-dimensional flat spacetime ds2 = −dt2+dz2+dχ2, with χ periodically

identified. Starting at any point p, all null geodesics with χ̇ ̸= 0 will go around the S1

and reach points timelike related to p. The only ones that stay on ∂J(p) are those with

χ̇ = 0. More generally, for spacetimes locally asymptotic to AdSn × Sk, the light-cone

cut has bulk codimension k + 2 rather than 2. This means that one cannot recover an

open subset of the light cone of a bulk point p. Fortunately, as reviewed above, one does

not need an open subset of the light cone to recover the conformal metric at p. All one

needs is a basis of null vectors and some additional null vectors. As we discuss below,

this can be obtained in generic spacetimes from a simple generalization of the light-cone

cut.

For asymptotically locally AdSn×Sk spacetimes, one way to understand the reduction

in the size of the light-cone cut is by noting that the conformal boundary of AdSn × Sk

is degenerate, in the sense that it is codimension k + 1 rather than 1 [149]. Indeed, the

Sk factor of the direct product shrinks to zero size and leaves a boundary manifold ∂M

which is locally isometric to the conformal boundary of just the AdSn part.

The presence of a degenerate boundary turns out to invalidate most results proven in

[46, 45]. Fortunately, it is possible to recover them with appropriate generalizations of

point. One must also minimize the time difference between the points in the past and future to avoid
caustics along the null geodesics from the bulk point to the boundary.
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the framework. To motivate the solution, let us first understand the complications that

arise when the boundary is degenerate. In particular, consider the following two results

from [45] (cf. properties 3 and 4 reviewed in Section 5.2) and counterexamples to them

already in the simple case of global AdSn × Sk:

• C(p) ∩ C(q) contains a nonempty open set if and only if p = q: For any two

points p and q on AdSn × Sk with the same global coordinates on the AdS part

one has C(p) = C(q), even if they have different coordinates on the sphere. More

precisely, thinking of the compactification space Sk as a fiber of a trivial bundle

π : AdSn × Sk → AdSn, this means that C(p) = C(q) for any p, q ∈ AdSn × Sk

with the same base space point π(p) = π(q), implying that light-cone cuts do not

distinguish points on the fibers.

• If C(p) and C(q) intersect at precisely one point, and both cuts are C1 at this

point, then p and q are distinct and null-separated : To falsify this claim, consider

an arbitrary point p ∈ AdSn× Sk and another null-separated point q ∈ ∂J(p) such

that the null-geodesic between p and q reaches ∂M at some point r ∈ C(p)∩C(q).

It is easy to see that their light-cone cuts will indeed intersect precisely only at r,

and that both cuts will be C1 at this point (since the spacetime is pure AdSn).

Now take another point q̃ which is at the same AdS location as q, but at a different

point on the sphere. Since the metric on the sphere is Euclidean, p and q̃ will be

spacelike-separated. But from the counterexample to the previous claim, one still

has C(q̃) = C(q). Altogether, this shows that C(p) and C(q̃) intersect at precisely

one point, both cuts are C1 at this point, but p and q̃ are spacelike-separated, thus

contradicting the statement above.

As anticipated, the existence of these counterexamples can be traced back to the fact
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that the light cone ∂J(p) of a bulk point p ∈M degenerates asymptotically in essentially

the same way the conformal boundary does. More precisely, suppose a boundary observer

wanted to resolve the compact dimensions by introducing a regulated boundary ∂Mϵ at

a finite UV cutoff 0 < ϵ ≪ 1, with limϵ→0 ∂Mϵ = ∂M . On ∂Mϵ, the dimensions of

Sk are restored and one has codim ∂Mϵ = 1, the dimensionality only dropping by k in

the strict limit ϵ → 0. Similarly, intersecting ∂J(p) with the regulated boundary ∂Mϵ,

one sees that the corresponding regulated light-cone cut Cϵ(p) = ∂J(p) ∩ ∂Mϵ is now

bulk-codimension 2, the dimensionality only decreasing by k in the strict limit ϵ→ 0.

Crucially, under the pertinent assumptions, all results proven in [46, 45] apply now

to regulated light-cone cuts. However, because the dual field theory does not gain any

dimensions, we need to find a way to retain this information in the limit ϵ → 0. Unsur-

prisingly, this will require supplementing the standard cuts C(p) with some information

from Cϵ(p). Precisely how the ϵ→ 0 limit of Cϵ(p) can be used to extend C(p) sufficiently

for the light-cone cut reconstruction to succeed is the subject of this section.

5.3.1 Asymptotics of spacetimes with degenerate boundaries

The first step is to have an elementary understanding of how null geodesics behave

asymptotically in spacetimes with an internal space. Henceforth, the bulk spacetime M

is assumed to be asymptotically locally isometric to AdSn × Sk, whose metric in global

coordinates reads

g = −f(r)dt2 + f(r)−1dr2 + r2dΩ2
n−2 + ℓ2dΩ2

k where f(r) = 1 +
r2

ℓ2
. (5.4)

Here ℓ is the radius of curvature of AdSn, and the shorthand Ωd is used to collectively

refer to all coordinates on Sd. Define dimensionless time τ and radial ρ coordinates via
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τ = t/ℓ and r = ℓ tan ρ, so that (5.4) becomes

g =
ℓ2

cos2 ρ

(
−dτ 2 + dρ2 + sin2 ρ dΩ2

n−2 + cos2 ρ dΩ2
k

)
. (5.5)

Since null geodesics are only sensitive to the causal structure, which depends just on the

conformal class of the metric, consider a Weyl rescaling g 7→ ḡ = ω2g, with ℓω = cos ρ.

This gives

ḡ = −dτ 2 + dρ2 + sin2 ρ dΩ2
n−2 + cos2 ρ dΩ2

k, (5.6)

which is simply time cross Sn+k−1. Noting that the conformal boundary ∂M corresponds

to the limit ρ → π/2, it is now evident how the induced metric on Sk degenerates in

the strict asymptotic limit. In fact, this is no different from the way in which the metric

degenerates at the origin ρ = 0 in these coordinates. More explicitly, letting ρ = π
2
− ϵ

with 0 < ϵ≪ 1 and expanding locally in a neighborhood of ∂M , one finds

ḡ = −dτ 2 + (1− ϵ2/2) dΩ2
n−2 + dϵ2 + ϵ2 dΩ2

k +O
(
ϵ4
)
. (5.7)

The (ϵ,Ωk) sector above provides a convenient chart on the space orthogonal to ∂M . The

AdSn sector of (5.6) takes the familiar form of one half of the Einstein static universe,

and the metric induced on ∂M ,

ḡ∂M = −dτ 2 + dΩ2
n−2, (5.8)

reveals the usual boundary topology R × Sn−2 of conformally compactified AdS space-

times.

The leading behavior of null geodesics in M near the conformal boundary can be
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extracted from g in (5.5) in the limit ρ → π/2. Since null geodesics are conformally

invariant, we can actually work with (5.6). Let γ be a null geodesic curve with affine

parameter λ and tangent vector field N = γ̇. The Killing symmetries of (5.6) give rise

to several conserved quantities along γ. If we choose coordinates on the spheres so that

the geodesic is moving in the φ direction on Sn−2 and ψ direction on Sk, then we get the

following conserved charges:8

E = τ̇ , Ln−2 = sin2 ρ φ̇ and Lk = cos2 ρ ψ̇, (5.9)

One can fix an arbitrary overall factor in N by setting E = ±1, where the sign determines

the time orientation. The general asymptotic form of N can thus be written

Na = ±(∂τ )
a + ρ̇ (∂ρ)

a +
Ln−2

sin2 ρ
(∂φ)

a +
Lk

cos2 ρ
(∂ψ)

a, (5.10)

where the null condition N2 = 0 constrains ρ to obey

ρ̇2 = 1− L2
n−2

sin2 ρ
− L2

k

cos2 ρ
. (5.11)

The limit ρ → π/2 in (5.11) makes it immediately clear that γ can only reach ∂M

if Lk = 0. This means that null geodesics only reach the conformal boundary if they

approach a fixed point on Sk at infinity. This is easily understood from the perspective of

Kaluza-Klein reduction, where a non-zero Lk would physically correspond to a massive

test particle on the dimensionally-reduced spacetime, which of course cannot reach the

conformal boundary.

8These are only conserved charges in global AdSn × Sk, and will not actually be conserved along γ
on M in general. More appropriately, these quantities should be thought of as the asymptotic charges
carried by γ as it reaches ∂M .
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r

∂M
N

γ

N̂⊥

Figure 5.3: Illustration of the tangent space normal to the conformal boundary at some
r ∈ ∂M . The vertical line represents the conformal boundary ∂M , and the normal
plane corresponds to the radial and Sk bulk dimensions. A null geodesic γ reaches
∂M with future-directed tangent vector N . The unit-norm orthogonal projection of
this vector N̂⊥ gives a point on Sk which corresponds to the asymptotic location of γ
on the compact space.

Expanding about ∂M as in (5.7), the asymptotic form of N becomes

Na = ±(∂τ )
a −

√
1− L2

n−2 (∂ϵ(Ωk))
a + Ln−2 (∂φ)

a +O
(
ϵ2
)
, (5.12)

where the notation ∂ϵ(Ωk) is introduced to make it explicit that the direction of the radial

vector ∂ϵ on the (ϵ,Ωk) sector is parameterized by the angular coordinates Ωk on the

asymptotic Sk, like in ordinary spherical coordinates. The corresponding parametric

form of its asymptotic integral curve is thus, to leading order,

γ(ϵ) =

(
τ∞ ∓ ϵ,

π

2
−
√

1− L2
n−2 ϵ, φ

∞ − Ln−2 ϵ, Ω
∞
k

)
+O

(
ϵ2
)
, (5.13)

where coordinates with superscripts ∞ denote asymptotic values and ∂M is reached at

ϵ = 0. Note that the limiting Ω∞
k will always be well defined despite the fact that the

spherical coordinate system (ϵ,Ωk) degenerates at its origin ϵ = 0. In particular, Lk = 0

implies that ∂ϵ(Ωk) = ∂ϵ(Ω∞
k ) in (5.12).

229



Bulk reconstruction of metrics with a compact space asymptotically Chapter 5

5.3.2 Definition of extended light-cone cuts

In order to recover the higher-dimensional bulk conformal metric, we will need the

point on Sk associated with the null geodesic going from p to C(p). Since Sk shrinks

to zero size on the boundary, we will use the ϵ → 0 limit of ∂ϵ(Ω∞
k ). The latter can be

characterized geometrically as the unit vector N̂⊥ ∈ Rk+1 along the projection of the null

tangent vector N orthogonal to ∂M . As a unit vector in a (k + 1)-dimensional vector

space, one can identify N̂⊥ with a point on Sk, the coordinates of which are Ω∞
k (see Fig.

5.3).

Unfortunately, more than one null geodesic may connect p to C(p), so the assignment

of a point on Sk may not be unique. This motivates the following definition:

Definition 5.1 (Regular light-cone cut point). A regular light-cone cut point r ∈ C(p)

for some bulk point p ∈ M , is a cut point such that there exists a unique null geodesic

from p to r.

It is tempting to think of a point r that fails to be regular as belonging to some

caustic on the light cone, as is the case in spacetimes without internal spaces. While this

will commonly be true here too, one should bear in mind that the null geodesics that

connect p and r might actually stay at finite proper distance apart on Sk, only coinciding

strictly at the conformal boundary. If this happened to be the case for all null geodesics

connecting p to r, these points would not be conjugate points, and thus it would not

be correct to think of r as arising from some bulk caustic. To account for this subtlety,

it will be useful to dispense with the notion of caustics and use only what happens to

be relevant from the boundary perspective in identifying whether a cut point is regular.

Two null vectors N1 and N2 at r clearly define inequivalent null geodesics if and only if

one is not a rescaling of the other. Hence the failure of a light-cone cut point r ∈ C(p)
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to be regular can be characterized by the existence of at least two null geodesics γ1 and

γ2 from p to r with respective tangent vector fields N1 and N2 satisfying (N1 ·N2)r ̸= 0.

It will thus be intuitive to refer to a non-regular cut point as a cusp point.

Let G(p) ⊆ C(p) be the subset of regular points in the light-cone cut of p ∈ M . On

this subset, there exists a well-defined map Φ : G(p) → Sk associating a point on the unit

k-sphere to every regular point. Explicitly, as remarked above, this map may be written

Φ(r) = N̂⊥
r , (5.14)

where an isomorphism between the unit Sk and the space of (k + 1)-dimensional unit

vectors is implied (see Fig. 5.4). In contrast, there is no guarantee that an analogous

map on the set of cusp points E(p) ≡ C(p)∖G(p) would be well-defined due to potential

multi-valuedness on Sk.

Definition 5.2 (Extended light-cone cut). The extended future/past light-cone cut C±(p)

of a point p ∈M is defined on the set of regular points G±(p) ⊆ C±(p) as

C±(p) =
⋃

r∈G±(p)

(r,Φ(r)) .

These extended cuts C(p) may be thought of as a generalization of the standard cuts

C(p) where every suitable point, namely every r ∈ G(p), is further endowed with the

point on Sk at which the null geodesic from p to r ends up (see Fig. 5.4).

Since the reconstruction strategy relies on the existence of regular points on which

the map (5.14) is defined, it is important to check whether G(p) contains sufficiently

many points at one’s disposal. An important step in this direction is accomplished by

the following proposition, which as proven in Appendix C.1 and applies to light-cone cuts
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r1
C−(p)

r2

p

Ω1

Ω2

Φ

Figure 5.4: The map Φ defined in (5.14) takes (regular) points in the cut C(p) of a
point p ∈ M and maps them to Sk. For instance, the blue segment between points
r1, r2 ∈ C−(p) maps to the blue segment between points Ω1,Ω2 ∈ Sk.

in spacetimes with degenerate boundaries:

Proposition 5.1. Every light-cone cut C(p) is differentiable everywhere except on a set

of measure zero.

A cut C(p) can be non-differentiable at r only if there is more than one null geodesic

from p to r. So any point r at which C(p) fails to be differentiable will be a cusp point

r ∈ E(p), and thus the set of all non-differentiable cusp points is of measure zero in C(p).

Since there may be cusp points where C(p) is differentiable, this is not enough to

conclude anything about the measure of E(p) ⊆ C(p). However, differentiability at cusp

points is only possible if all geodesics from p to r happen to have tangent vectors at r

with the same normalized projection onto ∂M . Fortunately, given one vector, such a

condition on the second is satisfied only by a set of measure zero and thus the set of all

differentiable cusp points is expected to be of measure zero in E(p).

Putting together the conclusions of the last two paragraphs, one expects that the
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union of all differentiable and non-differentiable cusp points, which is nothing but the

set of all cusp points E(p), is of Lebesgue measure zero as a subset of C(p). This implies

that its complement, i.e. the set of all regular points G(p), is of full measure, everywhere

dense and that its closure Ḡ(p) = C(p).

The key property of the extended cut that we will use is the following:

Proposition 5.2. Each point (r,Φ(r)) on the extended cut C(p) determines the unique

null geodesic from r to p.

This result is proven in Appendix C.1 and provides the connection to previous results in

[46, 45].

5.3.3 Recovering the bulk conformal metric from extended cuts

The following results apply to standard light-cone cuts C(p) and their proofs are

identical to those in [45], so they are omitted:9

Proposition 5.3. C(p) is a complete spatial slice of ∂M .

Proposition 5.4. For any p ∈ J±[∂M ], there exists precisely one past/future cut C∓(p).

The following results, in contrast, are generalizations of results in [45] which now

apply to extended light-cone cuts (see Appendix C.1 for proofs):10

Proposition 5.5. C(p) ∩ C(q) contains more than one point if and only if p = q.

Theorem 5.1. If C(p) ∩ C(q) contains exactly one point, then p and q are distinct and

null-related.

9These results correspond to parts (1) and (2) of the Proposition in [45].
10These results are analogous to (a stronger version of) part (3) of the Proposition and Theorem 1 in

[45].
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r

C−(p)

C−(q)

p

q

C−(q)

C−(p)Φ(r)

Φ

Figure 5.5: By Theorem 5.1, two extended cuts C−(p) and C−(q) intersect at precisely
one point (r,Φ(r)) only if they correspond to distinct, null-related points p, q ∈ M .
As illustrated, this requires both that their standard cuts C(p) and C(q) intersect at
precisely one point r ∈ ∂M , and also that their images under the map Φ intersect
precisely at Φ(r) ∈ Sk.

Actually, a slightly stronger version of Theorem 5.1 is proven in Appendix C.1. The

idea of the proof is simply that the common point on both extended cuts defines an

ingoing null geodesic that must go through both p and q, and hence they must be null

related.

From Proposition 5.4, the extended past cuts provide a copy of the space J+[∂M ].

From Theorem 5.1, we can determine a class of null directions at each point p ∈ J+[∂M ],

by looking for extended cuts C−(q) which intersect C−(p) at precisely one point. This

situation is depicted in Fig. 5.5. One cannot recover all null directions at p but only

those corresponding to null geodesics which stay on ∂J−(p). To obtain the conformal

metric, one needs a basis of null directions. So the key question is whether the null

directions we can reconstruct form a basis. This is not obvious since the tangent space

at p is n + k dimensional, and we only have access to an n − 2 dimensional space of
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null directions associated to points of C(p). For instance, the answer would be negative

in a spacetime which is globally a product such as AdSn × Sk, since C(p) would yield

null geodesics that are everywhere orthogonal to Sk. However, for a generic spacetime

without any symmetries acting only on the internal space asymptotically, one expects the

n−2 dimensional space of null geodesics corresponding to C(p) to span the tangent space,

and not all be orthogonal to any vector at p. Hence we expect that one can generically

construct a basis of null vectors ℓi at p. One can then choose the additional null vectors

ηk and determine the conformal metric as described in Section 5.2.

5.4 Data from the Dual Field Theory

In the present context, there is no obstruction to obtaining the standard light-cone

cuts from the perspective of the boundary theory via the method reviewed in Section 5.2

and originally presented in [46, 45].11 Nevertheless, as observed in Section 5.3, knowledge

of the cuts C(p) is not sufficient for the reconstruction of the higher-dimensional bulk

metric when the latter has a degenerate conformal boundary. The additional information

needed for such reconstruction to succeed is encoded in the extended light-cone cuts C(p)

and given by the map Φ : G(p) → Sk from regular cut points to the asymptotic k-sphere.

The main focus of this section is to address the problem of how to obtain this extra

ingredient solely from the dual field theory. We will propose a procedure to recover this

map to the sphere using only field theory correlators.

11Notice, though, that the required number of correlator insertions to obtain a bulk-point singularity
now needs to account for the bulk dimensions, not the boundary dimensions. In other words, one needs
at least n+ k + 1 operators, not just n+ 1. See Section 5.4.3 for more details.
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5.4.1 Higher-dimensional bulk-to-boundary propagator

From the bulk perspective, the action that describes some matter field φ is naturally

defined on all D = n+k dimensions of the bulk spacetime. Accordingly, the bulk-to-bulk

propagator G takes as input the coordinates X of bulk points in some higher-dimensional

chart, i.e. X ∈ RD.12 In particular, if φ obeys an equation of motion of the form

PXφ(X) = J(X) for some source term J , then G is defined as the Green function of PX ,

PXG(X, X̃) =
1√
det g

δD(X − X̃). (5.15)

Although it is a natural object, G rarely appears in the literature (see [151] for an

exception in global AdSn × Sk). Instead, propagators are commonly obtained after

dimensionally-reducing spacetime and Kaluza-Klein expanding on the compact dimen-

sions. The result is an infinite family of simpler propagators associated to the infinite

Kaluza-Klein tower of modes which, holographically, correspond to operators of definite

conformal dimension. However, in a completely general spacetime, there is no well-

defined way of discriminating the compact dimensions far from the conformal boundary.

Hence, one cannot hope to learn much about the higher-dimensional spacetime geom-

etry from the perspective of boundary correlators unless one understands how all such

Kaluza-Klein mode propagators combine into the higher-dimensional propagator G and

its bulk-to-boundary analogue K. The goal of this section is to define and understand

these higher-dimensional propagators and demonstrate how they may be used to obtain

the map Φ for the construction of the extended cuts.

Although G is a perfectly well-defined object, it turns out to be nontrivial to ob-

12In what follows, it suffices to work with retarded and advanced propagators. Under an appropriate
notion of global or AdS hyperbolicity, these are well-defined and unique in general time-dependent
spacetimes [150].
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tain an explicit, compact expression for it for a general minimally-coupled Klein-Gordon

scalar field even in global AdSn × Sk. Without simplifying assumptions, the latter can

be expressed as an infinite Kaluza-Klein series expansion as in (C.18). However for a

conformally flat choice of radii in AdSn × Sk and a specific mass term for the scalar cor-

responding to the Weyl invariant coupling to the scalar curvature, this infinite sum can

be recast into the very simple form of (C.22) [151]. One example of this is the massless

dilaton in AdS5 × S5 (with equal radii), since the scalar curvature vanishes.

On the other hand, the bulk-to-boundary propagator K is a more subtle object.

For local AdSn × Sk asymptotics, a canonical choice of coordinates near the conformal

boundary is Fefferman-Graham (z, x) on the AdSn part [152] and standard hyperspherical

coordinates Ω on the Sk part. Accordingly, in some neighborhood of the conformal

boundary one may set X = (z, x,Ω). Despite Ω being a degenerate coordinate for any

point on the conformal boundary, corresponding to z = 0, the limiting value of Ω exists

along some curves as z → 0 (cf. the discussion at the beginning of Section 5.3.2). From

this standpoint, one would expect that some generalization of the extrapolate dictionary

should allow one to obtain the bulk-to-boundary propagator K given the bulk-to-bulk

propagator G. In particular, one would hope to construct an object like K(X̃; x,Ω) as

some limit z → 0 along curves of constant (x,Ω) of G(X̃; z, x,Ω), where X̃ are the

coordinates of an arbitrary bulk point.

There is a subtlety, though: because the boundary is a conformal boundary, one

generally only considers the z → 0 limit of propagators of definite scaling dimension, for

which it is clear which power of z the leading term carries. Asymptotically, this scaling

dimension is associated to Kaluza-Klein modes arising from the dimensional reduction

of the Sk. But by virtue of being higher-dimensional, the propagator G incorporates all

such modes, and therefore the extrapolation of it to K via the z → 0 limit should take
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care of all of them at once. Due to these complications, we shall take a more axiomatic

approach in defining K.

As a bulk-to-boundary propagator, K will be defined to be the kernel of PX , i.e. the

solution to the homogeneous equation

PX̃K(X̃; x,Ω) = 0, (5.16)

and subject to some choice of boundary conditions at ∂M . These conditions are imposed

on the limit in which the bulk point approaches the conformal boundary too. In this limit,

X̃ = (z̃, x̃, Ω̃) is again an appropriate chart and as z̃ → 0 one may work with the intuition

that AdSn × Sk provides. In particular, by dimensionally reducing near the conformal

boundary, one can decompose K into contributions from lower-dimensional propagators

for all possible Kaluza-Klein modes K∆ of definite scaling dimension ∆. Thus, at least

for X̃ near the boundary, we have

K(X̃; x,Ω) =
∞∑

L=0

K∆L
(X̃; x,Ω). (5.17)

The dependence on Sk is not arbitrary, but fixed by the choice of boundary conditions.

For the usual Dirichlet conditions one would demand that limz̃→0 z̃
∆−dK∆(z̃, x̃, Ω̃; x,Ω) ∝

δd(x − x̃), where d = n − 1. In the higher-dimensional analogue, the Sk coordinates

really correspond to physical, compact dimensions, and the Dirichlet conditions should

be imposed on those too. This motivates accounting for all Kaluza-Klein modes L in the

definition of boundary conditions via

lim
z̃→0

∞∑

L=0

z̃∆L−dK∆L
(z̃, x̃, Ω̃; x,Ω) =

1√
det gSk

δd(x− x̃)δk(Ω− Ω̃). (5.18)
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We can now continue the propagator K deeper inside the bulk as a kernel of PX

using either retarded or advanced evolution. The result is our desired bulk-to-boundary

propagator in the full spacetime. This approach is followed in Appendix C.2.2 to obtain

the general form of the bulk-to-boundary propagator for the Klein-Gordon scalar field in

global AdSn × Sk, expressed as an infinite series in (C.25) (cf. the bulk-to-bulk series in

(C.18)).13 In the particular case of Weyl-invariant matter, it is again possible to resum

this series expansion and obtain a compact expression, namely (C.33).

5.4.2 The compact space from the dual field theory

The asymptotic form of a scalar field φ on an asymptotically locally AdSn×Sk space-

time admits a Kaluza-Klein expansion over the Sk in scalar hyperspherical harmonics

Y IL
L of the form14

φ(z, x,Ω) =
∞∑

L=0

∑

IL

Y IL
L (Ω)φILL (z, x). (5.19)

According to the holographic dictionary, the term that leads asymptotically of the non-

normalizable branch of every mode

lim
z→0

z∆L−dφILL (z, x) = ϕILL (x), (5.20)

becomes a source of a local boundary operator OIL
L (x) of definite conformal dimension

∆L. Introducing a generic bulk field φ involving arbitrarily many Kaluza-Klein modes

thus corresponds to turning on arbitrarily heavy operators on the boundary theory. Ex-

plicitly, the bulk partition function is equal to a field theory partition function involving

13Since this spacetime is static, Euclidean propagators are used in Appendix C.2.
14For more details on how the harmonic functions Y IL

L are defined see Appendix C.2.1.
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a complicated operator sum Oϕ of the form

Oϕ(x) =
∞∑

L=0

∑

IL

ϕILL (x)OIL
L (x). (5.21)

As a boundary operator in its own right, Oϕ creates a bulk field with a conformal asymp-

totic profile ϕ(x,Ω) which is given by contributions from all sources

ϕ(x,Ω) =
∞∑

L=0

∑

IL

Y IL
L (Ω)ϕILL (x). (5.22)

Following this intuition and using a quantum mechanical language, at any fixed boundary

coordinate x, the insertion of Oϕ(x) produces a particle which is thrown into the bulk

localized at a point in ∂M with coordinates x and whose wavefunction is spread over

the asymptotic Sk according to ϕ(x,Ω) as a function of Ω. More explicitly, the action

of the operator Oϕ(x) on the vacuum state |0⟩ of the boundary theory creates a state

|ϕx⟩ = Oϕ(x) |0⟩. When projected onto the position basis Ω of Sk, this state reads

⟨Ω|ϕx⟩ = ϕ(x,Ω), whereas when projected onto the basis of eigenfunctions Y IL
L of □Sk ,

it reads ⟨Y IL
L | ϕx⟩ = ϕILL (x).

Consider the following object, a generalization of which will be relevant in the next

subsection:

Π(X̃; x) =

∫

Sk

dΩ ϕ(x,Ω)K(X̃; x,Ω). (5.23)

For instance, in global AdSn×Sk, using the Kaluza-Klein expanded form of K in (C.25),

Π(z̃, x̃, Ω̃; x) =
∞∑

L=0

∑

IL

Y IL
L (Ω̃) ϕILL (x)K∆L

(z̃, x̃; x), (5.24)

where K∆L
is the usual L-mode bulk-to-boundary propagator, given in (C.23). The
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bilocal field Π in (5.23) can be thought of as the response function of a boundary probe ϕ

at x smeared over the Sk to a localized bulk source at X̃ propagated through spacetime

via K. This interpretation will naturally follow from a more complicated but closely

related construct in Section 5.4.3 that comes out of a correlation function which boundary

observers have access to. Although the right-hand side of (5.23) is integrated over Ω, note

that Π depends on the profile of ϕ as a function of Ω and is thus sensitive to dependencies

on the asymptotic Sk. More precisely, if a boundary observer who can measure Π had

complete control over ϕ, by tuning the boundary profile to be ϕ(x,Ω) = δk(Ω − Ω′)

parametrized by Ω′, it would be possible for them to scan over Ω′ and reproduce K

precisely. However, note that by completeness of the spherical harmonics, such a choice

of ϕ would correspond to picking ϕILL (x) = Y IL
L

∗
(Ω′), which according to (5.21) would

build Oϕ out of operators OIL
L of all dimensions L, including arbitrarily heavy ones.

More realistically, one might want to only use light operators and get as good an

approximation to K as possible. With this goal, consider letting ϕILL = δLL̃δ
ILĨL̃ in (5.22)

(which corresponds to simply Oϕ = OĨL̃
L̃
), and label the resulting right-hand side in (5.23)

by Π
ĨL̃
L̃
. This allows one to invert (5.23) by writing K as a harmonic series

K(X̃; x,Ω) =
∞∑

L=0

∑

IL

ΠIL
L (X̃; x)Y IL

L

∗
(Ω), (5.25)

where the correlators in the sum are effectively the Fourier coefficients of the expansion.

For an approximation to K, one may want to employ L modes only up to some finite

cut-off L∞ < ∞. It should be noted that (5.25) applies to any asymptotically locally

AdSn × Sk spacetime (cf. (5.17) and comments below).

We would like to obtain the position of a local bulk source solely from the boundary

perspective using the bulk-to-boundary propagator. It is pertinent at this point to make
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clear the semantic distinction between localizing and locating. We do not want to create

a perturbation localized on Sk, which would require the whole tower of Kaluza-Klein

modes. Instead, what we want is to locate a source that already is localized on Sk, which

need not require such high-L physics. Indeed, in the tractable case of global AdSn × Sk,

we now show that using Π it is possible from the boundary perspective to find the exact

location on Sk of a localized bulk source employing just L = 1 operators.

Let Oϕ only involve light operators in the fundamental representation of SO(k +

1) such that only L = 1 harmonics contribute to ϕ. With homogeneous sources, a

general expression for the latter is obtained by writing the coefficients ϕILL = δL,1Y
I1
1

∗
(Ω)

parameterized by a point Ω on Sk. Suggestively writing Π(X̃; x) = Π1(X̃; x,Ω) for this

choice of ϕ, (5.23) becomes15

Π1(z̃, x̃, Ω̃; x,Ω) =
∑

I1

Y I1
1

∗
(Ω)

∫

Sk

dΩ′ Y I1
1 (Ω′)K(X̃; x,Ω′)

= (k + 1)K∆1(z̃, x̃; x) cos θ,

(5.26)

where θ is the angular separation between coordinates Ω̃ and Ω on Sk. Therefore, a

boundary observer that is able to vary Ω will find Ω = Ω̃ precisely at the maximum

of Π1, corresponding to θ = 0. This shows that, from the boundary perspective, the

function Π1 of L = 1 modes allows one to locate the exact position on Sk at which a

localized bulk source resides.

5.4.3 Recovering the extended cut

As observed in previous sections, even with a compact space asymptotically, one

can determine the standard light-cone cuts C(p) from bulk-point singularities in certain

15Note that Ω here has been introduced as just a parameter for the choice of coefficients ϕILL .
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boundary correlators. The only change is the number of operators in the correlator.

The light cone of an arbitrary boundary point permeates the bulk as a submanifold of

bulk-codimension one. In a generic spacetime, the intersection of the light cones of ℓ

arbitrary boundary points will generically be a submanifold of bulk-codimension ℓ (or

the empty set when ℓ > D.)16 So one needs at least D operators to single out a point in

the bulk. In this section we further refine the usage of these correlators in order to obtain

the map Φ. In particular, the strategy will be to find Φ from the prefactor of the leading

divergent term of bulk-point singular correlators, which exhibits a suitable dependence

on the asymptotic Sk.

We start with a divergent correlator as used to find the standard light-cone cuts C±(p)

of some bulk point p ∈M ,17

〈
T
{
D+2∏

i=1

O(xi)

}〉
(5.27)

where T denotes time ordering. As argued above, the choice of any D such points xi

in the correlator above singles out p as the unique bulk point that is null-related to all

of them. As shown in Fig. 5.6, we place these D points on the future cut and add two

points on the past cut. By moving these two points in a way that keeps the correlator

divergent (which requires maintaining momentum conservation at p), we can trace out

the past cut. This does not depend on the choice of operator insertions. Let us denote

all but one of these boundary points collectively by x = {xi ∈ C±(p) | i = 2, . . . , D+2}

and use L = 0 scalar operators O at all of these D + 1 points.18 To obtain the extended

16As stated, it is important for this result to be generic that the spacetime compactification does not
factorize exactly or have exact symmetries, and that the boundary points be chosen arbitrarily. Global
AdSn × Sk is thus clearly non-generic.

17Any set of operators referred to henceforth shall be assumed to correspond to some local interaction
term in the action of the bulk theory. For example, in 10-dimensional supergravity, there is a coupling
between the dilaton and 3-form, e−2ϕH2

3 . Expanding out the exponential yields ϕ10H2
3 interaction terms.

18One may want to consider more general insertions Oϕi
at each boundary point, but this is unneces-
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x1

x2

x3x4

x5

x6 xD+2
. . .

x

p

Figure 5.6: Configuration of boundary points in the correlator (5.28) used to obtain
the extended light-cone cuts from the dual field theory. By choosing suitable operators
at x and looking at the coefficient of the divergence when x approaches the cut point
x1 ∈ C−(p), one can obtain the map Φ from regular cut points to the Sk.

cut, it will be convenient to work with a probe point x near the remaining point x1. We

choose an operator Oϕ at x as in (5.21) which is sensitive to the Sk.

As a result of the existence of the null-related, momentum-preserving point p, the

(D + 2)-point, time-ordered Lorentzian correlator

Fϕ(x) ≡
〈
T
{
Oϕ(x)

D+2∏

i=2

O(xi)

}〉
(5.28)

will develop a bulk-point singular contribution in the limit x → x1 [83]. This divergent

limit of interest is illustrated in Fig. 5.6. Written out in a particularly convenient form,

sary.
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for some choice of normalization, the correlation function (5.28) reads

Fϕ(x) =

∫

Sk

dΩ ϕ(x,Ω)

∫

M

dDX̃ Ψx(x,Ω; X̃), (5.29)

where the integrand of the bulk-point integral is

Ψx(x,Ω; X̃) = λ K(x,Ω; X̃)

∫

Sk

D+2∏

i=2

dΩi K(xi,Ωi; X̃), (5.30)

and λ is the coupling of some local interaction involving the D + 2 fields of interest.

The dominant bulk-point singular contribution from p to (5.29) manifests itself as the

highest-order pole in Ψx, precisely located at the coordinates Xp of p, close to which the

function Ψx will be governed by a power-law divergence in the proper distance between

X̃ and Xp. To intuitively see why this is the case, observe first that propagators generally

behave as inverse powers of proper distances between the points in their arguments, here

with coordinates (xi,Ωi) and X̃. Importantly, because the asymptotic Sk trivializes on

∂M , this proper distance does not depend on the value of Ωi for the boundary point. Now,

since all xi are null-related to Xp, for X̃ in a small neighborhood of Xp, to leading order

the proper distance s(xi, X̃) between any boundary point xi and X̃ will be proportional to

s(X̃,Xp) ≈
∥∥∥X̃ −Xp

∥∥∥, where the use of the Minkowski metric in the last approximation

is justified by local flatness at Xp. The dependence on the choice of boundary points x

is thus relegated simply to the specification of the unique bulk point p in this equation

(cf. the rank argument in [83]) and the form of the residue of the pole of Ψx at Xp. The

order of the dominant pole ∆D+2 depends on the operator insertions and details of the
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spacetime metric.19 Pulling out the leading divergent factor in Ψx, one may write

Ψx(x,Ω; X̃) =
ψ(x,Ω; X̃)∥∥∥X̃ −Xp

∥∥∥
∆D+2

, (5.31)

where now the function ψ is finite and non-zero at X̃ = Xp. To leading order in the

distance ∥x− x1∥ off the light-cone cut, the integral of (5.31) over X̃ will be dominated

by the zeroth order term of ψ in a series expansion about X̃ = Xp and evaluated at

x = x1. This leads to

Fϕ(x) = I(x)

∫

Sk

dΩ ϕ(x,Ω)ψ(x1,Ω; Xp), (5.32)

where I(x) captures the bulk-point singularity as x→ x1 from the integral over X̃,20

I(x) ∝ ∥x− x1∥−(∆D+2−D). (5.33)

The previous section showed that in global AdSn × Sk it was possible to locate the

unique direction specified by Ω1 in which the null geodesic from Xp arrives at x1 using

the object defined in (5.23). The reason for this could be traced back to the fact that

the higher-dimensional propagator K in (5.26) had a global maximum at Ω = Ω1. By

causality, this fact is expected to extend to arbitrary spacetimes, where now the general

function ψ in (5.32) is the object peaked at Ω = Ω1.
21

19In the case of global AdSn × Sk, the symmetries lead to ∆D+2 being just a sum over the largest
scaling dimension of each of the boundary operator insertions.

20The order of the pole agrees with the result in [83] if one identifies ∆D+2 → (D+1)∆ (corresponding
to D + 1 external vertices rather than D + 2), and D → d+ 1 (corresponding to no internal space).

21In AdSn × Sk, it sufficed to use light modes with L = 1 to locate this point since in this highly
symmetric case, all nontrivial Kaluza-Klein modes are peaked at the same point. In a general spacetime,
it is still expected that ψ will have a global maximum at Ω = Ω1, but no single L mode need be peaked
there. Put differently, ψ will generically exhibit no symmetries in Ω and higher L will be required to
locate Ω1.
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In analogy to the previous section, choosing ϕ to to consist of a single Y IL
L , define

F IL
L (x) = I(x)

∫

Sk

dΩ Y IL
L (Ω)ψ(x1,Ω; Xp), (5.34)

which, up to I(x), may be thought of as the Fourier coefficients of an expansion of ψ into

hyperspherical harmonic functions. Inverting this relation leads to

ψ(x1,Ω; Xp) = lim
x→x1

ψ0

F0(x)

∞∑

L=0

∑

IL

F IL
L (x)Y IL

L

∗
(Ω), (5.35)

where F0 corresponds to (5.34) for L = 0 and is introduced to cancel out the common

bulk-point singular factor of every term in the series. The constant ψ0, given by

ψ0 =
1

volSk

∫

Sk

dΩ ψ(x1,Ω; Xp), (5.36)

is irrelevant and will be left undetermined.22 The upshot is that, up to an overall constant,

ψ can be reconstructed to arbitrary precision by computing the terms in the series in

(5.35) for increasingly high L values. Since the right-hand side is built solely out of

boundary correlators, this information is in principle accessible to boundary observers.

Once obtained, the location of the global maximum of ψ in Ω, namely Ω1, determines

the desired map Φ to the asymptotic Sk. More explicitly, one obtains Φ(x1) = Ω1 from

the solution to ψ(x1,Ω; Xp) = maxψ, where the specific choice of the D + 1 additional

light-cone cut points x may be ignored since it is arbitrary so long as they belong to the

same choice of past and future light-cone cuts C(p) of point p at Xp (see Fig. 5.6).

22If ψ0 vanishes identically so will F0, and one may just use a different L mode to cancel out singular
factors.
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5.5 Discussion

Most discussions of bulk reconstruction in holography consider asymptotically AdS

spacetimes and ignore the extra compact directions. This was true for the discussion

of light-cone cuts in [45, 46]. We have considered asymptotically locally AdSn × Sk

spacetimes and defined a generalization of light-cone cuts that we call extended cuts. We

then showed that in the region of spacetime causally connected to the boundary, one can

generically recover the full higher-dimensional conformal metric just from the location of

the extended cuts. Finally, we proposed a procedure for determining these extended cuts

from the dual field theory. Note that at no time did we need to use any bulk equations

of motion, or impose any restrictions on the matter content (such as energy conditions).

Our proposal for determining the extended cuts from the dual field theory is not very

practical since it requires considering the entire tower of Kaluza-Klein modes to precisely

locate the bulk points. But the lesson is that the information is there in principle.23 It

would be interesting to find a more efficient way to determine the extended cuts.

Although we have focused on the case where the bulk metric asymptotically ap-

proaches AdSn × Sk, our reconstruction should work equally well for spacetimes that

asymptotically approach AdSn×K, where K is any compact Einstein space. To see this,

note that null geodesics that remain on ∂J(p) will again approach a fixed point on K,

and we can again define our extended cut to be the light-cone cut C(p) together with a

map C(p) → K. The arguments in Section 5.3 then apply to show that the conformal

metric can be reconstructed from the location of these extended cuts. One difference with

Sk is that when we conformally rescale the asymptotic metric, the result will take the

23In practice, from the perspective of the dual field theory, one would probably first want to know
how many extra dimensions the bulk spacetime has. This interesting question was recently addressed in
[153].
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form (5.6) with dΩ2 replaced by the metric on K, which will be singular at the conformal

boundary. This should not be a problem since our arguments only require that each

point on the extended cut defines a unique ingoing null geodesic in the bulk. Since we

know the geodesic starts at a fixed point on K, and the bulk metric reduces to pure AdS

asymptotically when a point on K is held fixed, the geodesic leaves the boundary exactly

as it would in pure AdS. The arguments in Section 5.4 also extend to this case since the

hyperspherical harmonics on Sk can be replaced by the eigenfunctions of the Laplacian

on K which form a complete basis of functions. Scalar fields can be expanded in terms

of these functions, yielding the usual infinite tower of massive Kaluza-Klein modes in

the asymptotic AdS region. Holography requires that there is a operator dual to each of

these modes which we can use in our correlators.

It is natural to ask how quantum or stringy corrections affect our arguments. It

was argued in [83] that bulk-point singularities would still be present when perturbative

1/N or 1/λ corrections to holography are included, but not for finite N or λ. More

recently, the stringy resolution of these singularities has been quantified under some

general assumptions in [148]. Since bulk-point singularities are a key ingredient in our

approach, we note that exact reconstruction of the bulk conformal metric is possible with

perturbative but not finite quantum or stringy corrections.

We close with a few open questions. First, to recover the full bulk metric and not

just the conformal metric, we clearly need a procedure to obtain the conformal factor.

One would like this to be independent of the bulk equations of motion. Second, general

arguments on bulk reconstruction [78] show that one should be able to reconstruct the

higher-dimensional metric on the entire entanglement wedge of the boundary. The light-

cone cut approach to bulk reconstruction only applies to points in the causal wedge, since

they have to be in causal contact with the boundary both to the past and future. Actually,
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not all points in the causal wedge are accessible since momentum must be conserved near

the vertex. This means that points just outside the horizon of an eternal black hole are

excluded since they are causally connected to infinity only through a narrow cone.

To expand the reach of the light-cone cuts, we either need more general ways to obtain

the extended cuts from the dual field theory, or we need to use other methods (perhaps

combined with light-cone cuts). The recent work of [154] relating bulk scattering and

holographic entanglement suggests a plausible direction to connect the light-cone cut ap-

proach to bulk reconstruction with those based on entropic measures, thereby hinting at

a potentially synergistic combination of the two. It is nevertheless important to note that

it is unlikely that the standard holographic entanglement entropy as given by the pre-

scriptions in [32, 36] could on its own be used for higher-dimensional bulk reconstruction.

In a variety of nontrivial examples, it has been shown that these prescriptions applied

to dimensionally-reduced spacetimes give entropies that agree with those obtained by

performing the extremization problem on the full higher-dimensional spacetime, which

suggest that the latter carries no more information about the extra dimensions than

the former does [44]. Intuitively, this is a consequence of the boundary condition that

instructs the higher-dimensional extremal surfaces to wrap uniformly around the com-

pact dimensions asymptotically. However one might be able to generalize these ideas,

perhaps along the lines of [155, 156, 43], to probe the higher-dimensional geometry. If a

suitable boundary interpretation of this generalized entropy is available, one could per-

haps use e.g. some upgraded version of the arguments in [86] to prove uniqueness of the

higher-dimensional metric and potentially come up with an entropy-based reconstruction

strategy.
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Boundary causality violating metrics

in holography

6.1 Introduction

A bulk description of nonperturbative quantum gravity is not yet available. A popular

approach is to consider a path integral over metrics. We investigate some aspects of this

approach. The metric could turn out to be only a low-energy approximation of other

fundamental degrees of freedom. Our results would plausibly still apply, since the issues

we address arise already in metrics with curvature well below the Planck (and string)

scale.

We begin with a Lorentzian formulation of holography, in which one integrates over

asymptotically anti-de Sitter (AdS) spacetimes and matter fields (with certain boundary

conditions) to compute correlation functions in a dual quantum field theory. One often

works in a large N or semiclassical limit and only includes classical supergravity solutions

and small perturbations of them. Classically, spacetimes satisfy the null energy condition
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so the Gao-Wald theorem [157] ensures that the bulk preserves boundary causality. In

other words, the fastest way to send a signal between two observers on the boundary is

via a path that stays on the boundary. No trajectory that enters the bulk can arrive

sooner. Semiclassically, the achronal averaged null energy condition ensures boundary

causality [158]. (A necessary and sufficient geometric condition is given in [159].)

However, in full quantum gravity (finite N), the bulk path integral includes met-

rics that violate boundary causality. That is, two boundary points that are spacelike-

separated on the boundary can nevertheless be timelike-separated with respect to some

bulk metrics. We will see that these boundary causality violating metrics are not “rare”

– they include open sets in the space of metrics. These metrics describe causally well-

behaved bulk geometries – there are no closed timelike curves or any causal pathology.

So there is no reason to exclude them from the bulk path integral. Hence one might

worry that they could contribute to causality violations in the dual field theory, which

would be a problem.

Consider, for example, the commutator of an operator O at two spacelike-separated

boundary points: [O(x),O(y)]. This must vanish identically, but holography says that it

should be given by a bulk path integral over metrics and a matter field ϕ dual to O. If

one computes the commutator [ϕ(p), ϕ(q)] in each metric g, and then follows the standard

limiting procedure of taking p→ x and q → y, one generically expects a nonzero answer

whenever x and y are causally related with respect to g. This is not yet a contradiction:

the integral of this over metrics g weighted by eiSg could still vanish exactly.

However, it is not just one quantity that must integrate to zero. In principle, O can

be any operator in the dual field theory, and the commutator could be multiplied by

any other operator. Their corresponding bulk expressions would all be nonzero in some

metrics g, but their integrals over g must still vanish identically. Since the gravitational
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weighting eiSg and measure are independent of the operator insertions, this seems unlikely.

To resolve this puzzle, we give a prescription for the bulk path integral in which the

boundary commutator is not given by a limit of the naive bulk commutator. In our

approach, the bulk calculation always vanishes when the points are spacelike-separated

on the boundary, despite the presence of boundary causality violating metrics.

We first give some examples of simple metrics which violate boundary causality. We

then review the “differentiate dictionary” and the “extrapolate dictionary” for operators

in holography. After these preliminaries we explain our resolution of this causality puzzle.

6.2 Specific examples

For b ∈ R, consider the family

g(b) = −fb(r) dt2 + fb(r)
−1 dr2 + r2 dΩ2

2. (6.1)

One requires fb(r) ≈ r2/ℓ2 at large r for AdS asymptotics, and fb(0) = 1 and f ′
b(0) = 0

for differentiability at r = 0. We connect this family at b = 0 to AdS4 by setting

f0(r) = r2/ℓ2+1. In pure AdS, two boundary points are null-separated on the boundary

if and only if they are null-separated in the bulk. Hence we explore boundary causality

in (6.1) by comparing to AdS. Restricting to radial null geodesics for convenience, the

boundary-to-boundary crossing time is

t∞ = 2

∫ ∞

0

dr

fb(r)
. (6.2)

Hence (6.1) violates boundary causality if t∞ < tAdS
∞ = πℓ; e.g., fb(r) > f0(r) everywhere

would suffice. In Einstein-Hilbert gravity, (6.1) gives the same action as AdS4 so long
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as limr→∞(fb(r) − f0(r))/r = 0. Setting ℓ = 1, a simple example of this is (6.1) with

fb(r) = r2 + 1 + b r2(1 + r4)−1, which violates boundary causality for b > 0.

These static configurations only contribute to a path integral where the initial and

final surfaces have induced metric dr2/fb(r)+r
2dΩ2

2. One might ask if there exist classical

solutions interpolating between such surfaces. The answer is yes: global AdS gives the

desired induced metric with fb(r) ≥ f0(r) on spacelike surfaces with t = b h(r). For AdS

asymptotics, h must fall off like 1/r2 or faster. As an example, taking h(r) = f0(r)
−1 one

gets fb(r) = f0(r)
3 (f0(r)

2 − 4b2r2)
−1
, defined for b2 < 1.

Alternatively, to match a standard static surface in AdS, one can simply make b

time-dependent near the surface, going to zero on it. More generally, one can match

any given induced metric by making g(b) appropriately time-dependent without affecting

the causality violating region. Furthermore, since the action is a global property of the

spacetime, in this process one can make the action take any desired value, e.g., the same

as pure AdS.

Although we have focused on four-dimensional examples, it is clear that similar ex-

amples exist in all dimensions greater than two. In particular, if x is timelike-related

to y in one metric, it remains timelike-related in any nearby metric. Hence boundary

causality is violated in open sets in the space of metrics.

6.3 Operator dictionaries

AdS/CFT is generally formulated as an equivalence between bulk and boundary par-

tition functions [75, 17]:

Zbulk[ϕ0] = Zbdy[ϕ0]. (6.3)
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Here, Zbdy is defined on some fixed Lorentzian manifold (B, γ), whereas Zbulk path-

integrates over spacetimes (M, g) having (B, γ) as their conformal boundary. The symbol

ϕ0 is a placeholder for all boundary conditions for dynamical fields on the bulk side, and

for sources of operator deformations of the action on the boundary side. To make progress,

most work in the literature studies (6.3) perturbatively in 1/N , where Zbulk is amenable

to a saddlepoint approximation (plus corrections). Here we test one aspect of (6.3) as a

statement of holography in full quantum gravity, i.e., nonperturbatively in 1/N .

To study real-time correlation functions, we assume (6.3) applies in Lorentzian signa-

ture. From the standpoint of the CFT, Zbdy[ϕ0] is a standard field-theoretic generating

functional. Explicitly [17],

Zbdy[ϕ0] =

〈
exp

{
i

∫

B

∑

α

ϕα0 Oα

}〉

bdy

, (6.4)

where ⟨ · ⟩bdy denotes the boundary path integral over CFT fields, and each Oα is a

gauge-invariant operator sourced by ϕα0 . In light of (6.3), the bulk object Zbulk[ϕ0] may

also be regarded as a generating functional of boundary correlators of the form

G ≡ ⟨On(xn) · · · O1(x1)⟩bdy . (6.5)

If G is time-ordered with respect to boundary time, then

G =
1

in
δ

δϕn0 (xn)
· · · δ

δϕ1
0(x1)

Zbulk[ϕ0]

Zbulk[0]

∣∣∣∣
ϕ0=0

. (6.6)

The rationale so far is that of [75, 17], later coined the “differentiate dictionary” in [160].

In practice though, one usually takes a leap and follows the logic of [161, 162] to

argue that a boundary correlator should be nothing but an appropriate limit of bulk
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ones. More specifically, if ϕα is the bulk field dual to Oα and the latter has conformal

dimension ∆α, one may propose 1

G
?∝
∫

Dg eiSg lim
z→0

z∆Σ ⟨ϕn(xn, z) · · ·ϕ1(x1, z)⟩g , (6.7)

where ∆Σ =
∑

α∆α, ⟨ · ⟩g denotes the bulk path integral over quantum fields in a fixed

metric g, and (x, z) are Fefferman-Graham coordinates [152]. (These provide an unam-

biguous asymptotic location for the bulk operators.) Alternatively, one could consider

(6.7) with z → 0 taken outside the integral. While physically both seem like reasonable

proxies for boundary correlators, it is unclear whether they are equal or mathematically

consistent with (6.6).

When gravity is treated semiclassically, these two options do agree. In this case, they

were referred to as the “extrapolate dictionary” in [160], where their consistency with

(6.6) was carefully studied. Their findings established a nontrivial perturbative equiva-

lence between these two dictionaries for self-interacting scalar fields in a fixed background

with Euclidean AdS asymptotics. We deviate from [160] by studying Lorentzian physics

and at a nonperturbative level.

From the standpoint of the CFT, local operators at spacelike boundary separation

commute. In the bulk, there appears to be a problem with the extrapolate dictionary

stemming from the presence of off-shell contributions to the gravitational path integral

that violate boundary causality.

Similar problems arise regardless of when one takes the z → 0 limit, so consider

(6.7) just for definiteness. For a commutator of operators at spacelike separation one has

1Time-ordering has been intentionally not included in the bulk correlator since the notion of time
order in bulk is subtle. This is addressed in the next section.
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⟨[O(x),O(y)]⟩bdy = 0, so (6.7) becomes

∫
Dg eiSg lim

z→0
z2∆ ⟨[ϕ(x, z), ϕ(y, z)]⟩g

?
= 0. (6.8)

Since the commutator vanishes in all metrics that respect boundary causality, the integral

over g can only receive contributions from bulk metrics for which x and y are causally

related. As explained above, these contain open sets of metrics and generically yield

nonzero commutators. However, if the extrapolate dictionary was valid, the integral

would have to vanish. Furthermore, any operator-valued function of the commutator

that vanishes on the boundary when the commutator does should also vanish in the

bulk. So there are infinitely many integrals like (6.8) which should give zero. Since eiSg

and the measure are the same while the integrands change, we do not expect all such

path integrals to be identically zero. It thus appears that the extrapolate dictionary is

inconsistent with boundary causality.

6.4 Resolution

There was a subtlety omitted from the above discussion. With a proper interpretation

of this subtlety, both dictionaries are consistent with boundary causality.

Consider the commutator

⟨[ϕ(p), ϕ(q)]⟩g ≡ ⟨ϕ(p)ϕ(q)⟩g − ⟨ϕ(q)ϕ(p)⟩g , (6.9)

with each term computed via a path integral. Although we have used the bulk notation

⟨ · ⟩g, this also applies to the boundary by replacing (M, g) with (B, γ). Now, the path

integral on the original manifold always computes time-ordered correlators. To compute
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Figure 6.1: Inequivalent timefolds for computing a two-point function for a field ϕ
inserted with different time orderings. Point q is to the future of p, each respectively
lying at times t1 and t2 > t1. The left figure represents the time-ordered correlator
⟨ϕ(q)ϕ(p)⟩, where time-evolution is implemented by U everywhere. The right figure
shows the nontrivial timefold required for the out-of-time-order correlator ⟨ϕ(p)ϕ(q)⟩,
where backwards time-evolution via U† is needed between insertions. Generically,
these give different results.

an out-of-time-order correlator, one needs to manufacture from the original manifold a

timefold as follows. Consider an n-point function for a field ϕ,

⟨ϕ+|ϕ(pn) · · ·ϕ(p2)ϕ(p1)|ϕ−⟩g , (6.10)

where ϕ± are initial and final states on Cauchy surfaces Σ±. Starting at Σ−, one should

use the evolution operator U up to a Cauchy surface containing p1 and insert ϕ(p1). One

should then evolve to p2 for the next insertion. If p2 is to the future of p1, one could just

use U again. However, if p2 is to the past of p1, one should evolve backwards with U †

for the insertion of ϕ(p2). This procedure must be repeated for all n insertions before

finally evolving to Σ+. The whole process produces a timefold, a new zigzagged space-

time implementing the correct ordering of operators (see Fig. 6.1). In the path integral,

backward components receive weighting e−iSg , instead of the usual eiSg on forward ones.

If two points are timelike-related, the commutator is a difference between two cor-

258



Boundary causality violating metrics in holography Chapter 6

relators computed on distinct timefolds, so will be generically nonzero. In the case of

spacelike-separated points, however, the two points can be inserted on the same Cauchy

surface. Hence the same timefold qualifies for a computation of either ordering, yielding

a vanishing commutator. Again, the discussion here applies to both boundary commu-

tators ⟨[O(x),O(y)]⟩bdy and bulk commutators ⟨[ϕ(x, z), ϕ(y, z)]⟩g on a specific metric,

and therefore one has both boundary and bulk timefolds.

In general, the field theory Zbdy is defined on some manifold B, and Zbdy[B, ϕ0]

is the generating functional of time-ordered correlators on B. To compute an out-of-

time-order correlator, one needs to extend Zbdy to an appropriate timefold spacetime F

constructed out of B as described above. Then Zbdy[F , ϕ0] allows one to compute the

desired correlator. The statement of holography in terms of partition functions must

account for this. Hence one has to more explicitly rewrite (6.3) as

Zbulk[F , ϕ0] = Zbdy[F , ϕ0], (6.11)

where Zbulk[F , ϕ0] path-integrates over all metrics with the timefold F as conformal

boundary, and boundary conditions ϕ0 appropriately distributed on F .

We will call the regions of spacetime separated by the creases the “sheets” of the

timefold. For a unitary theory, if x and y are spacelike-separated, ⟨O(y)O(x)⟩ can be

computed on either a trivial timefold (i.e. the original spacetime with no foldings), or

a nontrivial timefold with O(x) on some sheet and O(y) on some other sheet with the

same result. This is just the statement that evolution forward and back – without oper-

ator insertions – is the identity. It is not obvious that the corresponding bulk partition

functions will agree since we do not know (independent of holography) that the gravi-

tational path integral describes unitary evolution. This leads to a potential ambiguity
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in the definition of Zbulk. Since we are trying to understand how a basic property of

the boundary theory follows from the bulk path integral, we have to resolve this ambi-

guity. We adopt a minimal-timefold approach, introducing a fold only when needed to

represent operators at causally-related points where the later operator appears first in

the correlator. When folding minimally, backward evolution just needs to sweep causal

diamonds between insertions at non-time-ordered points (including small neighborhoods

for spacelike creases) 2.

We now show that with the minimal timefold, both the differentiate and extrapolate

dictionaries predict no violation of boundary causality. Consider first the differentiate

dictionary. Equation (6.6) tells us how the time-ordered correlators on the boundary are

computed from the bulk, but we have so far not included out-of-time-order correlators

in this equality. Extending the dictionary to general n-point functions, one has

G =
1

in
δ

δϕn0 (xn)
· · · δ

δϕ1
0(x1)

Zbulk[F , ϕ0]

Zbulk[F , 0]

∣∣∣∣
ϕ0=0

, (6.12)

where F is a minimal boundary timefold constructed so as to order the operator insertions

as given in G (cf. (6.6) when the left-hand side is time-ordered, in which case F is just

B). If x and y are spacelike-separated boundary points, the minimal timefold for a two-

point correlator is trivial. Since this is the same for both terms in the commutator, the

only difference between them is the order in which one takes the derivatives with respect

to ϕ0. Since these derivatives commute, the commutator obviously vanishes. Note that

this is completely independent of whether x and y are causally related with respect to

some bulk metrics. All we use is that the integral over all metrics and matter fields

is some functional of the boundary conditions ϕ0 on a trivial timefold. If x and y are

2We thank Raphael Bousso for pointing out the role of causal diamonds.
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causally related on the boundary, the situation is different. In that case, each term in

the commutator requires a different minimal timefold: a trivial one for the time-ordered

correlator, and a nontrivial one for the out-of-time-order correlator. In the latter, the

source for the earlier operator is moved to the second sheet, so the commutator can be

nonzero.

We now turn to the extrapolate dictionary as in (6.7). For a bulk metric relating x and

y causally, one would expect ⟨ϕ(x, z)ϕ(y, z)⟩g ̸= ⟨ϕ(y, z)ϕ(x, z)⟩g since they are computed

on different bulk timefolds. This nonzero commutator on g is the origin of the causality

puzzle. However, there is a subtlety: The boundary condition on g must be the same as

for the differentiate dictionary. Namely, one must have a trivial boundary timefold when

x and y are spacelike-related on the boundary. If one computes the commutator by a path

integral over fields on the bulk metric g, the causality puzzle is resolved as follows. Recall

that a field path integral on a trivial timefold always gives the time-ordered correlator. So

when the two operators are in the asymptotic region, inside the bulk path integral each

of the two terms in the commutator (6.9) should come with a time-ordering with respect

to g, ⟨T ϕ(x, z)ϕ(y, z)⟩g = ⟨T ϕ(y, z)ϕ(x, z)⟩g, yielding a vanishing commutator. Indeed,

if the two points are timelike-related in the bulk, in the limit z → 0 a non-time-ordered

correlator would require a bulk metric with a nontrivial timefold asymptotically, violating

our boundary condition. In this case, the naive bulk commutator ⟨[ϕ(x, z), ϕ(y, z)]⟩g plays

no role in computing the CFT commutator ⟨[O(x),O(y)]⟩bdy.

Even with no timefold on the boundary, the bulk path integral includes timefolds that

trivialize asymptotically 3. Intuitively, the amount of time that one evolves backward goes

to zero as z → 0. This has no effect on the differentiate dictionary, since derivatives only

3This is related to the fact that the bulk path integral should impose gravitational constraints,
necessitating integration over both positive and negative lapse [163]. We thank Don Marolf for discussion
about this.
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act on the boundary conditions. However, for the extrapolate dictionary, it introduces

an ambiguity in the location of the bulk operators ϕ. If there are different sheets of the

bulk timefold, one has to specify which sheet the operator is on, in addition to giving its

location on the sheet. If we use (6.7) one expects this ambiguity to have no effect since

we take the limit z → 0 for each metric where the timefold becomes trivial.

In contrast, there is a potential problem with taking z → 0 after integration. For any

nonzero z, there are bulk metrics where for timelike-separated points (x, z) and (y, z)

there is a timefold that is trivial asymptotically, but both the time-ordered and out-of-

time-order correlators can be obtained by placing the operators on different sheets 4.

In other words, the bulk contains a timefold that allows a nonzero commutator, but

in the region outside the location of the operators, the timefold decays and completely

disappears at the boundary. Under these conditions, it would appear that the integrand

can be nonzero, and one again is left with the puzzle of why the integral over metrics

vanishes exactly.

However, the above occurs only if we allow bulk operators to change sheets depending

on their ordering in a correlator. Since the choice of sheet is not fixed by the bound-

ary correlator that we are trying to reproduce, one can adopt the rule that one fixes

the ambiguity in the extrapolate dictionary by picking one sheet of a timefold for each

operator independent of the location of the operator in the correlator. With this under-

standing, the integrand remains zero for each g (even before taking z → 0), consistent

with boundary causality.

Finally, we extend the ordering prescription for the bulk path integrand to general

4We are using the fact that since the bulk timefolds do not have to be minimal, a nonzero commutator
can be obtained from a single timefold, by moving the earlier operator from one sheet to another. For
example, on the right-hand side of Fig. 6.1, one can compute the commutator by moving ϕ(p) to the
first sheet.
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n-point functions, allowing for timefolds inside the bulk. This upgrades (6.7) to

G ∝
∫

Dg eiSg lim
z→0

z∆Σ ⟨Pϕn(xn, z) · · ·ϕ1(x1, z)⟩g (6.13)

and analogously if z → 0 is taken after integration. Here g is restricted to metrics that

asymptote to the minimal boundary timefold required to order the field theory correlator

correctly and P is the ordering operator enforced by the field path integral on g, which

reduces to the time-ordering operator T when g is a trivial timefold (cf. the order followed

by the arrows in Fig. 6.1).

6.5 Discussion

We have explored whether boundary causality violating metrics in the bulk path

integral can lead to possible violations of causality in the dual field theory. We showed

that the answer is no, if we choose the minimal timefold on the boundary. This follows

from both the differentiate dictionary as given in (6.12) and the extrapolate dictionary

in the form (6.7). It also applies to the latter if one integrates first, with a suitable rule

for how to place operators on bulk timefolds that are trivial at the boundary. The basic

reason for this is that a nonzero commutator for two asymptotic bulk operators requires

a bulk timefold that is nontrivial at infinity, but the minimal timefold for two spacelike-

separated points on the boundary is trivial. So the bulk dual of the commutator of two

field theory operators at spacelike-separated points vanishes, and is not the limit of the

naive bulk commutator.

The bulk dual of the commutator of two stress energy tensors on the boundary does

not involve bulk matter fields. Nevertheless our argument using the differentiate dictio-
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nary still applies. Since the boundary metric is the source for the stress tensor, one should

compute the path integral over bulk geometries with a general boundary metric. One

then functionally varies the boundary metric at the location of the stress tensors. If they

are spacelike-related, there is no timefold on the boundary and hence the commutator

vanishes. (There is an issue with even defining the extrapolate dictionary nonperturba-

tively in this case arising from the apparent need to split the metric degrees of freedom

into background and fluctuations.) Our argument also applies to fermionic operators

which anticommute at spacelike separations. For the differentiate dictionary, the sign

difference comes from the sources for these operators being also fermionic, which makes

their variations anticommute.

As explained, off-shell boundary causality violating metrics do not pose a problem to

microcausality of the field theory – local operators still commute at spacelike separation.

Nonetheless, such metrics do contribute to general field theory correlators. It would be

interesting to understand what, if any, are the implications of this quantum gravity effect.

We do not believe there are examples of holography in which a bulk classical solution

violates boundary causality, but if there are, the boundary theory would have to be either

acausal or non-unitary.

Besides microcausality, there are other properties the field theory is expected to have,

which in general impose further constraints on the bulk state classically and semiclassi-

cally. For example, the invariance of von Neumann entropy under unitary transforma-

tions requires that the causal wedge be inside the entanglement wedge [95, 80]. (This is

stronger than and implies boundary causality [158].) Another requirement states that,

for two causally-related bulk points, boundary regions encoding each of them cannot be

totally spacelike [164]. (This extends our discussion from local operators to operators

supported in subregions.) As in our discussion, in a nonperturbative gravitational path
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integral there will be configurations violating this. It would be interesting to understand

how the bulk path integral preserves these properties.
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Factorization
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Chapter 7

A tale of two saddles

7.1 Introduction

The contributions of Euclidean wormhole saddles to gravitational systems have been

as puzzling as they have been illuminating (see e.g. [165, 166, 167, 168, 169, 24, 49, 50,

170, 171, 172, 173, 174, 175, 176]). On the one hand, in the gravitational replica trick

for the von Neumann entropy [35, 37, 49, 50] these wormholes provide an explanation for

the quantum extremal surface (QES) formula [38], and consequently for the consistency

of semiclassical black hole evaporation with unitarity [47, 48]. On the other hand, the

presence of wormholes gives rise to an apparent lack of factorization that raises questions

about whether a low-energy description of gravity can be contained in a single theory or

must be emergent from an ensemble [165, 166, 167, 169, 24, 170, 173, 172, 174, 177, 171,

122, 178, 179, 180, 181, 182, 183, 184, 185, 186, 187, 188, 189, 190].

Given the crucial role these wormholes play in ensuring unitarity, are there other

quantities aside from measures of entropy to which wormholes contribute in the semiclas-

sical regime? This seems likely: we might expect that the imprint of such an important
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aspect of gravity would be detectable with more general and simpler observables than

entropies. The most fundamental such object in an investigation into the basic import

of non-factorizing Euclidean geometries is the generating functional.

How, then, does the factorization problem manifest at the level of the generating

functional? An answer to this question would go significantly further in resolving the

puzzles raised by the inclusion of replica wormholes in the gravitational path integral

than the study of any one individual quantity, be it entropy or any other observable.

This query was initially raised in the context of gravity in [51], which found signif-

icant modifications to the behavior of the generating functional of Jackiw-Teitelboim

(JT) gravity (at nonperturbatively low temperatures) depending on whether connected

topologies were permitted to contribute. In fact, in the absence of replica wormholes

the generating functional gives rise to a negative entropy at low temperature, while the

inclusion of wormholes in a nonperturbative completion of JT does in fact give rise to

a positive thermodynamic entropy all the way to zero temperature [191, 192, 193, 194,

195, 196, 197, 198, 199].

However, these advances offer limited insight in the quest towards an understanding

of the role of non-factorization in the emergence of semiclassical gravity. First, the results

of [191, 192, 193, 194, 195, 196, 197, 198, 199] are highly nonperturbative and thus do

not shed light on the nature and behavior of observables in the semiclassical regime.

Second, in working with pure JT gravity, we restrict to a theory which is known to

feature ensemble averaging, rendering the factorization problem less mysterious than in

theories where there is no obvious ensemble. In particular, we would like to understand

replica wormholes in higher-dimensional theories of gravity.

In the semiclassical regime, the contribution of replica wormholes to the generating

functional can be tractably investigated using a replica trick. This replica trick differs
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substantially from the more familiar one for the von Neumann entropy, so we now briefly

review it. In a theory of gravity with Euclidean action I defined by a boundary geometry

or conformal geometry (B, h) (e.g. this may be an asymptotically AdS boundary), we

schematically denote the gravitational path integral by

P(B) =
∑

M

∫
DgDψ e−I[g,ψ], (7.1)

where the sum is over manifolds M of different topologies with boundary B, the inte-

gral is over metrics g on M inducing (B, h) on their boundary, and ψ represents any

additional matter fields1. The aforementioned factorization puzzle arises from noting

that the contribution of different topologies to P(B) implies that P(Bn) ̸= P(B)n, and

hence P(B) cannot be interpreted as the partition function Z(B) of a standard quan-

tum system on B, which would factorize on Bn. Instead, this observation suggests an

interpretation of P(B) as some coarse-graining (possibly an averaging) over quantum

mechanical partition functions defined by B:2

P(B) = Z(B). (7.2)

It prima facie appears that we are simply out of luck in any attempt to directly infer

the implications of replica wormholes on the generating functional: a näıve semiclassical

computation of the generating functional would just correspond to taking lnP(B) =

lnZ(B); the gravitational path integral here involves only a single boundary and thus no

Euclidean wormholes can be included.

1If matter fields are present, their boundary values should also be fixed.
2We will be agnostic on the precise protocol that produces Z(B) from Z(B), though in certain special

cases (such as pure JT gravity) it can be understood precisely; see e.g. [122, 183, 185, 184, 200, 180, 201,
202, 203, 198, 204, 205, 190] for a number of possible interpretations in more general contexts.
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However, lnZ(B) admits an alternative calculation via a replica trick:

lnZ(B) = lim
m→0

1

m
(Z(Bm)− 1) , (7.3)

where Bm is the union of m copies of the boundary B. The advantage of this rewriting is

that it immediately reveals an alternative semiclassical calculation in which replica worm-

holes could contribute to the generating functional: using (7.2), an “overline” of (7.3)

gives

lnZ(B) = lim
m→0

1

m
(P(Bm)− 1) . (7.4)

While at the fine-grained quantum mechanical level the replica trick (7.3) for lnZ(B) is no

different from the direct calculation thereof, the calculations of lnZ(B) and lnZ(B) from

the gravitational path integral do not necessarily agree. This discrepancy is easiest to see

in the context where P(B) actually computes an ensemble average: in that case, lnZ(B)

– the so-called annealed generating functional, which we shall denote by ΓA – allows the

parameters of the ensemble to equilibrate with the dynamical fields, whereas lnZ(B) –

the quenched generating functional ΓQ – freezes the ensemble in each computation of

the generating functional before averaging. Since the parameters in such an ensemble

interpretation (to which we do not necessarily subscribe) are distinguished by the fact

that they are not dynamical, it is clearly the latter that is of physical relevance, and hence

the question of whether Euclidean wormholes contribute to the semiclassical generating

functional amounts to whether saddles with connected topologies exist and dominate

over their disconnected counterparts in the m→ 0 limit above.

This is what motivates our work in this paper: we look for replica wormholes that

dominate over the disconnected topology in a (strictly classical) saddle-point approxima-

tion. The natural starting point is the gravitational replica trick technique of Lewkowycz
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and Maldacena (LM) [35], which can be applied to explore the analytic continuation to

small m in the replica trick (7.4) for the generating functional. Recall that in a saddle-

point approximation for P(Bm), this technique considers on-shell geometries (Mm, gm)

with a Zm symmetry. Quotienting by this symmetry produces a single-boundary “quo-

tient” geometry (M̂m, ĝm) containing a (not necessarily connected) codimension-two con-

ical defect with opening angle 2π/m. This is analytically continued in m away from the

integers (while still imposing the equations of motion), giving an on-shell action Îm which

can be used to approximate the path integral: P(Bm) ≈ e−mÎm . To compute, say, the

von Neumann entropy, the limit m→ 1 is then taken in the corresponding replica trick;

working perturbatively about the m = 1 geometry then recovers the QES formula.

In the present context, the appropriate limit is m→ 0, which introduces a number of

subtleties not present in the computation of the von Neumann or Rényi entropies [35, 206]

(in which case m is a positive integer). First, as a consequence of the divergent conical

surplus in the m → 0 limit, there appears to be no m = 0 geometry about which we

can work perturbatively. Second, in contrast with the entropy replica trick, standard

examples of the quenched generating functional (e.g. spin glasses) often require replica

symmetry breaking (RSB). We may therefore expect the need for incorporating RSB

when evaluating the replica trick (7.4) in semiclassical gravity. We will anticipate this and

include an algorithmic way of breaking replica symmetry into our protocol for computing

ΓQ; indeed, this will prove to be necessary in the examples discussed below.

Our prescription for computing ΓQ from the gravitational replica trick is presented

in Section 7.2. In short, the procedure consists of two steps:

1. First, we break replica symmetry by allowing for partially connected wormholes

where them boundaries cluster intom1-boundary wormholes, withm1 some divisor

of m, as shown in Figure 7.1. These wormholes have symmetry group (Zm1)
m/m1 ×
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Figure 7.1: An illustration of the kinds of replica symmetry-breaking wormholes we
allow in our analysis of the replica trick (7.4). Here m = 12 and m1 = 4.

Sm/m1 , which naturally interpolates between the Sm symmetry of the fully-dis-

connected phase and the Zm one of the fully-connected wormhole. Quotienting

by this symmetry group gives a single-boundary geometry with conical defects of

opening angle 2π/m1.

2. We then analytically continue m and m1 away from the integers and use (7.4) to

obtain a formula for the quenched generating functional:

ΓQ ≡ lnZ ≈ − min
m1∈[0,1]

Îm1 . (7.5)

In practice, evaluating the action Îm1 in order to compute ΓQ requires solving for the

quotient metric ĝm explicitly. In general theories of gravity this is a difficult task, but

it is simplified substantially in two-dimensional models. Consequently, in exploring the

contributions of replica wormholes to ΓQ we focus our attention on JT gravity and JT

gravity coupled to matter, in which ĝm describes a two-dimensional geometry of constant

negative curvature and hence the geometric degrees of freedom are simply the moduli in

the space of such geometries. In the quotient geometry, these moduli reduce to a single

degree of freedom that determines the proper distance D between the conical defects.

This simplification makes an explicit construction of the quotient geometry tractable,

and in Section 7.3 we discuss two methods of constructing it: we obtain ĝm either by
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patching together appropriate regions of the Poincaré disk, or by solving the Liouville

equation in the presence of defects. The former method is very explicit, while the latter

is more akin to how we would need to proceed to obtain ĝm in higher dimensions.

With the quotient geometry constructed, we can then compute the quotient action Îm

in our specific models, which involves solving the equation of motion for the “boundary

degree of freedom” (i.e. the Schwarzian mode). This procedure is most straightforward

in pure JT, but as is well-known, Euclidean wormholes do not exist as saddles in pure

JT due to the tendency of the modulus D to “pinch off” the wormhole throats. Never-

theless, it is possible to investigate the behavior of off-shell “constrained” wormholes in

which D is fixed by hand; we perform this investigation in Section 7.4 as an illustrative

example that highlights the rather complicated structure of Îm at m < 1. In particular,

the continuation of Îm to complex m is an infinitely-sheeted Riemann surface, and the

equations of motion are crucial for determining which of these sheets gives the correct

answer for Îm.

In order to stabilize the modulus D to get genuinely classical wormholes, however,

we need to support them by coupling JT to some matter. In Section 7.5 we therefore

couple JT to a massless scalar field and construct the resulting action Îm. In order

for the matter field to exhibit a nontrivial stress tensor – as is necessary to stabilize

the wormholes – we turn on boundary sources for the matter field; these sources break

the U(1) Euclidean time-translation symmetry, so the states that we consider are not

thermal states. Nevertheless, the parameter β that sets the length of the Euclidean time

circle (i.e. the “inverse temperature”) is a tunable boundary condition, and we find that at

sufficiently small β−1 relative to the strength of our sources the matter is able to support

classical wormholes. In particular, these wormholes exist for m < 1. Moreover, these new

saddles have smaller action than the disconnected saddle that contributes to ΓA, which
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immediately suggests that the quenched generating functional of JT gravity coupled to

classical matter has a phase in which it is dominated by replica wormholes. The inclusion

of these wormholes results in quantitatively and qualitatively different behavior of the

quenched generating functional ΓQ from its annealed counterpart ΓA.

Of course, whether or not these new saddles genuinely contribute to the quenched

generating functional depends on their stability properties under a given definition of the

path integral. We find that while the disconnected saddle is stable against all Euclidean

perturbations, the new connected saddles at m < 1 (with lower action) are not: they

are stable when restricted to perturbations that admit a particular analytic continuation

to (real) Lorentzian time, but unstable to arbitrary Euclidean perturbations. Hence in

a purely Euclidean treatment that forgets about the Lorentzian origins of the theory,

the quenched generating functional appears to reproduce its annealed version; but in a

treatment that imposes a real Lorentzian section (or perhaps that rotates the contour of

integration in the path integral to an appropriately “Lorentzian” one), the quenched and

annealed generating functionals may differ at low temperatures. In fact, these statements

appear to be robust under quantum corrections: in Section 7.6, we compute quantum

corrections to the matter action perturbatively around m = 1 and find that for m < 1

these quantum corrections exhibit a stabilizing effect on the wormholes. This is to be

contrasted with the situation form > 1, where a Casimir effect actually has a destabilizing

influence [207, 208, 209].

These observations naturally prompt questions of how to determine what the “right”

saddles to include in the quenched generating functional are; while we do not answer this

question, we discuss some interesting facets and avenues of exploration in Section 7.7.
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7.2 The Replica Trick for the Generating Functional

Under the interpretation (7.2) of the gravitational path integral P(Bm), the replica

trick (7.4) is a trivial identity; its nontrivial content arises from how P(Bm), which is

only well-defined for integer m, is to be continued in m to a neighborhood of m = 0.

In general this analytic continuation is not unique and must be treated carefully. For

instance, if P(Bm) exhibits appropriate behavior in the right-half complexm plane, Carl-

son’s theorem can be used to ensure a unique analytic continuation; or if the “ensemble

average” genuinely corresponds to an average over an appropriate distribution of par-

tition functions, one could try to use Carleman’s condition in a similar way. However,

these approaches are often insufficient to provide a unique continuation to m = 0; see

e.g. [186] for a discussion of some of the difficulties involved.

Instead, a fruitful approach is to work in a saddle-point approximation wherein the

path integral P(Bm) is dominated by a single geometry obeying the saddle-point equa-

tions: that is, the classical equations of motion. By continuing the equations of motion to

non-integer m in a controlled way, one obtains a unique analytic continuation of P(Bm)

to non-integer m which typically captures the correct physics. In condensed matter con-

texts, the replica trick has been used in this way for decades; see e.g. [210]. In the

gravitational context, this analytic continuation of the equations of motion amounts to

the Lewkowycz-Maldacena (LM) construction for computing the von Neumann entropy

gravitationally [35] with some important differences that we now describe.

7.2.1 The Saddle-Point Approximation

Let us review the gravitational replica trick of LM, but adapted to (7.4) rather than

to the von Neumann entropy. The calculation is done in a saddle-point approximation,
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where the path integral P(B) is approximated by the on-shell action of a classical solution:

P(B) ≈ e−I[g
clas], (7.6)

where gclas solves the classical equations of motion (and we have suppressed any matter

fields ψ – they are treated classically in the same way as gravity, or semiclassically by

including the one-loop effective matter action to the above). Now, when B consists of

several disconnected regions, as in the replica trick (7.4), we should consider all possible

topologies of bulk manifold M and find the configuration with smallest action. In the

case of P(Bm), the m boundaries exhibit an Sm permutation symmetry. A common as-

sumption is that the on-shell bulk solution that approximates P(Bm) is highly symmetric

as well. We will review the construction of the gravitational replica with this in mind

and leave all discussion of further replica symmetry breaking – which is crucial for our

construction – to the subsequent section.

Let us first consider the maximally symmetric saddles, which are the disconnected

solutions. In these saddles, the bulk manifold M consists of m disconnected pieces that

“fill in” each boundary B. In this case the on-shell action is just mI[gm=1], where gm=1

is the on-shell metric defined by a single boundary. The analytic continuation in m is

then trivial, and gives a contribution to the quenched generating functional of

ΓQ ≡ lnZ ⊃ −I[gm=1] = lnZ ≡ ΓA, (7.7)

where we identify the average of the partition function as Z ≈ e−I[gm=1]. This contribution

is just the annealed generating functional, and is the standard way of computing e.g. free

energies in gravitational theories.

The second type of saddle that is typically considered in this context is the wormhole
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solution that connects various copies of B in an arrangement exhibiting a Zm symmetry,

as shown in the left diagram of Figure 7.2. Denoting the metric on the fully-connected

manifold as gm, the on-shell action is simply I[gm]. In order to continue this on-shell

action away from integer m, the wormhole geometry is quotiented by the Zm symmetry,

yielding a quotient manifold M̂m with metric ĝm; the codimension-two surfaces of fixed

points of the Zm isometry in the full geometry become conical defects in (M̂m, ĝm) with

opening angle 2π/m. All m-dependence appears only in the opening angle about these

defects, and som can be sensibly continued away from the integers while still imposing the

equations of motion. Note that ĝm does not solve the equations of motion obtained from

the action I[g] at the defects; one can either impose the equations of motion everywhere

away from the defects, or modify the action by the contribution of a cosmic brane with

tension proportional to 1−1/m sourcing the defects, as in [206]. Either way, the resulting

contribution to the quenched generating functional from this replica-symmetric saddle

would be

ΓQ ⊃ lim
m→0

1

m

(
e−mI[ĝm] − 1

)
= − lim

m→0
Îm, (7.8)

where we have introduced the shorthand notation Îm ≡ I[ĝm]. Note that we have left

the m→ 0 limit explicit because it is not clear whether ĝ0 is a well-defined geometry. In

particular, while for m > 1 the conical defect is an angular deficit, for m < 1 the defect

is an excess, and in fact as m→ 0 the excess angle becomes arbitrarily large3.

The contribution (7.8) to ΓQ captures the effect of replica wormholes in the path

integral. If this contribution is subdominant to the conventional one (7.7) from the

disconnected topology, then ΓQ simply reproduces the annealed calculationΓA. But if

wormholes dominate over the disconnected contribution,ΓQ and ΓA may differ substan-

3From the cosmological brane point of view, for m > 1 the brane tension Tm ∝ (1− 1/m) is positive,
making it gravitationally attractive; for m < 1 the brane tension is negative, making it gravitationally
repulsive.
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b
b

b b

Zm quotient

Figure 7.2: The LM construction used to obtain the analytic continuation in m for the
replica trick (7.4). Upon quotienting by Zm, the two black lines in the left diagram
are stitched together at the branch cut in the right diagram.

tially.

It is worth remarking on the differences between this procedure and the analogous one

for the von Neumann entropy. The first difference is clearly the number of replicas: in

the derivation of the RT/HRT formula for von Neumann entropy [32, 36], one ultimately

takes the m → 1 limit of Rényi entropies. This limit allows us to work perturbatively

around the “original geometry” m = 1 to derive a formula for the von Neumann entropy

that does not require an explicit construction of the quotient geometry ĝm. On the

other hand, our m → 0 limit for ΓQ genuinely requires a computation ĝm well away

from m = 1. This is more akin to the gravitational computation of Rényi entropies [206],

which requires one to compute Îm at integer m > 1. The second difference is that in

computations of von Neumann (or Rényi) entropies in gravitational theories, correlations

in the boundary conditions of the gravitational path integral render the symmetry group

of the boundary to be Zm (e.g. in the derivation of the RT formula, B consists of an m-

sheeted branched cover whose branch points correspond to the entangling surface). Hence

it is quite natural to take the infilling bulk solution to share this Zm symmetry as well.

On the other hand, in the replica trick (7.4), the boundary Bm consists of m completely

disconnected pieces with symmetry group Sm. This symmetry is broken to Zm by the

wormhole. In general we expect that connected geometries that preserve the full Sm

symmetry of the boundary do not exist, so in this sense we may think of the wormhole as
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Figure 7.3: An illustration of our replica symmetry-breaking wormholes; here m = 12
and m1 = 4, giving a wormhole with m/m1 = 3 connected components.

a kind of mild form of replica symmetry breaking (RSB). But if some amount of breaking

the Sm of the boundaries is inherent to the wormholes, it is natural to wonder whether

we can proceed further by generalizing this breaking in a controlled way. Indeed it can,

and incorporating such RSB will be crucial to our later analysis. We now briefly discuss

a form of “one-step gravitational RSB” motivated by the structure of the Parisi ansatz

for spin glasses [210].

7.2.2 Replica Symmetry Breaking

The one-step RSB procedure that we define incorporates wormholes that are not

maximally connected4. For a given integer m, we take m1 to be a positive integer that

dividesm. We then consider wormholes that connect them boundaries into groups ofm1,

as illustrated in Figure 7.3 for the case m = 12, m1 = 4. Hence m1 is a parameter that

encodes various possible wormhole topologies, and so we should ultimately minimize the

action with respect to it to find the dominant contribution.

The bulk geometry consists of m/m1 disconnected pieces. Assuming that each of

these pieces has the same Zm1 symmetry discussed above, the symmetry group of the

bulk geometry is (Zm1)
m/m1×Sm/m1 , with the Sm/m1 factor corresponding to the freedom

4The contributions of various topologies of off-shell wormholes to gravitational computations of von
Neumann entropy were considered in e.g. [50].
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to permute the disconnected pieces amongst each other. We may quotient the geometry

by this symmetry to conclude that the total on-shell action is mÎm1 . We may now

analytically continue m away from the integers. Because m1 was constrained to be a

divisor of m, continuing in m naturally leads us to continue in m1 as well. However,

since m1 was constrained to range between one and m, we preserve this constraint even

after the analytic continuation: that is, we take m1 to be an arbitrary real number in the

range m1 ∈ [1,m]. Hence for arbitrary m, the path integral is approximated by

P(Bm) ≈ max
m1∈[1,m]

e−mÎm1 , (7.9)

and hence the replica trick (7.4) gives

ΓQ ≈ − min
m1∈[0,1]

Îm1 . (7.10)

Note that in taking the limit m → 0, we have maintained the constraint that m1 ∈

[1,m] → [0, 1]. If the minimization is achieved by m1 = 1, then ΓQ coincides with the

annealed result ΓA in (7.7); if the minimization is achieved by m1 = 0 (or perhaps more

carefully, in the limit m1 → 0), then we recover the quenched generating functional (7.8)

obtained from the completely connected wormholes. We interpret any other value of m1

as breaking replica symmetry.

Some comments are in order. First, though this procedure seems ad hoc (in particular,

the analytic continuation of m1 and its restriction to lie in the interval [1,m] even after

continuing m to zero), it is precisely analogous to one-step RSB in spin glasses. As with

most instances of the replica trick, ultimately we should interpret (7.10) as a prescription

for computing the quenched generating functional, rather than as a derivation. Its valid-

ity can only be determined on physical grounds. Second, values of m1 different from m
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actually correspond to a larger symmetry group than that of the fully-connected worm-

hole m1 = m, so what we are calling “replica symmetry breaking” can really be thought

of as a “symmetry enhancement” relative to the fully-connected wormhole. Regardless,

any value of m1 different from 1 still corresponds to a breaking of the Sm symmetry of the

boundaries. Finally, there is a potential subtlety: the action functional could formally

change signs for sufficiently small m. In that situation, presumably we would need to

maximize the action instead of minimizing it. This type of behavior is characteristic of

spin glasses, where the number of degrees of freedom formally becomes negative in the

m→ 0 limit5. Whether or not an analogous change of sign happens in the gravitational

contexts we are considering will presumably depend on the details of the gravitational

theory. At least for the theories we will consider later in this paper, this phenomenon

does not happen and we expect to need to minimize over m1.

As a final note, in many cases of interest one takes B to have topology Σ × S1,

where the circle S1 has length β. If all boundary sources exhibit a U(1) symmetry

corresponding to translations around the S1, Z(B) can be interpreted as a canonical

partition function at inverse temperature β, and the quenched generating functional is

related to the quenched free energy:

FQ ≡ −β−1ΓQ. (7.11)

However, in later sections we will consider boundary sources that break the U(1) isometry

5More precisely, in a spin glass the degrees of freedom the action is to be extremized over are the
off-diagonal components of an m×m correlation matrix qαβ encoding correlations between replicas. The
action takes the form of a sum over the components of qαβ , and the number of off-diagonal components
is m(m − 1)/2. When analytically continuing in m, one sets the off-diagonal components of qαβ to all
be equal to some q, giving the action an explicit overall factor of m(m− 1)/2, which becomes negative
when m < 1. Due to this change in the overall sign of the action, the physical minimization of the action
with respect to the individual components of qαβ corresponds to the maximization of the action with
respect to the degree of freedom q in the replica ansatz once m is taken less than one.
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of the boundary thermal circle. In such a case FQ no longer has an interpretation as the

free energy of a thermal state, and for this reason we restrict our investigation to the

generating functional ΓQ.

7.3 The Quotient Geometry in Two Dimensions

In certain two-dimensional asymptotically (nearly) AdS models of gravity like JT,

the geometry has constant negative curvature. Moreover, in a classical (or semiclasscal)

limit, contributions from higher genera are suppressed. These simplfications render the

construction of the quotient geometry (M̂m, ĝm) quite tractable, and we now describe

it in this context. In later sections we will rely on this construction to investigate the

behavior of the m → 0 limit invoked in the computation of the quenched generating

functional in pure JT gravity and in JT gravity coupled to matter.

It will be useful to describe two different ways of obtaining the quotient geometry.

The first exploits the fact that since ĝm has constant negative curvature, it is locally

AdS2; hence ĝm can be constructed by stitching together appropriate regions of exact

AdS2, i.e. patches of the Poincaré disk. This approach has the advantage of giving an

exact and explicit form of ĝm, but at the cost of requiring more than one coordinate

chart to cover the entire quotient manifold. On the other hand, the second approach

is analogous to the procedure in higher dimensions: we solve the equations of motion

directly. In this case we are only able to obtain an approximate solution for ĝm, but we

are able to cover the entire quotient manifold with just one coordinate chart. As we will

see, the two constructions are useful in different contexts.
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M̂
(2)
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D
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2π
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α

D
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×2

Figure 7.4: In two dimensions, the quotient space (M̂m, ĝm), shown left, can be
mapped to the unit disk in the complex plane with two conical defects on the real axis
separated by a proper distance D. The imaginary axis is a geodesic γ about which
the geometry exhibits a reflection symmetry. Quotienting by this symmetry gives the

geometry M̂
(2)
m which contains only a single defect; it corresponds to a portion of the

Poincaré disk with a single defect bounded by a geodesic γ, shown center. Unwrap-

ping the defect by cutting along the jagged line turns M̂
(2)
m into a subregion of the

Poincaré disk (with no defect), shown right. The geodesic γ consists of two segments
traversing an angle α, related to D by (7.14).

7.3.1 Patchwise Construction

In two dimensions, the quotient manifold has the topology of a disk with two conical

defects. Per the replica trick, the locations of these defects in the geometry should be

fixed dynamically. However, all but one degree of freedom in the locations of the defects

can be gauge-fixed: if we think of M̂m as a subset of the complex plane with the disk

topology, the automorphisms of M̂m can be used to fix three (real) degrees of freedom in

the locations of the defects. It is convenient to thus take M̂m to be the unit disk in the

complex plane and to place the defects on the real axis symmetrically about the origin,

leaving the proper distance D between them as the single dynamical degree of freedom,

as shown on the left of Figure 7.4. Note that in this construction, the imaginary axis

corresponds to a geodesic γ about which the quotient geometry exhibits a Z2 reflection

symmetry. There is an additional Z2 reflection symmetry about the real axis, so we

expect the quotient geometry to exhibit a Z2 × Z2 symmetry.

Due to the reflection symmetry across γ, we may construct the quotient geometry
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by stitching together the left and right halves of the disk along γ; each of these halves

corresponds to a geometry (M̂
(2)
m , ĝ

(2)
m ) that contains only a single conical defect and is

bounded by a geodesic, as shown in the middle of Figure 7.4. This geometry is simply

a portion of the Poincaré disk with a defect. We can then “unwrap” the defect by

cutting M̂
(2)
m along the indicated jagged line, ending up with the wedge-shaped region of

the Poincaré disk (with no defect) shown at right in Figure 7.46. Concretely, in complex

coordinates in which the metric on the Poincaré disk takes the form

ds2 =
4 dz dz̄

(1− zz̄)2
, (7.12)

the two jagged lines are the rays Arg(z) = ±π/m, which are to be identified. Likewise,

the geodesic γ consists of two segments of the circles defined by

∣∣z − e±iπ/m secα
∣∣ = tanα, (7.13)

with α a parameter that sets the size of these circles, related to the proper distance D

between the defects as

sinα = sech(D/2). (7.14)

Note that for m > 2, this construction implies that D is bounded from below: in order

for the geodesics that define γ to neither intersect one another nor exclude the origin, we

6An alternative way of deriving this construction is to switch the order of the quotients: start with the
original m-boundary geometry (Mm, gm) for integer m and first quotient by the Z2 symmetry that maps
the two fixed points of the replica symmetry to one another. The resulting geometry is the Poincaré disk
with m geodesic boundaries corresponding to the fixed points of the Z2, identical to the left diagram of

Figure D.3 in the Appendix. Then quotienting by Zm immediately gives M̂
(2)
m in the form of the wedge

shown at right of Figure 7.4.
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must have

0 < α < min
{π
2
,
π

m

}
. (7.15)

So the minimum proper distance between the defects is Dmin = 2arcsech(sin(π/m))

when m > 2. More intuitively, for m > 2 the mass of the defect in the middle diagram of

Figure 7.4 becomes sufficiently large that even when the geodesic γ orbits once around

it, it is only able to reach a closest approach distance of Dmin/2; achieving D < Dmin

would require γ to self-intersect.

It is worth noting that there is a qualitative difference in this construction be-

tween m ≥ 1 and m < 1: for m ≥ 1, the opening angle 2π/m about the conical

defects is less than (or equal to) 2π, so M̂
(2)
m really is a subregion of the Poincaré disk,

as shown in the left diagram of Figure 7.5. On the other hand, for m < 1 the opening

angle 2π/m is greater than 2π, so we must instead interpret M̂
(2)
m as being a subregion

of a covering of the Poincaré disk – in terms of the standard angular coordinate θ on the

disk defined by z = reiθ, we no longer identify θ with θ + 2π. This turns the disk into a

Riemann surface with infinitely many sheets, as shown in the right diagram of Figure 7.5.

In particular, M̂
(2)
m includes arbitrarily many sheets of this Riemann surface as m→ 0.

The upshot is that this patchwise construction of (M̂m, ĝm) is very convenient in

models that can be reduced to local boundary dynamics. In such cases we can use the

near-boundary behavior of ĝ
(2)
m to construct a local boundary action, and then simply

impose appropriate boundary conditions at the (boundaries of the) geodesic γ at which

the two copies of M̂
(2)
m are stitched together. We will use such a construction in Section 7.4

to study pure JT, as well as in Appendix D.4 to study a model of JT coupled to end-of-

the-world branes.

However, in models that cannot be reduced to local boundary dynamics, as in the
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Figure 7.5: For m ≥ 1, the opening angle about the conical defects is smaller than 2π,

so the manifold M̂
(2)
m used in the construction of the quotion geometry consists of the

wedge-shaped subregion of the Poincaré disk shown at left (with the dot-dashed lines
identified). But for m < 1, the opening angle about the defect is greater than 2π,

so to construct M̂
(2)
m we must “unwrap” the disk into an infinitely-sheeted Riemann

surface. M̂
(2)
m is then a subregion of this Riemann surface, shown at right.

case of JT coupled to a massless scalar that we study in Section 7.5, the need to impose

nontrivial boundary conditions everywhere along the stitching geodesic γ makes this

patchwise construction less useful. For such cases, it is instead desirable to construct the

quotient geometry M̂m in a single coordinate chart. We turn to such a construction next.

7.3.2 Liouville Construction

To construct the quotient geometry in a single coordinate chart, we take M̂m to be a

subregion Ω of the complex plane with disk topology, with two points z1, z2 chosen to be

the locations of the conical defects. As remarked above, there is ample gauge freedom in

these choices which we must fix. In particular, we are free to conformally map Ω to any

other region of the complex plane with disk topology, as well as to change the locations

of z1 and z2 using automorphisms of Ω. Since such automorphisms contain three real

degrees of freedom, the choice of Ω, z1, and z2 contains only a single real physical degree

of freedom. For instance, as in the left diagram of Figure 7.4 we could take Ω to be the

unit disk and set z1 = −a, z2 = a with a ∈ (0, 1) the physical modulus that controls
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Figure 7.6: The elliptical domain used in constructing the quotient geometry (left)
and the rectangle to which we map it (right); the marked points are the locations of
the defects, placed at the foci z = ±1 of the ellipse. The rectangle can be extended
to an infinite strip (dashed lines) containing infinitely many images of these defects.

the proper distance between the defects. For our purposes, it is instead convenient to

take Ω to be the interior of an ellipse with eccentricity ϵ with foci at z = ±1 and to

place z1 and z2 at these foci, as shown in the left diagram of Figure 7.6. In this case the

physical degree of freedom is ϵ ∈ (0, 1), with ϵ near 0 and 1 corresponding to the defects

being close together and far apart, respectively. Also note that this choice of Ω naturally

manifests the expected Z2×Z2 symmetry of the quotient geometry through the reflection

symmetries across the principal axes of the ellipse.

The advantage of this choice of Ω is that it can easily be mapped to a coordinate

rectangle by converting to elliptic coordinates (ξ, ϕ) through

z = coshu, u ≡ ξ + iϕ. (7.16)

In the original z plane, curves of constant ξ correspond to confocal ellipses of eccen-

tricity sech ξ with foci at z = ±1, while curves of constant ϕ correspond to confocal

hyperbolae with foci at z = ±1. Hence the ellipse Ω is mapped to the rectangular re-

gion ϕ ∈ [0, 2π), ξ ∈ [0, arcsech ϵ) and the defects are mapped to u = 0 and iπ, as shown
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in the right diagram of Figure 7.6. In what follows we will define ξ0 ≡ (2/π) arcsech ϵ,

so that the conformal boundary is at ξ = πξ0/2. Note that the map to the rectangle

in the u plane doubles the angle around the defects, so if the total angle around them

was 2π/m in the original ellipse, it is 4π/m in the rectangle.

With the quotient manifold thus fixed, we can solve for the quotient metric ĝm on it.

We work in conformal gauge in which the metric on the rectangle takes the form

ds2 = e2σ(u,ū) du dū. (7.17)

Since ĝm has constant curvature R = −2 everywhere except at the defects, the equation

of motion for σ is the Liouville equation [49]

− 4∂u∂ūσ + e2σ = 2π

(
1− 2

m

)
(δ0(u, ū) + δiπ(u, ū)) , (7.18)

where we define the complex delta function as δu∗(u, ū) ≡ δ(ξ − ξ∗)δ(ϕ − ϕ∗) (with u ≡

ξ + iϕ and u∗ ≡ ξ∗ + iϕ∗ as above). The delta functions on the right can be thought

of as contributions to the curvature localized to the defects; note that their strength is

proportional to 1 − 2/m due to the doubling of the angle in going to the rectangular

domain. As shown in Appendix D.1, extending the problem to the entire strip ξ ∈

(−πξ0/2, πξ0/2), ϕ ∈ (−∞,∞) and defining σ̃ via

σ ≡ σ̃ + ln

(
1

ξ0
sec

(
u+ ū

2ξ0

))
+
H

ν
, (7.19a)

where H ≡
∞∑

k=−∞

ln

∣∣∣∣tan
(
u− ikπ

2ξ0

)∣∣∣∣ and ν ≡ m

2−m
, (7.19b)
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the Liouville equation becomes

−
(
∂2ξ + ∂2ϕ

)
σ̃ +

1

ξ20
sec2

(
ξ

ξ0

)(
e2H/νe2σ̃ − 1

)
= 0, (7.20a)

σ̃

(
ξ = ±πξ0

2
, ϕ

)
= 0, σ̃(ξ, ϕ+ 2π) = σ̃(ξ, ϕ). (7.20b)

Although we are unable to solve for σ̃ analytically, in practice it is straightforward to

obtain σ̃ numerically as discussed in Appendix D.2.1, and indeed we will make use of these

numerical solutions later. However, it is possible to construct an analytic approximation

for σ̃ which we will use extensively in Section 7.5.

To obtain this approximate solution, we will work at small ξ0 and small ν – in fact,

it will be convenient to take the relative scaling of ν and ξ0 to be such that e−π/2ξ0 ≪ ν.

If ξ0 is small, the sum defining H is rapidly convergent since the kth term is sharply

peaked around ϕ = kπ. Although (7.20a) is not linear in H or σ̃, we consequently expect

it to approximately linearize. This motivates us to define

σ̃(ξ, ϕ) ≡
∞∑

k=−∞

f(ξ, ϕ− kπ) + δσ̃(ξ, ϕ), (7.21)

where f is a solution to

−
(
∂2ξ + ∂2ϕ

)
f +

1

ξ20
sec2

(
ξ

ξ0

)(∣∣∣∣tan
(
ξ + iϕ

2ξ0

)∣∣∣∣
2/ν

e2f − 1

)
= 0, (7.22a)

f(±πξ0/2, ϕ) = 0, f(ξ, ϕ→ ±∞) = 0 (7.22b)

and δσ̃ is a correction term which must vanish at ξ = ±πξ0/2. Just as with each term

in H, we expect f to be sharply localized around ϕ = 0 at small ξ0.

If f localizes around ϕ = 0, then δσ̃ must be small. To see this, note that (7.20a)
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becomes

− (∂2ξ + ∂2ϕ)δσ̃ +
1

ξ20
sec2

(
ξ

ξ0

){
exp

[
2

∞∑

k=−∞

F (ξ, ϕ− kπ)

]
e2δσ̃ − 1

−
∞∑

k=−∞

(
e2F (ξ,ϕ−kπ) − 1

)
}

= 0, (7.23)

where we have defined

F (ξ, ϕ) ≡ 1

ν
ln

∣∣∣∣tan
(
ξ + iϕ

2ξ0

)∣∣∣∣+ f(ξ, ϕ). (7.24)

Per our expectations on f , F should also be sharply peaked around ϕ = 0 when ξ0 is

small. Though (7.23) is an exact rewriting of the Liouville equation, in order to estimate

the magnitude of δσ̃ we may linearize in terms that are small. Without loss of generality

we restrict our attention to the region ϕ ∈ (−π/2, π/2], since we can extend the solution

to the entire strip by symmetry about ϕ = kπ/2. In this region, F (ξ, ϕ− kπ) is small for

all k ̸= 0, and hence (7.23) gives

ξ20 cos
2

(
ξ

ξ0

)(
∂2ξ + ∂2ϕ

)
δσ̃ − e2F (ξ,ϕ)

(
e2δσ̃ − 1

)

= 2
(
e2F (ξ,ϕ)+2δσ̃ − 1

)∑

k ̸=0

F (ξ, ϕ− kπ) + · · · , (7.25)

where the dots denote subleading terms in F (ξ, ϕ − kπ) for k ̸= 0. In the region ϕ ∈

(−π/2, π/2], the right-hand side is small; if it were to vanish, then clearly so would δσ̃.
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Hence δσ̃ must be small, as claimed; linearizing in it, we find

[
ξ20 cos

2

(
ξ

ξ0

)(
∂2ξ + ∂2ϕ

)
− 2e2F (ξ,ϕ)

]
δσ̃

= 2
(
e2F (ξ,ϕ) − 1

)∑

k ̸=0

F (ξ, ϕ− kπ) + · · · , (7.26)

where the dots now also include subleading terms in δσ̃. Consequently we expect the

magnitude of δσ̃ to scale like the magnitude of the source on the right-hand side.

All that remains is to solve (7.22) for f to construct the solution (7.21) and to quantify

the size of δσ̃ (as well as to verify the expectations that led to (7.26) in the first place). At

small ν, f can be constructed perturbatively in ν using a matched asymptotic expansion,

as shown in Appendix D.1.1. We ultimately find that

f = − ln

[(
1

y
+ ν

)
sinh y

]
+ y + ν (1 + y (1− coth y))

+
ν2

6

(
3y2 csch2 y + 2y3(1− coth y)− 3

)

+
ν3

3

(
1 + y3(1− coth3 y) + y4 csch2 y

)
+O(ν4), (7.27)

where y ≡ ν−1 sech(ϕ/ξ0) cos(ξ/ξ0) and the neglected terms are O(ν4) for all y ∈ (0, 1/ν).

It then follows that if e−π/2ξ0 ≪ ν, the right-hand side of (7.26) – and hence also δσ̃ –

is O(ν−4e−2π/ξ0). We thus conclude that

σ̃approx(ξ, ϕ) =
∞∑

k=−∞

f(ξ, ϕ− kπ) (7.28)

with f given by (7.27)7 is a solution to the Liouville equation up to corrections of or-

7In principle we can obtain f to any desired order in ν, but for constructing (7.28) there is no point
computing f to higher order than the correction term δσ̃, i.e. to O(ν−4e−2π/ξ0) or higher.
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Figure 7.7: A comparison between the approximation σ̃approx and σ̃num. The top
left shows σ̃num, while from left to right and top to bottom the subsequent plots
show σ̃num− σ̃approx with successively higher-order terms in ν included in (7.27). Here
we take ξ0 = 0.3 and ν = e−π/4ξ0 ≈ 0.07, so that σ̃approx should agree with σ̃num up
to corrections of order O(ν−4e−2π/ξ0) = O(ν4).

der O(ν−4e−2π/ξ0). To verify the validity of this approximation, in Figure 7.7 we com-

pare σ̃approx to the numerical solution σ̃num of (7.20a) for ν = e−π/4ξ0 and ξ0 = 0.3, in

which case we should expect these solutions to agree to order O(ν3), as we find that they

do.

7.4 Pure JT for General m

Section 7.3.1 described how to construct the two-dimensional quotient geometry of

the replica trick by identifying two copies of the Poincaré disk with defects, yielding a ge-

ometry that depends on m and on the distance D between the defects. This construction

will allow us to compute the effective classical action of pure JT gravity as a function

of D at arbitrary m. As noted above, this effective action should not exhibit any saddles

for D except for m = 1, and indeed as expected we do not find any classical wormhole
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solutions away from m = 1. However, many of the surprising nontrivial features of the

continuation to small m manifest already in pure JT, and will thus be illuminating for

the subsequent more complicated model in Section 7.5. In particular, the equations of

motion are critical for obtaining a single-valued analytic continuation to m < 1.

7.4.1 JT Gravity in the Boundary Formalism

The tractability of pure JT stems largely from the fact that it can be reduced to the

dynamics of a Schwarzian theory describing the boundary of nearly-AdS2 space. This

same feature is what permits us to compute the action at general m. To do so, recall

that the Euclidean JT action on a manifold M is

IJT = −S0

4π

(∫

M

R + 2

∫

∂M

K

)
− 1

2

∫

M

φ(R + 2)−
∫

∂M

φ(K − 1), (7.29)

where K is the extrinsic curvature of the boundary curve ∂M and we have set the AdS

length to unity. The boundary conditions at ∂M are that

Length(∂M) =
β

δ
, φ|∂M =

1

δ
, δ → 0. (7.30)

These boundary conditions allow us to define a renormalized proper length coordinate u

along ∂M through the condition that u/δ be a proper distance on ∂M . Integrating

out the dilaton φ as usual forces M to have constant negative curvature, reducing the

partition function to an integral over the moduli space of M and an integral over the

shape of ∂M – hereafter referred to as the boundary “wiggle”.

To evaluate the effective action for general m, we now take M to be the quotient

geometry M̂m. The action will depend on the modulus D and on the wiggle, which

293



A tale of two saddles Chapter 7

is encoded in the embedding of ∂M in M̂m. To write this embedding explicitly, we

proceed as follows. Recall from Figure 7.4 that M̂m can be constructed from two identical

pieces M̂
(2)
m joined along a geodesic γ. Since we expect an on-shell solution for the wiggle

to be symmetric about γ, we may restrict our attention to just a single copy of M̂
(2)
m . In

terms of the complex coordinate z defined by (7.12), we embed ∂M in M̂
(2)
m through the

embedding z = R(u)eiΘ(u), where R(u) is related to Θ(u) by the condition that u/δ be

a proper distance along ∂M8. Without loss of generality we also take ∂M to intersect γ

at u = ±β/4. Then because M̂
(2)
m is just a subregion of the Poincaré disk, the action

on M̂m is the usual Schwarzian action:

Îm =
m− 2

m
S0 +

∫ β/4

−β/4
du

[
Θ′′2

Θ′2 −Θ′2 − 2

(
Θ′′

Θ′

)′]
, (7.31a)

=
m− 2

m
S0 − 2

∫ β/4

−β/4
du Sch (tan(Θ/2), u) , (7.31b)

where Sch(f, u) ≡ (f ′′/f ′)′ − f ′′2/(2f ′2) is the Schwarzian derivative. However, our

expectation that ∂M be symmetric about γ requires γ and ∂M to intersect orthogonally,

which imposes nontrivial boundary conditions. A straightforward computation finds

these to be

Θ (±β/4) = ±
( π
m

− α
)
, Θ′′ (±β/4) = ∓ cotαΘ′ (±β/4)2 , (7.32)

where we recall that α is related to D via (7.14). Importantly, recall that in order to

properly accommodate the case m < 1, we must not identify Θ(u) and Θ(u) + 2π.

We now wish to put the wiggle Θ(u) on shell to obtain an effective action for α at

8 Explicitly,

R = 1−Θ′δ +
Θ′2δ2

2
− Θ′′2

2Θ′ δ
3 +O(δ4).
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general m. Taking a variation of (7.31a) yields the familiar equation of motion

(
1

Θ′

(
Θ′′

Θ′

)′

+Θ′
)′

= 0. (7.33)

From the structure of the equation of motion and boundary conditions, we expect any

solutions for Θ(u) to be odd in u. The general such odd solution is

tan

(
Θ(u)

2

)
= a tan

(
bu

β

)
(7.34)

where a and b are arbitrary and will be fixed by the boundary conditions in (7.32). There

are two qualitatively different classes of solutions depending on whether a and b are both

real or both imaginary, so we discuss them separately.

Exponential Solutions

First consider the case that a and b are imaginary: take a = iai and b = −ibi with ai
and bi real, giving

tan

(
Θ(u)

2

)
= ai tanh

(
biu

β

)
. (7.35)

Since Θ(u) must be monotonically increasing with u, ai and bi must have the same sign;

without loss of generality we take both to be positive. Then imposing the boundary

conditions (7.32), we find that when a solution for ai and bi exists it is always unique

and given by

bi = 2arccosh

(
sin(π/m)

sinα

)
, ai = coth

(
bi
4

)
tan

(
π −mα

2m

)
. (7.36)
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Thus these solutions only exist when sin(π/m)/ sinα ≥ 1. Moreover, note that the right-

hand side of (7.35) is a regular function of u ∈ (−∞,∞), while the left-hand side is

singular when Θ = π (mod 2π). Hence in order for solutions of this exponential type

to be smooth in u, we also require that π/m − α < π. From these two constraints

on m and α, we find that these classes of solutions always exist for m ≥ 2, never exist

for m ≤ 1, and exist for certain values of α but not others when 1 < m < 2.

Oscillatory Solutions

Now take a = ar and b = br with ar and br real, giving the general solution

tan

(
Θ(u)

2

)
= ar tan

(
bru

β

)
. (7.37)

Again, monotonicity of Θ(u) allows us to restrict to positive ar and br. Now, note that

as Θ runs from zero to π/m − α, the left-hand side of this expression goes through N

poles, where

N ≡
⌊

1

2m
+
π − α

2π

⌋
. (7.38)

To obtain a monotonic and smooth Θ(u), the right-hand side must go through the same

number of poles as u goes from zero to β/4, yielding a constraint on br:

br
2π

∈ (2N − 1, 2N + 1]. (7.39)
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With this constraint in mind, we impose the boundary conditions (7.32); again we find

that when a solution exists it is unique and given by

br = 2(−1)⌊1/m−α/π⌋ arccos

(
sin(π/m)

sinα

)
+ 4πN, (7.40a)

ar = cot

(
br
4

)
tan

(
π −mα

2m

)
, (7.40b)

where the principal branch of the inverse cosine is understood. Consequently we conclude

that there is always a unique solution of this form whenever | sin(π/m)|/ sinα < 1.

7.4.2 Effective Action

Using the above solutions, it is straightforward to put the wiggle on shell and thereby

obtain an effective action for the modulus α. We find

Îm[α] =
m− 2

m
S0 +





2b2i
β
, m > 1 and

sin(π/m)

sinα
≥ 1,

−2b2r
β
,

| sin(π/m)|
sinα

< 1,

(7.41)

with bi and br given by (7.36) and (7.40). As a check, note that for m = 1 we recover Î1 =

S0 − 2π2/β, which is the classical Schwarzian action of the disk [211, 169]. On the other

hand, for m = 2 and using (7.14) we obtain Î2 = 2D2/β, which is half the classical

action of the double-trumpet once we recognize D as half the length of the trumpet’s

throat [24].

Note that when m > 1 we found saddles for the wiggle for all allowed values of α,

but for m < 1 we have found no solutions whenever | sin(π/m)|/ sinα > 1. Hence Îm[α]

is not defined for all m and α. In Figure 7.8 we show Îm[α] as a function of m, giving

some indication of why this is the case: at a given value of α, as we decrease m we
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Figure 7.8: The on-shell quotient space action Îm[α] for pure JT, given in (7.41), as
a function of 1/m for various values of α: the blue, red, and orange curves (steepest
to least steep) correspond to α = π/12, π/4, and π/2; since α is required to be
strictly less than π/2, the orange curve can be thought of as a limiting case. Note
that when m < 1, classical solutions for the wiggle do not always exist, and hence
there are “gaps” in which the on-shell action is not defined. Solutions always exist
whenever 1/m is an integer, in which case they yield an action independent of α, while
solutions never exist for any value of α < π/2 when 1/m + 1/2 is an integer. The
inset zooms in on the region m > 1 and shows the action to the smallest value of 1/m
consistent with the constraint α < min(π/2, π/m).

eventually reach a branch point of the inverse cosine, after which a real solution ceases

to exist. Decreasing m further we reach new branch points at which solutions reappear.

The locations of these branch points depend on α, but it is clear from (7.41) that a

solution exists for all α whenever 1/m is an integer, and no solution exists for any values

of α whenever 1/m + 1/2 is an integer. It is also clear that at a fixed value of m, the

action Îm[α] is a monotonic function of α, and hence exhibits no saddles in α.

Nevertheless, the analytic structure of Îm[α] highlights an important lesson: in the

spirit of the replica trick, one might have expected that knowledge of Îm[α] for any

arbitrarily small interval in m should have allowed us to analytically continue to all m.

In a sense, this is indeed the case: for instance, knowing Îm[α] for m > 1 does allow

us to analytically continue to m < 1. However, as shown in Figure 7.9, this analytic
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continuation does not give a single-valued function of m. Instead, it yields a Riemann

surface with infinitely many branches. In order to identify which, if any, of these branches

correspond to the “correct” value of the action, we needed to make use of the equations

of motion. The “other” branches appearing in Figure 7.9 are unphysical: they violate

the constraint (7.39). We may therefore interpret them as arising from having Θ(u) wrap

around the circle too many or too few times, corresponding to ∂M ending at different

images of γ on the covering space of the disk, as shown in Figure 7.10. The upshot is

that even working in a saddle-point approximation, a mere analytic continuation from

the on-shell action at m > 1 is not sufficient to determine its correct behavior at m < 1:

one needs to analytically continue the equations of motion themselves to m < 1 in order

to determine the correct analytic continuation9.

The attentive reader will note a potential concern here: even though there are no

saddles for the modulus α (except when 1/m is an integer), Îm[α] becomes arbitrarily

negative as m → 0 whenever solutions exist. If we were to perform a saddle-point

approximation for the path integral over the wiggle but perform a full integral over α, we

might conclude that the partition function on the quotient manifold should be dominated

by small-m geometries and hence exhibit a divergence in the m → 0 limit of the replica

trick. This would indicate a complete failure of the replica trick (or a deep pathology of

pure JT gravity). However, it turns out that the saddles we have found for the wiggle

are in fact unstable at sufficiently small m, and hence they should not contribute to any

saddle-point approximation, which resolves this tension. We now discuss this stability

9A noteworthy exception is α = π/2. Although a regular wormhole geometry requires α < π/2 as
a strict inequality, the case α = π/2 can be understood as a limit in which the conical defects merge
together, analogous to the “double-cone” limit of the double-trumpet. In this case, classical solutions for
the wiggle exist for anym ≤ 2 and have the on-shell action Îm[α = π/2] = (1−2/m)S0−2π2(1−2/m)2/β;
clearly the analytic continuation of this function from any interval in m to all m is just itself, with no
additional structure appearing. As can be seen in Figure 7.8, the correct branch of the Riemann surface
for Îm[α] that appears for α < π/2 is the one obtained via a smooth deformation away from Îm[α = π/2].
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Figure 7.9: The blue dashed lines show a cross-section through the Riemann sur-
face obtained by analytically continuing the effective action Îm[α] to all m; here we
take α = π/4. We only plot this Riemann surface where it takes on real values: in
the “gaps” it is complex. This analytic continuation of Îm[α] exhibits infinitely many
branches of which only one, shown as a solid red line, computes the correct action.
The other branches correspond to violating the boundary conditions by having the
wiggle Θ(u) wrap around the circle too many or too few times.

analysis.

7.4.3 Stability Analysis

To perform a stability analysis, we write Θ(u) = Θ̃(u) + ϑ(u) where Θ̃(u) is a so-

lution to the equations of motion. We restrict our analysis here to perturbations that

preserve not only the Z2 symmetry corresponding to reflecting across γ, but also the

additional Z2 symmetry corresponding to reflections about the real z-axis in the left di-

agram of Figure 7.4. This latter symmetry amounts to taking u → −u, and requires

that Θ be odd in u. Then expanding the boundary conditions (7.32) to linear order in ϑ,

these symmetries require that

ϑ(0) = 0 = ϑ′′(0), ϑ(β/4) = 0, ϑ′′(β/4) = −2 cotα Θ̃′(β/4)ϑ′(β/4). (7.42)
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Figure 7.10: On the covering of the disk, the geodesics γ that bound M̂
(2)
m have

infinitely many images (blue dashed lines). Anchoring the boundary wiggle ∂M to
these images rather than to γ gives unphysical solutions that wrap the circle too many
or too few times; these additional solutions correspond to the additional branches in
Figure 7.9.

Expanding the action to quadratic order in ϑ, we obtain

Îm[Θ] = Îm[Θ̃] + 2

∫ β/4

0

du ϑLϑ+O(ϑ3), (7.43)

where the linear operator L is defined by

Lϑ ≡
(
Θ̃′ϑ′′ − 2Θ̃′′ϑ′

Θ̃′3

)′′

+

(
2Θ̃′Θ̃′′ϑ′′ − 3Θ̃′′2ϑ′

Θ̃′4
+ ϑ′

)′

. (7.44)

Note that L depends implicitly on m and α through its dependence on Θ̃.

It is straightforward to check that L is self-adjoint (with respect to the usual L2

norm on [0, β/4]) on the space of functions obeying the boundary conditions (7.42).

Consequently a solution Θ̃ to the equations of motion is a local minimum of the action

if and only if the spectrum of L is nonnegative. Because the background solutions Θ̃ are

known analytically (when they exist), it is straightforward to compute the spectrum of L
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numerically using standard pseudospectral collocation methods [212]. In Figure 7.11

we show the smallest eigenvalue λmin of L as a function of m for various values of α.

As m is decreased at fixed α, λmin remains positive until the first branch point of the

action is reached and (real) classical solutions stop existing. When solutions reappear at

smaller values of m, λmin is negative. This indicates that the branch of solutions that

connects continuously to m > 1 is stable, but the solutions that appear at smaller m

past the branch points are not. So as advertised, we see that the saddles at small m

that yield an arbitrarily large and negative action should not be picked up in a saddle-

point approximation, and there is no worry of the replica trick giving a divergent m→ 0

contribution.

It is worth pausing to note the role of the Z2 × Z2 symmetry that we imposed at

the level of the stability analysis. Indeed, a careful reader might notice that λmin > 0

at m = 1, despite the fact that for m = 1 we expect there should be three zero modes

associated with the SL(2,R) symmetry of the disk. The point is that these zero modes

break the Z2 × Z2 symmetry that we have imposed and hence do not appear in our

analysis. We can verify this claim by breaking, for instance, the Z2 corresponding to

reflection symmetry about the real z-axis in the left diagram of Figure 7.4. In repeating

the stability analysis with this symmetry removed, we find that L does indeed exhibit

a zero mode at m = 1, and that a negative mode appears for all m < 1. Breaking the

other Z2 corresponding to reflection symmetry across γ should recover the other two zero

modes at m = 1. Thus we see that the additional Z2 × Z2 symmetry we have enforced

has a stabilizing effect on the wiggle, stabilizing some of the m < 1 solutions that would

have otherwise been unstable. This stabilizing effect will be crucial in our next model,

where we will find saddles for both the wiggle and the modulus at m < 1 that are stable

only if we restrict to Z2 × Z2-symmetric configurations.
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Figure 7.11: The lowest eigenvalue λmin of L as a function of m, with α = π/4. Note
that λmin is positive on the branch of solutions that continuously connects to m > 1,
but then becomes negative on the other branches at smaller m, indicating that these
branches are all unstable.

7.5 JT with a Massless Scalar

We now turn to our main model of interest: JT gravity coupled to a massless scalar.

We will take the scalar ψ to be real and minimally-coupled, so that the Euclidean action

of the theory is I = IJT + Imat where

Imat =
1

2

∫

M

(∇ψ)2. (7.45)

We can easily integrate out the scalar field by placing it on shell: since its equation of

motion is ∇2ψ = 0, the on-shell matter action just contributes a boundary term:

Imat =
1

2

∫

∂M

ψ na∇aψ, (7.46)

where na is the unit outward-pointing normal to ∂M .

In order to attempt to stabilize the replica wormholes at the classical level, we will
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need to turn on sources for the scalar:

ψ|∂M = ψ∂(u), (7.47)

where the profile ψ∂(u) can be specified arbitrarily. Note that we will require this profile

to have nontrivial dependence on u: if it were a constant ψ∂ = c, then the equations of

motion for ψ would be solved by the constant solution ψ = c everywhere. Such a solution

gives a vanishing on-shell action (7.46) and reduces the total action to that of pure JT.

But if ψ∂(u) depends nontrivially on u, then the fact that the proper length u is defined

by the shape of the boundary wiggle means that the on-shell action (7.46) induces a

nontrivial coupling between the wiggle and the scalar. Our goal is now to understand

this coupling on the quotient geometry Îm and to show that it can provide the classical

solutions for the wiggle and modulus.

7.5.1 JT + Scalar in the Boundary Formalism

Why not proceed as in pure JT by constructing the quotient manifold M̂m by tak-

ing two identical subregions of the Poincaré disk and stitching them together along a

geodesic γ? The reason is that it is nontrivial to impose appropriate boundary con-

ditions on ψ at γ, which is required for the construction of a general solution to the

equations of motion and the subsequent evaluation of the on-shell matter action (7.46).

Instead, it will be convenient to work with a single coordinate chart on M̂m so that we

may solve for ψ by imposing only a Dirichlet condition on ∂M . We will use the elliptical

coordinate chart introduced in Section 7.3.2, in terms of which the metric on M̂m can be

written as

ds2 = e2σ(ξ,ϕ)
(
dξ2 + dϕ2

)
, (7.48)
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where recall ξ ∈ [0, πξ0/2), ϕ ∈ [0, 2π), the conical defects lie at (ξ, ϕ) = (0, 0) and (0, π),

and ∂M corresponds to ξ = πξ0/2. We must therefore express the JT and matter parts

of the action in this coordinate chart.

JT Action

To construct the JT part of the action in the elliptical coordinate chart, we note that

the near-boundary expansion of the metric takes the form

ds2 =

(
1

(πξ0/2− ξ)2
+ g2(ϕ) +O

(
πξ0
2

− ξ

))(
dξ2 + dϕ2

)
, (7.49)

where g2 can be extracted from the solutions to the Liouville equation constructed in

Section 7.3.2:

g2(ϕ) = ∂2ξ σ̃|ξ=πξ0/2 +
1

3ξ20
, (7.50)

where σ̃ is defined by (7.19a). In particular, in the limit of small ξ0 and ν with e
−π/2ξ0 ≪ ν

(where ν ≡ m/(2−m)), (7.28) gives10

g2(ϕ) = −1 + 2ν

3ν2ξ20

∞∑

k=−∞

sech2

(
ϕ− kπ

ξ0

)
+

1

3ξ20
+O(ν2, ν−6e−2π/ξ0). (7.51)

Interestingly, comparison with the numerical solutions to the Liouville equation shows

that this expression for g2 actually captures the ϕ-dependence of g2 exactly : that is, we

10More compactly, we note that

∞∑

k=−∞
sech2

(
ϕ− kπ

ξ0

)
= ξ20 ∂

2
ϕ log

(
ϑ2

(
iϕ/ξ0, e

π/ξ0
))

,

where ϑ2(z, q) =
∑∞

n=−∞ q(n+1/2)2e(2n+1)iz is the Jacobi theta function of the second kind.
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find that for all ν and ξ0,

g2(ϕ) = −1 + 2ν

3ν2ξ20

∞∑

k=−∞

sech2

(
ϕ− kπ

ξ0

)
+ C(ν, ξ0), (7.52)

where C(ν, ξ0) is independent of ϕ up to numerical resolution. We do not know of an

analytic argument for why this is the case, but in practice it means that we only need to

numerically solve the Liouville equation to extract the constant C(ν, ξ0), rather than the

entire functional form of g2(ϕ). We discuss the computation of C(ν, ξ0) and illustrate its

behavior in Appendix D.2.1.

We may now construct the boundary JT action: we embed ∂M in M̂m through the

embeddings (ξ, ϕ) = (X(u),Φ(u)), where as before the requirement that u/δ be a proper

length along ∂M relates the embeddings through

X(u) =
πξ0
2

− Φ′(u) δ − g2(Φ(u))Φ
′(u)4 + Φ′′(u)2

2Φ′(u)
δ3 +O(δ4). (7.53)

In terms of these embeddings, the dynamical part of the JT action becomes

−
∫

∂M

φ(K − 1) =
1

2

∫ β

0

du

(
Φ′′(u)2

Φ′(u)2
+ 3g2(Φ(u))Φ

′(u)2
)
, (7.54a)

=
1

2

∫ 2π

0

dϕ

(
u′′(ϕ)2

u′(ϕ)3
+

3g2(ϕ)

u′(ϕ)

)
, (7.54b)

where we have written the second line in terms of the inverse function u(ϕ) defined

by Φ(u(ϕ)) = ϕ, the existence of which is guaranteed by the requirement that Φ(u) be

monotonic in u. Note that Φ now wraps once around the ellipse: Φ(u+ β) = Φ(u) + 2π,

or u(ϕ+ 2π) = u(ϕ) + β.
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Matter Action

To compute the contribution of the scalar to the action for the wiggle, we make use of

the fact that the scalar field is a CFT, allowing us to compute the classical action (7.46)

in any choice of conformal frame. A natural such choice is given by taking the conformal

factor σ = 0, thereby putting the scalar on a strip:

ds2 = dξ2 + dϕ2, ξ ∈ [0, πξ0/2), ϕ ∈ [0, 2π). (7.55)

Because this domain is conformal to half of the double-trumpet, in principle we could

proceed as in e.g. [204, 213] and express ψ as an integral against a bulk-to-boundary

propagator on the double-trumpet with appropriate replica symmetry imposed to relate

the boundary conditions on the two ends. In practice, for implementing the numerical

methods described in Appendix D.2, it is more convenient to directly solve the Laplace

equation for ψ via Fourier series by constructing a solution subject to appropriate bound-

ary conditions:

• Periodicity in ϕ: ψ(ξ, ϕ+ 2π) = ψ(ξ, ϕ).

• Smoothness at ξ = 0 when conformally mapped back to the ellipse11:

∂pξψ(0, ϕ) = (−1)p∂pξψ(0,−ϕ) ∀p ∈ Z≥0

11The reader may be concerned that the demand that ψ be regular on the ellipse excludes solutions
where ψ is regular on the full wormhole geometry Mm but singular at the conical defects in M̂m. But
this is not the case: because classical solutions for ψ are harmonic, smooth solutions on Mm must also
be smooth on M̂m. One way to see this is to consider an arbitrary Zm-invariant holomorphic function f
on the Poincaré disk (7.12), which must have an expansion in powers of zm. Taking a quotient z → z1/m

to go to the Poincaré disk with a defect, one finds that f has a standard expansion in integer powers
of z, which is regular. This analysis applies locally near any defect, and since the real and imaginary
parts of f are harmonic, we conclude that any Zm-invariant harmonic function on Mm must be regular
on M̂m, including at the defects.
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• Scalar sources: ψ(πξ0/2, ϕ) = ψ∂(u(ϕ)).

The general solution to the Laplace equation on this domain satisfying the first two

boundary conditions is given by

ψ(ξ, ϕ) =
∞∑

k=−∞

(ak cosh(kξ) + ibk sinh(kξ)) e
ikϕ, (7.56)

where the coefficients ak and bk are real and obey ak = a−k, bk = b−k. These coefficients

can be determined by imposing the Dirichlet condition at ξ = πξ0/2:

ak cosh(kπξ0/2) + ibk sinh(kπξ0/2) =
1

2π

∫ 2π

0

dϕψ∂(u(ϕ))e
−ikϕ. (7.57)

Using these relations to express (7.56) in terms of ψ∂(u(ϕ)), we ultimately find that the

on-shell action (7.46) takes the form of a smearing of ψ∂(u(ϕ)):

Îmat =
1

2

∫ 2π

0

dϕ dϕ̃ ψ∂(u(ϕ))ψ∂(u(ϕ̃))G(ϕ, ϕ̃), (7.58)

where

G(ϕ, ϕ̃) ≡ 1

π

∞∑

k=1

k

[
tanh

(
kπξ0
2

)
cos(kϕ) cos

(
kϕ̃
)

+coth

(
kπξ0
2

)
sin(kϕ) sin

(
kϕ̃
)]

. (7.59)

Note that G(ϕ, ϕ̃) is essentially the boundary-to-boundary propagator for ψ. As written,

the sum defining G(ϕ, ϕ̃) is not convergent for all ϕ and ϕ̃ due to contact terms; for

the purposes of evaluating the action, G(ϕ, ϕ̃) should be understood distributionally.

For computing the matter two-point function, G(ϕ, ϕ̃) should instead be renormalized
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appropriately.

Boundary Action and Equations of Motion

Putting these results together, we find that integrating out the scalar field ψ leaves

us with the boundary action

Îm = −S0

ν
+

1

2

∫ 2π

0

dϕ

(
u′′(ϕ)2

u′(ϕ)3
+

3g2(ϕ)

u′(ϕ)
+

∫ 2π

0

dϕ̃ ψ∂(u(ϕ))ψ∂(u(ϕ̃))G(ϕ, ϕ̃)

)
, (7.60)

which we have expressed entirely in terms of the inverse wiggle u(ϕ). Due to the non-

locality of the matter part of the action, the resulting equation of motion for u(ϕ) is an

integro-differential equation:

((
u′′(ϕ)

u′(ϕ)3

)′

+
3(u′′(ϕ)2 + u′(ϕ)2g2(ϕ))

2u′(ϕ)4

)′

+ ψ̇∂(u(ϕ))

∫ 2π

0

dϕ̃ ψ∂(u(ϕ̃))G(ϕ, ϕ̃) = 0,

(7.61)

where ψ̇∂ ≡ dψ∂/du.

We will also need to perform a stability analysis of the solutions to (7.61), which is

done as in pure JT: we write the wiggle as u(ϕ) = ũ(ϕ) + κ(ϕ), where ũ(ϕ) solves the

equation of motion. Expanding the action to quadratic order in κ, we obtain

Îm[u] = Îm[ũ] +
1

2

∫ 2π

0

dϕ κLκ+O(κ3), (7.62)

where now the fluctuation operator L is

Lκ(ϕ) ≡
(
κ′′(ϕ)

ũ′(ϕ)3
− 3ũ′′(ϕ)κ′(ϕ)

ũ′(ϕ)4

)′′

+ 3

(
ũ′′(ϕ)κ′′(ϕ)

ũ′(ϕ)4
−
(
g2(ϕ)

ũ′(ϕ)3
+

2ũ′′(ϕ)2

ũ′(ϕ)5

)
κ′(ϕ)

)′

+

∫ 2π

0

dϕ̃
[
ψ̈∂(ũ(ϕ))ψ∂(ũ(ϕ̃))κ(ϕ) + ψ̇∂(ũ(ϕ))ψ̇∂(ũ(ϕ̃))κ(ϕ̃)

]
G(ϕ, ϕ̃), (7.63)
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where ψ̈∂ ≡ d2ψ∂/du
2. It is straightforward to verify that L is self-adjoint (with respect

to the usual L2 norm on [0, 2π]) on the space of functions periodic in ϕ with period 2π,

and hence a saddle ũ is a local minimum of the action if and only if the spectrum of L

is nonnegative.

7.5.2 Stabilizing the Double-Trumpet

For general ψ∂, (7.61) cannot be solved analytically; we will require a numerical

solution. However, for m = 1 and m = 2, it is possible to obtain analytic solutions by

looking for bulk solutions for the dilaton Φ and reconstructing the corresponding behavior

of the boundary wiggle u(ϕ). We discuss the construction of these bulk solutions in

Appendix D.3; here we simply exhibit them in order to study the effect of turning on

the CFT sources. In particular, we will show that taking the amplitude of the boundary

source ψ∂ large enough allows us to stabilize the double-trumpet, and moreover that the

double-trumpet dominates over the disk at sufficiently small temperatures.

The solutions constructed in Appendix D.3 correspond to the family of boundary

profiles

ψ∂(u) = J cos

(
2πnu

β

)√
1 + A

1 + A cos(4πnu/β)
, (7.64)

with boundary wiggle given by

tan

(
2πnu(ϕ)

β

)
=

√
1 + A

1− A
tan(nϕ), (7.65)

where J and A ∈ (−1, 1) are arbitrary constants and n is an arbitrary positive integer.

This class of profiles and form of the wiggle is tractable because ψ∂(u(ϕ)) = J cos(nϕ),

so the smearing of ψ∂ against G(ϕ, ϕ̃) is straightforward to compute. Saddles (for both
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the wiggle and the modulus ξ0) are then obtained through an appropriate choice of A.

For instance, for m = 2, we have g2(ϕ) = 1/(3ξ20), and hence the action of the wiggle

profile (7.65) is

Î2 =
n2

β

[
2π2(4 + 1/(nξ0)

2)√
1− A2

− 8π2 +
πβJ2

2n
tanh

(
nπξ0
2

)]
. (7.66)

For a given choice of A, the wiggle equation of motion is only satisfied for particular val-

ues ξ∗ of the modulus ξ0: evaluating (7.61) on (7.64) and (7.65), we obtain the constraint

1√
1− A2

=

√
1 +

(
βJ2/n

8π(4 + 1/(nξ∗)2) coth(nπξ∗/2)

)2

. (7.67)

However, if we wish to find a saddle to the full path integral rather than just for the

integral over the boundary wiggle, we must further require that ξ∗ be a stationary point

with respect to ξ0 of the action (7.66). This requirement gives

1√
1− A2

=
n2ξ3∗βJ

2

16 cosh2(nπξ∗/2)
. (7.68)

Hence by simultaneously solving (7.67) and (7.68) for A and ξ∗, we can obtain a boundary

profile that gives rise to a classical saddle for both the wiggle u(ϕ) and the modulus ξ0.

It is straightforward to see that such a saddle can only exist when βJ2/n is sufficiently

large: any ξ∗ that simultaneously satisfies (7.67) and (7.68) obeys f(nξ∗) = n2/(β2J4),

where

f(x) ≡
(

x3

16 cosh2(πx/2)

)2

− 1

(8π(4 + 1/x2) coth(πx/2))2
. (7.69)

f(x) has a global maximum at xmax ≈ 0.93, where it attains the value fmax ≈ 4.7× 10−5,

so saddles for ξ0 exist if and only if
√
βJ ≥ f

−1/4
max

√
n ≈ 12

√
n. So turning on matter
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sources with sufficiently large amplitude, or taking the temperature sufficiently small,

can give rise to classical saddles for the double-trumpet.

While the approach just described allows us to find simultaneous saddles for both

the wiggle and the modulus, for the purposes of a stability analysis it is illuminating to

construct the effective action Î2[ξ0] for the modulus obtained by only putting the wiggle

on shell. To do so, we consider a family of boundary sources ψ∂(u) of the form (7.64)

with A = A∗(βJ
2/n), where

A∗(y) ≡


1 +



8π
(
4 + 1

x∗(y)2

)
coth

(
πx∗(y)

2

)

y




2



−1/2

, (7.70a)

x∗(y) ≡




xmax, y < f−1/2

max ,

smallest positive solution of y2f(x) = 1, y ≥ f−1/2
max .

(7.70b)

This form of A ensures that (7.67) is satisfied (and hence (7.65) is a solution to the

equation of motion) when nξ0 = x∗(βJ
2/n), which for

√
βJ ≥ f

−1/4
max

√
n corresponds to

the location ξ∗ of a saddle in ξ0. We will also take n = 2 in order to ensure that ψ∂(u) is

symmetric about u = 0 and u = β/4.

With such a profile, the equation of motion (7.61) cannot be solved analytically

for general ξ0 (except, by construction, for the special case nξ0 = x∗(βJ
2/n)), so we

must proceed numerically. The details of the numerical computation are presented in

Appendix D.2, and the resulting action Î2[ξ0] is shown in Figure 7.12. When J = 0, we

recover the pure JT trumpet action Î2[ξ0] = 2π2/(ξ20β) = b2/(2β), where b = 2π/ξ0 is

the circumference of the trumpet throat. At sufficiently small values of
√
βJ , the action

remains a monotonic function of ξ0, exhibiting no saddles in ξ0. When
√
βJ becomes

sufficiently large, two saddles in ξ0 appear, with one stable and the other unstable with

312



A tale of two saddles Chapter 7

0.0 0.2 0.4 0.6 0.8 1.0
0

50

100

150

200

250

0.0 0.2 0.4 0.6 0.8 1.0
300

350

400

450

500

0.0 0.2 0.4 0.6 0.8 1.0
1000

1050

1100

1150

1200

0.0 0.2 0.4 0.6 0.8 1.0
1100

1120

1140

1160

1180

1200

0.0 0.2 0.4 0.6 0.8 1.0
1500

1550

1600

1650

1700

0.0 0.2 0.4 0.6 0.8 1.0
2450

2500

2550

2600

2650

Figure 7.12: The effective action Î2[ξ0] obtained by placing the wiggle on shell, with
boundary matter profile (7.64) with n = 2 and A given by (7.70); note that we
plot the action as a function of the eccentricity sech(πξ0/2) of the elliptical domain.
From left to right and top to bottom, we show

√
βJ = 0, 10, 17, 18, 22, and 30.

We plot the action as a solid blue curve where the spectrum of L (on the space of
perturbations that preserve the Z2 × Z2 symmetry) is nonnegative, and as a dashed
red curve when L has a negative eigenvalue. The orange dots show the action (7.66)
when ξ0 = x∗(βJ

2/2)/2, for which the wiggle (7.65) with A given by (7.70) satisfies
the equation of motion (7.61).

respect to perturbations in ξ0. At these intermediate values of
√
βJ , the stable saddle

does not globally minimize the action: it corresponds to a metastable solution. Further

increasing
√
βJ , however, decreases the action of the stable saddle until it becomes a

global minimum in ξ0.

We might expect that this global minimum of Î2[ξ0] should dominate the path integral.

This well may be the case, but a stability analysis indicates a subtlety: not all of the

saddles obtained for the wiggle are stable. Restricting our consideration to perturbations

that preserve the Z2 × Z2 symmetry, the solid blue curves in Figure 7.12 correspond

to solutions for which the fluctuation operator L defined in (7.63) has a nonnegative

spectrum, while the dashed red curves correspond to solutions for which L exhibits a

negative eigenvalue. So although for large
√
βJ the stable saddles are global minima
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of the effective action Î2[ξ0] obtained by keeping the wiggle on shell, it is conceivable

that off-shell configurations of the wiggle could decrease the action below that of these

putative global minima. We have not investigated this possibility further, but for now we

assume that the m = 2 path integral can be approximated by this new global minimum

of the effective action Î2[ξ0], when the minimum exists.

If the double-trumpet can be stabilized, can it ever dominate over the disk in a

computation of, say, Z2? Such dominance could only ever occur in a classical limit if J

and β scale appropriately with S0, since otherwise the topological part of the action will

trivially cause the disk to dominate. This is analogous to the need for the matter partition

function to be of order eS0 in models of black hole evaporation before wormholes can start

to dominate after the Page time [49, 50]. Indeed, we find that with an appropriate scaling

of J and β with S0, an exchange of dominance between the disk and the double-trumpet

can occur: in Figure 7.13 we show the difference Î1 − Î2 between the actions of the disk

and the trumpet for various values of J/
√
S0. At values of J/

√
S0 around order unity

or smaller, this difference is everywhere-negative, so the disk always dominates. But at

larger values of J/
√
S0, this difference becomes positive at sufficiently large values of

√
βJ ,

indicating that the double-trumpet dominates at sufficiently low temperatures. This

transition requires the amplitude J to scale with S0 like J ≳
√
S0, so at fixed J/

√
S0 the

temperatures at which the double-trumpet dominates (when it does at all) scale with S0

like T ≲ S0 . This behavior is analogous to the results of [207, 213], where a phase

transition between the disk and the double-trumpet was induced by turning on constant

but complex sources for a massless scalar. Here we see that an analogous transition

can be supported with real, replica-symmetric sources with nontrivial Euclidean time

dependence. It is this nontrivial Euclidean time dependence that induces the stress

tensor necessary to stabilize the wormhole.
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Figure 7.13: The difference Î1 − Î2 between the on-shell actions of the disk and the
trumpet obtained by putting both the wiggle and the modulus ξ0 on shell. The
boundary matter profile is (7.64) with n = 2 and A given by (7.70); the corresponding
trumpet action Î2 is given by (7.66) with ξ0 = x∗(βJ

2/2)/2, while the disk action Î1 is
computed numerically. The blue, red, and orange curves correspond to J/

√
S0 = 0, 4,

and 6; the orange curve becomes positive at large enough
√
βJ , indicating dominance

of the double-trumpet over the disk. No saddles for Î2 exist to the left of the dashed
black line.

7.5.3 Wormholes for m < 1

Having discussed the special cases m = 1 and m = 2, we now turn our investigation

to the saddles at m < 1 that appear in the replica trick. The first distinction to note

with the m > 1 case is that the topological part of the action is monotonically decreasing

with m. Consequently, taking S0 large at fixed β and ψ∂ will always cause the disk

to win out over the m > 1 wormholes; this was the reason that we needed to scale J

and β with S0 in the previous section to get the double-trumpet to dominate over the

disk. However, for this same reason, taking S0 large will always cause the disk to be

subdominant to any saddles at m < 1. Hence if there are any saddles at m < 1 at all,

they will always dominate over the disk in a classical limit S0 → ∞ with β and ψ∂ kept

fixed. Thus we only need to look for stable saddles at m < 1, without needing to worry

about their dominance over the disk.

Our analysis will be entirely numerical, so for simplicity we now fix the matter sources
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to be the lowest nontrivial Fourier mode on the thermal circle compatible with our

assumed Z2 × Z2 symmetry:

ψ∂(u) = J cos

(
4πu

β

)
. (7.71)

Again we leave the numerical details to Appendix D.2. At relatively small values of
√
βJ ,

we do not find any stable saddles at any m. In Figure 7.14 we show the effective ac-

tion Îm[ξ0] with
√
βJ = 10 for several values of m. This effective action is either mono-

tonic in ξ0, exhibiting no saddles for the modulus, or may exhibit a stable saddle for ξ0

which is however unstable to perturbations of the wiggle, as in the fourth plot in the fig-

ure. Note that solutions do not exist for all ξ0: the wiggle becomes singular at sufficiently

small ξ0 = ξend below which we found no more solutions. This behavior is qualitatively

analogous to what we observed in pure JT in Section 7.4: on-shell solutions for the wiggle

did not exist for all α. In that case, the end points at which solutions stopped exist-

ing corresponded to branch points of the Riemann surface for the analytic continuation

of Îm[α] to complex m (and α). The endpoints ξend shown in Figure 7.14 may play the

same role: they may be branch points of the analytic continuation of Îm[ξ0] to complex m

and ξ0.

Increasing
√
βJ turns out to change the story substantially, however: in Figure 7.15

we show Îm[ξ0] with
√
βJ = 20. We are still unable to find on-shell solutions for the wiggle

for all ξ0, but we also find two independent branches of solutions, with one unstable and

the other stable. For ν ≳ 1/3 (or m ≳ 1/2), these branches meet at a zero mode at which

the wiggle is regular. As ν is decreased below 1/3, the zero mode becomes singular and

the two branches separate, with each one terminating at a singular endpoint analogous to

those in Figure 7.14. The key feature of these two branches is that because one is stable,
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Figure 7.14: The effective action Îm[ξ0] of JT + CFT with boundary source given
by (7.71) with

√
βJ = 10. From left to right and top to bottom we show ν = 0.9,

0.8, 0.7, 0.34, 0.3, 0.27, corresponding to m ≈ 0.95, 0.89, 0.82, 0.51, 0.46, 0.43.
Points correspond to numerical data; curves are drawn to guide the eye. Blue points
connected by solid lines indicate that the spectrum of L is nonnegative; red points
connected by dashed lines indicate that L has a negative eigenvalue. No stable saddles
for both ξ0 and the wiggle are present.

we need only find a stable saddle in ξ0 to deduce the existence of a stable wormhole.

And indeed, such a saddle exists, as seen in the fourth plot in the figure. Interestingly,

this saddle does not persist to smaller m: as can be seen in the last two plots of the

figure, when ν is decreased below 1/3 and the branches separate, the saddle vanishes.

We are unable to find additional stable saddles by further decreasing ν. This qualitative

behavior is independent of the value of
√
βJ up to the largest value

√
βJ = 25 for

which we have constructed solutions. The upshot is that at sufficiently large
√
βJ , stable

classical replica wormholes exist at m < 1, but only down to around m ≈ 1/2.

Before examining the on-shell action of these wormholes in more detail, let us pause

to note that requiring the Z2 × Z2 symmetry was crucial to finding stable saddles. For

reference, in Figure 7.16 we show the lowest eigenvalue of L when the parity of the per-

turbations about ϕ = 0 and ϕ = π/2 is modified. Only for perturbations odd about ϕ = 0
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Figure 7.15: The effective action Îm[ξ0] of JT + CFT with boundary source given
by (7.71) with

√
βJ = 20. From left to right and top to bottom we show ν = 0.9, 0.7,

0.5, 0.34, 0.3, 0.27, corresponding to m ≈ 0.95, 0.82, 0.67, 0.51, 0.46, 0.43. Points cor-
respond to numerical data; curves are drawn to guide the eye. Blue points connected
by solid lines (lowermost curves) indicate that the spectrum of L is nonnegative; red
points connected by dashed lines (uppermost curves) indicate that L has a negative
eigenvalue. For all ν shown here there are two branches of solutions, with one stable
and the other unstable; for ν > 1/3 (m > 1/2) these branches meet at a zero mode,
but for ν < 1/3 these branches cease to join. Note that there is a stable saddle in
fourth plot.

(corresponding to the shape of ∂M being symmetric about the major axis of the ellipse)

is one of the branches of solutions stable at the saddle for ξ0, giving a stable wormhole.

This symmetry about ϕ = 0 is necessary for a real Lorentzian continuation obtained by

cutting the ellipse across its major axis. So the stability of these wormholes – and con-

sequently whether the quenched and annealed generating functionals ΓQ and ΓA differ –

depends crucially on whether we demand that perturbations about the saddle admit a real

Lorentzian section that contains the defects. Note that it is crucial that the Lorentzian

section contain the defects: a real Lorentzian geometry could also be generated by cutting

the ellipse about its minor axis, but requiring reality of such a section is not sufficient to

stabilize the wormholes.
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Figure 7.16: The lowest eigenvalue λmin of the fluctuation operator L under differ-
ent parities of the perturbation ν(ϕ) defined in (7.63); here we show

√
βJ = 20

and ν = 0.34, i.e. the fourth plot in Figure 7.15. The left (right) plots take ν(ϕ)
to be odd (even) about ϕ = 0, while the top (bottom) plots take ν(ϕ) to be odd
(even) about ϕ = π/2. The colors label the two branches shown in Figure 7.15; note
that ν(ϕ) needs to be odd about ϕ = 0 for at least one of the branches to be stable at
the location of the saddle in ξ0. This corresponds to the boundary curve ∂M being
even about the major axis of the ellipse.

How should the need for such a real Lorentzian section be interpreted? If the path

integral is to be understood as a purely Euclidean object completely removed from any

Lorentzian underpinning, then there is no reason to impose any such condition. In this

case, our saddles are simply unstable and never contribute to the quenched generating

functional. But this interpretation is rather odd: after all, we are ultimately interested

in theories with a Lorentzian counterpart, and moreover to even make the JT Euclidean

path integral well-defined in the first place the dilaton φ needs to be Wick rotated to an

imaginary contour: a strictly Euclidean definition of the JT path integral is manifestly

divergent. In addition, there is the question of which Z2 symmetry to preserve; that is,

which of the principal axes of the ellipse should correspond to the “t = 0” slice of the
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Lorentzian section. Comparison with other replica tricks make it natural to require the

conical defects to live on this t = 0 slice: for example, in the LM construction of von

Neumann entropy, it is the m→ 1 limit of the conical defects that turns into the minimal

or QES surfaces in the RT or QES formulas. In order for these surfaces to live in the

Lorentzian section, the t = 0 Lorentzian slice of the quotient geometry must therefore

contain the conical defects. Ultimately, whether or not the new saddles should genuinely

contribute to ΓQ will depends on the desired properties of the theory; we will revisit this

question in Section 7.7.

As a final note, the need to study the m < 1 wormholes completely numerically

somewhat obstructs the origin of the new branch of solutions and renders it difficult

to completely scan the parameter space in a controlled way. To shed some light into

the qualitative features exhibited by Figures 7.14 and 7.15, in Appendix D.4 we study a

simpler model of JT gravity coupled to end-of-the-world branes, similar to that considered

in [50]. This model can be studied analytically (up to a single transcendental equation),

and we find that turning on a brane tension gives rise to stable wormholes for m > 1 and

to two branches of solutions for the wiggle when m < 1, as we have seen in JT coupled

to a massless scalar. However, it does not exhibit the stable wormholes at m < 1 we

have found, so it is not sufficiently rich to exhibit our desired behavior. Nevertheless, it

is instructive in showing explicitly why two branches of solutions for the wiggle can exist

when m < 1.

7.5.4 It was the Best of Saddles, it was the Worst of Saddles

Assuming that we restrict to perturbations with a real Lorentzian section in the sense

discussed above (in particular, with the defects contained on the moment of time sym-

metry of the Lorentzian section), we may now compute the saddle-point approximation
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of the effective action Îm by putting the modulus on-shell, and consequently obtain ΓQ.

The action Îm as a function ofm is shown in Figure 7.17. Besides the aforementioned fact

that the saddles, when they exist, do not appear to persist below m ≈ 1/2 (at least in

the parameter space we have been able to probe numerically), an additional noteworthy

feature is that for intermediate values of
√
βJ these saddles also do not extend all the

way to m = 1: there can be an isolated interval of saddles for 1/2 < m < mmax < 1.

Regardless, the upshot is that in the classical S0 → ∞ limit in which the dominance of ge-

ometries is controlled solely by the topological term in the action, the replica trick (7.10)

gives the quenched generating functional

ΓQ = −Î1/2. (7.72)

We should of course be clear that our numerics are unable to determine that solutions

stop existing precisely at m = 1/2, so the above equality should really be understood as

taking the limit towards the leftmost endpoint of the curves shown in Figure 7.17.

An outstanding question worth considering is whether the minimization involved in

the one-step RSB prescription is justified in the present context, given that the minimum

of Îm at m = 1/2 is not a local minimum, but rather a global extremum at the boundary

of the space of solutions: that is, m1 = 1/2 is not a saddle of Îm1 . To some extent an

answer to this question requires a more comprehensive understanding of the replica trick,

but there is no obvious need for the minimization overm1 in the replica trick to be treated

on the same footing as the other saddles. Some intuition can be obtained from going back

to the original wormhole geometries with integer m ≥ 1. In these geometries, m1 is only

allowed to take on a discrete set of values (namely, the divisors of m), and a dominant

solution is found by minimizing m1 over this discrete set; there is no sense in which we
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Figure 7.17: The on-shell action Îm obtained by putting both the wiggle and
the modulus on shell; from uppermost to lowermost, the curves correspond to√
βJ = 25, 23, 20, 18, and 15. Note that the stable saddles we have found do not

persist below m = 1/2, marked as a dashed black line, and we are unable to find fur-
ther saddles at smaller values of m. For sufficiently large values of

√
βJ saddles exist

in the entire region m ∈ (1/2, 1]; decreasing
√
βJ shrinks the region in m in which

saddles exist, until for
√
βJ ≲ 15 we find no saddles at all for m < 1 (the isolated

points on the right-hand side of the plot are the m = 1 solutions, which exist for any
value of

√
βJ).

can look for “saddles” of m1. When m, and consequently m1, are continued away from

the integers in the replica trick, it is reasonable to expect that the minimization over m1

should remain a mere global minimization with no requirement that m1 be a saddle.

(Put differently: we must look for saddles in the wiggle and the modulus ξ0 because

these are degrees of freedom we integrate over in the path integral, and we approximate

this integral by a saddle-point approximation. On the other hand, m1 represents degrees

of freedom that are summed over in the path integral, i.e. different topologies, so we only

need to minimize with respect to m1 with no need for a saddle.)

With this interpretation understood, we can now compare the quenched and annealed

generating functionals using these new saddles at m = 1/2: we show ΓQ and ΓA in

Figure 7.18 as functions of the “temperature” T ≡ 1/β (though recall that these are

not thermal states). Since our data is consistent with stable saddles for m < 1 existing

to arbitrarily low temperatures, we expect ΓQ and ΓA to continue to be distinct down
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Figure 7.18: The low-temperature quenched and annealed generating function-
als ΓQ (blue points) and ΓA (red line). From left to right, the plots correspond
to J/

√
S0 = 0.1, 1, and 10. The error bars on the blue points are a rough estimate of

the uncertainty introduced in extrapolating the data to m = 1/2 as required in (7.72).

to T = 0; Figure 7.18 merely displays our results to the lowest temperatures for which we

have generated data. On the other hand, the apparent lack of stable saddles withm < 1 at

high temperatures implies that the only saddle that can contribute to ΓQ is the disk, and

so we would expect that at temperatures higher than those shown in Figure 7.18, ΓQ =

ΓA. But if this were the case, it is clear from the figure that ΓQ would be discontinuous

at this transition temperature, which is pathological behavior! This discontinuity stems

from the fact that the m = 1/2 saddles that contribute to ΓQ do not smoothly exchange

dominance with the m = 1 saddle that defines ΓA, but rather they dominate immediately

as soon as they start existing. What are we to make of this apparent discontinuity?

One possibility is to object to the m < 1 saddles in the first place: after all, if we

modify our stability criterion to require that saddles be stable under any real Euclidean

perturbation, rather than just perturbations that admit a real Lorentzian section, then

the m < 1 saddles are unstable. Without this stability condition, we would thus trivially

find that ΓQ = ΓA at all temperatures. However, we have discussed above our reasoning

for taking the requirement of stability under real Lorentzian perturbations seriously, so

we do not find this objection compelling. What we deem more likely is that the story

so far is incomplete: as alluded to earlier, the structure of solutions to the equations

of motion of the JT + CFT model at m < 1 is richer than one might have otherwise
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expected, and unfortunately a numerical analysis cannot ensure that we have found all

relevant saddles. It may be that there are additional saddles we have missed at smaller

values of
√
βJ that allow FQ to transition continuously to FA at high temperatures. In

fact, there could even be additional saddles that are not captured by our one-step RSB

ansatz. As we will see in Section 7.6, it may even be that quantum effects are needed to

give rise to new semiclassical saddles, which may then yield a continuous ΓQ. Or perhaps,

since our states are far from thermal there is no reason to require ΓQ to be continuous

after all, and the discontinuity is simply an interesting quirk of the theory.

Because of this incompleteness, we remain agnostic on what the “correct” answer

for the quenched generating functional is. We claim that our main finding is not the

particular functional form of ΓQ shown in Figure 7.18, but rather the existence of new

saddles at m < 1 whose stability properties depend crucially on whether or not pertur-

bations about them are required to admit a real Lorentzian continuation. Additional

investigation, either into the space of saddles, the structure of the replica trick, or non-

gravitational models of JT + matter, is needed to determine what the right answer for

ΓQ actually is.

7.6 Quantum Corrections: The Adventures of Oper-

ator Twist

To assess whether our purely classical results are robust to semiclassical corrections,

we now investigate the effect of turning on quantum corrections to the scalar field. Be-

cause the scalar only couples to the wiggle through the boundary sources ψ∂, and because

these sources have already been incorporated into the classical analysis, excitations of

the scalar about its classical background will obey homogeneous Dirichlet boundary con-
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ditions. Such quantum excitations will not couple to the wiggle, so we need only concern

ourselves with the coupling to the modulus. To do so, we construct the effective matter

action

Îquant[gm] = − 1

m
lnZquant[gm], (7.73)

where Zquant[gm] is the scalar partition function on the wormhole geometry gm, which

will depend on the modulus D. Note that we have included the prefactor of 1/m to

match conventions with the classical quotient action Îm.

After going to the quotient space, this partition function is computed in a standard

way [214] by inserting appropriate twist operators at the locations of the conical defects:

Zquant[gm] =

∫
DψΣ(p1)Σ

∗(p2)e
−Imat[ĝm] ≡ Zquant[ĝm]⟨Σ(p1)Σ∗(p2)⟩, (7.74)

where p1 and p2 are the locations of the conical defects, Σ and Σ∗ are the twist and

anti-twist operators, which identify fields in the clockwise and anti-clockwise directions

between the different Riemann sheets of the m-copy replica manifold, and the normal-

ization factor Zquant[ĝm] is the matter partition function on the quotient geometry (with

no twist operator insertions). Because the massless scalar is a CFT, the partition func-

tion Zquant[ĝm] can be computed straightforwardly from the conformal anomaly
∫
R[ĝm],

which is topological and hence independent of the modulus D (though it will depend

on m). Thus the normalization factor only adds an m-dependent additive constant

to Îquant, so it can safely be ignored. Instead, all nontrivial dependence on D is con-

tained in the correlator ⟨Σ(p1)Σ∗(p2)⟩.

In order to compute Zquant, we will make two simplifications. First, we will work

perturbatively about m = 1, since this is the regime in which the correlator ⟨ΣΣ∗⟩ is

most tractable. Second, we will work in the limit of a CFT with large central charge.
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This limit is compatible with the regime in which our classical m < 1 saddles exist in the

following sense. In Section 7.5 we worked with a single scalar field (central charge c = 1

in appropriate conventions) with boundary sources with amplitude J , giving an on-shell

classical action proportional to J2. But we could equally well have worked with, say,

many independent scalar fields with total central charge c, giving an on-shell classical

action proportional to cJ2. Consequently, the results of Section 7.5.3 can be interpreted

as showing that m < 1 saddles can be supported by a large-c CFT as long as cJ2 is

sufficiently large relative to 1/β.

With these assumptions understood, we turn to computing ⟨ΣΣ∗⟩. To do so, we first

take the quotient geometry to be the unit disk with the defects located at z± = ±a, as

in the left diagram of Figure 7.4. Here a is the modulus that sets the proper distance D

between the defects. The metric takes the form

ds2 = e2σ(z,z̄)dz dz̄ =
4

(1− zz̄)2
(1 +O(ε)) dz dz̄, (7.75)

where we have defined ε ≡ 1−m. We then map the disk to the upper half-plane via the

Möbius transformation z = (1 + iw)/(i+ w), giving the metric

ds2 =
1

4
e2σ(z,z̄)|z − i|4dw dw̄. (7.76)

Since the twist operators are primaries with scaling dimension [214]12

∆m =
c

12

(
m− 1

m

)
= − c

6
ε+O(ε2), (7.77)

12Note that we are analytically continuing the scaling dimension from m > 1 down to m < 1, which
should be valid since we are only interested in the behavior in a neighborhood of m = 1 and we expect
the scaling dimension to be analytic in m at m = 1. Analogous arguments apply for the rest of this
section.
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the two-point function of twist operators on the quotient geometry ĝm can be related

to that on the flat upper half-plane by a standard scaling under Weyl and conformal

transformations:

⟨Σ(a)Σ∗(−a)⟩ =
(
1

4
eσ(a,a)+σ(−a,−a)(1 + a2)2

)−∆m

⟨Σ(w+)Σ
∗(w−)⟩UHP, (7.78a)

=

[
1 +

c

3
ln

(
1 + a2

1− a2

)
ε+O(ε2)

]
⟨Σ(w+)Σ

∗(w−)⟩UHP, (7.78b)

where w± = (1 ∓ ia)/(±a − i) are the locations of the twist operator insertions in the

upper half-plane.

We thus need only to compute the correlator ⟨Σ(w+)Σ
∗(w−)⟩UHP on the (flat) up-

per half-plane. This setting corresponds to working in a boundary CFT (BCFT); this

will typically induce excitations on the boundary due to the breaking of full confor-

mal symmetry, as realized by the presence of a bulk to boundary OPE. To evalu-

ate ⟨Σ(w+)Σ
∗(w−)⟩UHP, we can therefore follow [215]. The basic idea is that the prod-

uct Σ(w+)Σ
∗(w−) can be expanded in terms of an OPE. Because we have a BCFT, there

are two channels the OPE can be expanded in. The first of these is the boundary channel,

where we expand each bulk operator in terms of a bulk to boundary OPE, corresponding

to the boundary operator spectrum of the bulk operator. This would convert the twist

two-point function into a sum over boundary two-point functions. There is also a bulk

channel in which we expand the product of bulk operators in terms of a bulk OPE; in this

channel the two-point function becomes a sum over bulk one-point functions. In general,

these two channels are only valid in their respective OPE limits: the boundary channel

is valid when the twist operators are brought closer to the boundary than they are to

each other, while the bulk channel is valid when the twist operators are brought closer

to each other than they are to the boundary. However, if we work in the c → ∞ limit
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then we can use the channels for all values of η ∈ [0, 1], with the two channels exchanging

dominance at some η∗, where η is the cross-ratio:

η ≡ (w+ − w+)(w− − w−)

(w+ − w−)(w− − w+)
=

(
1− a2

1 + a2

)2

. (7.79)

Moreover, we can approximate the OPE expansion in a given channel by the identity

block of that channel.

This calculation of ⟨Σ(w+)Σ
∗(w−)⟩UHP in the c→ ∞ limit was done explicitly in [215]

to linear order in ε, and yields

⟨Σ(w+)Σ
∗(w−)⟩UHP = 1− εc

6
(2 ln ϵUV − lnmin(η, 1− η)) +O(ε2), (7.80)

where ϵUV is a cutoff that regulates the region around the operator insertions. Conse-

quently, using (7.78b), (7.73), and (7.74) we obtain the matter effective action

Îquantm [a] = −c(m− 1)

3
max

(
0, ln

(
1− a2

2a

))
+O(m− 1)2, (7.81)

up to overall additive constants independent of a. This action is shown in Figure 7.19.

Note that for a >
√
2 − 1, Îquantm [a] is independent of a: this is to be expected from the

fact that a >
√
2 − 1 corresponds to the boundary OPE channel η < 1/2 in which the

two-point function is dominated by the proximity of the twist operators to the boundary

rather than to each other. When mapped back to hyperbolic space the distance from the

twist operators to the boundary is renormalized to a constant, and hence we expect that

correlators dominated by this channel should be independent of a.

For m > 1, Îquantm [a] is negatively divergent at a = 0. For the double-trumpet

case m = 2, this behavior (exhibited by bosonic matter) is well-understood and is due to
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Figure 7.19: The large-c, leading-order in m − 1 behavior of the quantum effective
action Iquantm [a] for m < 1 (up to various additive constants that we have ignored).
Note the divergence at a = 0 due to a Casimir effect.

a divergent Casimir energy as the throat of the wormhole pinches off. This divergence

is extremely destabilizing: the quantum effective action is unbounded below, suggesting

that a classically-stable double-trumpet cannot remain globally stable under the inclusion

of semiclassical effects; see e.g. [216, 208]. The action (7.81) suggests that this destabiliz-

ing Casimir energy persists for wormholes with m > 1, and presumably means that any

classical saddles with m > 1 do not remain well-defined saddles of a semiclassical theory

(though they may remain metastable).

However, for them < 1 wormholes relevant to the quenched generating functional ΓQ,

Îquantm is positively divergent at a = 0. Hence quantum effects do not render these worm-

holes pathologically unstable. Whether or not a classical saddle remains stable under

the inclusion of quantum corrections then depends on the details of the combined ac-

tion Îm[a] + Îquantm [a]. For instance, a classical saddle at some a >
√
2 − 1 will remain

a semiclassical saddle, but a classical saddle at a <
√
2 − 1 may or may not remain a

semiclassical saddle. Conversely, it is possible for semiclassical saddles to appear even

when no classical ones existed: for example, if dÎm/da > 0 for all a, then no classical

saddles exist, but the fact that dÎquantm /da → −∞ at a = 0 (and that dÎquantm /da = 0

for a >
√
2−1) is sufficient to ensure that a semiclassical saddle will exist. Indeed, using
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the fact that a is roughly inversely related to the parameter ξ0 used in earlier sections, it

is tantalizing to note that of the plots shown in Figures 7.14 and 7.15, dÎm/da > 0 on all

branches with no stable modulus but with a stable wiggle. Hence it is entirely possible

that semiclassical effects will stabilize some of the classically unstable wormholes we have

looked at – this may even be sufficient to remedy the apparent discontinuity of ΓQ in

Figure 7.18.

Investigating these possibilities in more detail will require us to construct the quantum

effective action away from a neighborhood of m = 1, which we leave to future work. The

upshot is that the same quantum effects that manifest pathologies in m > 1 wormholes

seem to be benign, or even beneficial, in the m < 1 wormholes necessary to construct

the quenched generating functional.

7.7 Discussion: Great Expectations

We have investigated the potential contributions of connected saddles to the quenched

generating functional ΓQ in the semiclassical approximation by developing an LM-inspired

procedure for replica symmetry breaking that admits continuation to zero replicas. Using

this technology, we have shown that in a model of JT gravity coupled to a massless scalar,

a computation of ΓQ reveals the existence of a new on-shell wormhole that dominates over

the usual disconnected contribution that gives the annealed result ΓA. This new wormhole

is unstable to arbitrary Euclidean perturbations, but it is stabilized by restricting to

perturbations that admit a real Lorentzian section with a moment of time symmetry on

which the conical defects live. Moreover, we have shown that quantum effects do not

destabilize this wormhole in the same way that they destabilize conventional wormholes

with m > 1, at least when working perturbatively about m = 1. In fact, they may even
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have a stabilizing influence, potentially making semiclassical saddles appear where no

classical ones existed.

It is not clear whether the (in)stability of the new saddle is a feature or a problem.

On the one hand, the Euclidean gravitational path integral is notorious for its superior

intelligence compared with its Lorentzian counterpart, as manifested in e.g. computations

of the black hole entropy by Gibbons and Hawking [217]. Perhaps, then, we should

take a purely Euclidean perspective, excluding saddles like the connected one we have

found that are unstable under some Euclidean perturbations. On the other hand, due

to the conformal mode problem, a strictly Euclidean gravitational path integral is in

fact divergent (and in JT gravity, inconsistent with canonical quantization): the contour

of integration of the conformal mode (or, in JT gravity, the dilaton) needs to be Wick

rotated to the imaginary axis to give sensible results. Perhaps this is a hint that a

Lorentzian treatment is more fundamental after all, as suggested in [218]. If so, then

only behavior under Lorentzian perturbations is relevant, and the quenched generating

functional should be dominated by the connected saddle after all.

Ultimately, whether or not the new saddle should contribute to ΓQ should be diag-

nosed by whether its inclusion yields the desired physics. In prior discussions of replica

wormholes, arguments against the inclusion of Euclidean wormholes were countered by

appeal to unitarity. Is there an analogous fundamental physical guiding principle that

justifies (or excludes) these wormholes from contributing to the replica trick (7.10) for ΓQ?

Unfortunately, any such principle is not immediately evident. Because the states that

we consider are not thermal due to matter sources that break the U(1) Euclidean time-

translation symmetry, the generating functional is no longer required to obey typical

constraints of thermal states. Some other constraints do exist of course: for instance,

correlation functions computed from the generating functional must satisfy a number of
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properties, from large-distance (or late-time) behavior to triangle inequalities. Some of

these are manifest already semiclassically, while others (e.g. very late-time recurrences)

are expected to be inherited from the microscopic, nonperturbative description. An in-

vestigation of whether or not these constraints are satisfied by certain saddles requires

an analysis of observables computed from the generating functional. For instance, [173]

found that a full nonperturbative calculation of correlation functions in JT gravity repro-

duces the correct late time recurrences predicted in [219]; the problem – often dubbed the

Maldacena information paradox – is that the standard semiclassical gravity calculation

predicts no late time recurrences. It would be interesting to investigate whether replica

wormhole contributions to the generating functional can resolve this tension in a similar

way to how connected topologies resolved the tension between the Page and Hawking

calculations of the entropy of Hawking radiation.

Alternatively, some guidance could be provided by appealing to dual models. For

example, pure JT gravity is dual to a double-scaling limit of a matrix model; such

models give nonperturbative completions of JT that can be used to explicitly compute the

quenched generating functional and confirm that it differs from its annealed counterpart

at low temperatures [191, 192, 193, 194, 195, 196, 197, 198, 199]. Is there an analogous

dual to JT gravity coupled to matter that would allow us to compute the quenched free

energy directly – without reference to replica tricks or wormholes – in a semiclassical

limit? For example, are there sources we could turn on in the SYK model that would

approximately reproduce, in an appropriate low-energy limit, the Schwarzian theory of

JT coupled to matter? If so, then an explicit computation of the quenched generating

functional should reveal whether or not our prescription for computing ΓQ via the replica

trick should include contributions from the new saddles we have found.

Identifying the contributing saddle to the generating functional is part of a larger
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quest to understand the rigorous underpinning of the gravitational path integral in gen-

eral. Without a guiding principle such as unitarity for the von Neumann entropy to help

us in picking the correct saddle for ΓQ, for now we simply raise this question and bring

up the possibility of future investigations into stability of saddles as a potential avenue

for furthering our understanding of the gravitational path integral.
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Appendix to Chapter 2

A.1 Extremal structure of Hn for 1 ≤ n ≤ 5

Here we summarize the extremal structure of Hn for all 1 ≤ n ≤ 5 by showing

representatives of every orbit of both facets and extreme rays. Representatives of each

orbit are picked as their lexicographical minimum.1 For extreme rays, we also present

their minimum realizations, exhibiting graphs where only edges of nonzero weight are

shown. At every n, we only include elements which are genuinely new and not coming

from zero-liftings. This is because these should always be included – by Proposition

2.5 the zero-lift of rays preserves all extreme rays, while by Theorem 2.5 the zero-lift

of inequalities preserves all superbalanced facets. As for SA, Proposition 2.8 guarantees

that precisely only instances involving just singletons in [n;N ] give rise to facets. It will

thus be convenient to present results in increasing order of n.

1The only exception to this is inequality 1 in Table A.1, which is chosen for symmetry reasons.
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A.1.1 Facets

At n = 1 one just has one single-element orbit of a nonnegativity facet,

S1 ≥ 0. (A.1)

For n = 2, the cone is a simplex with 3 facets in a single orbit of SA,

S1 + S2 ≥ S12. (A.2)

Lifting to n = 3, one gets 6 facets in the orbit of the trivial zero-lift of SA. The cone

becomes again a simplex due to the appearance of the new, totally symmetric facet of

MMI

S12 + S13 + S23 ≥ S1 + S2 + S3 + S123. (A.3)

There are no genuinely new inequalities for n = 4. The trivial zero-lift of the SA facet

gives a length-10 orbit. Every zero-lift of (A.3) in fact lands on the same MMI orbit,

which consists of another 10 facets. In total, H4 thus has 20 facets and is not simplicial

anymore.

It is at n = 5 that Hn begins to exhibit a richer structure. The trivial zero-lift of SA

now contributes an orbit of 15 facets. The trivial zero-lift of MMI gives an orbit with 20

facets. There is now another inequivalent zero-lift of MMI which gives an orbit of length

45. Besides these, there are 5 orbits of genuinely new facets, given in Table A.1.

In order, these give rise to orbits of lengths 72, 90, 10, 60 and 60. Together with

the 80 facets coming from SA and MMI, there are a total of 372 inequalities in the H-

representation of H5. Other than inequality 1, usually referred to as cyclic due to its

symmetry under i → i + 1 mod n which is manifest in the given representative, these
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inequalities are poorly understood.

1. S123 + S234 + S345 + S145 + S125 ≥ S12 + S23 + S34 + S45 + S15 + S12345

2. S14 + S23 + S125 + S135 + S145 + S245 + S345

≥ S1 + S2 + S3 + S4 + S15 + S45 + S235 + S1245 + S1345

3. S123 + S124 + S125 + S134 + S135 + S145 + S235 + S245 + S345

≥ S12 + S13 + S14 + S25 + S35 + S45 + S234 + S1235 + S1245 + S1345

4. 2S123 + S124 + S125 + S134 + S145 + S235 + S245

≥ S12 + S13 + S14 + S23 + S25 + S45 + S1234 + S1235 + S1245

5. 3S123 + 3S124 + S125 + S134 + 3S135 + S145 + S234 + S235 + S245 + S345

≥ 2S12+2S13+S14+S15+S23+2S24+2S35+S45+2S1234+2S1235+S1245+S1345

Table A.1: Representative inequalities in each of the 5 new orbits of facets of H5.

A.1.2 Extreme rays and minimum graph realizations

Extreme rays and their minimum realizations in KNmin
will be provided. Extreme

rays will be labelled by a tuple (n,Nmin − n, σ), where σ ≥ 1 is just an integer counting

orbits at fixed n and Nmin by listing their representatives lexicographically. Notice that

Nmin−n ≥ 1 counts the number of bulk vertices needed in the minimum representation,

plus the sink. For clarity, S-vector entries SI will be separated by a semicolon whenever

the cardinality of I increases.

At n = 1 there is a single extreme ray with minimum realization the Bell pair in

Figure A.1,

S(1,1,1) = (1). (A.4)

The n = 2 cone has just the length-3 orbit of zero-lifts of the Bell-pair extreme ray

(1, 1, 1). For n = 3, the Bell-pair zero-lift now gives an orbit of 6 extreme rays. A new
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totally symmetric extreme ray appears. It has a star-graph minimum realization shown

in Figure A.1 and reads

S(3,2,1) = (1, 1, 1; 2, 2, 2; 1). (A.5)

Lifting to n = 4 we get orbits of 10 extreme rays from (1, 1, 1) and another 5 from (3, 2, 1).

A genuinely new length-5 orbit of extreme rays appears,

S(4,2,1) = (1, 1, 1, 1; 2, 2, 2, 2, 2, 2; 3, 3, 3, 3; 2), (A.6)

which again has a star graph as minimum realization, as shown in Figure A.1.

1 N1

1

1

1

1

N

3

1

2

2

1

1

1

1

N

1

2

4

3

(1, 1, 1) (3, 2, 1) (4, 2, 1)

Figure A.1: Minimum realizations for extreme rays in each orbit of Hn for n ≤ 4.

At n = 5, lifted extreme rays become a minority. Extreme rays (1, 1, 1), (3, 2, 1) and

(4, 2, 1) respectively zero-lift to orbits of lengths 15, 15 and 30, totaling just 60 extreme

rays. It turns out H5 has 2267 in total, so all the others are genuinely new ones. They

fall into 16 orbits, which we now present by increasing number of bulk vertices needed

in their minimum realization. There are 4 distinct orbits of extreme rays realizable in a
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star graph,

S(5,2,1) = (1, 1, 1, 1, 1; 2, 2, 2, 2, 2, 2, 2, 2, 2, 2; 3, 3, 3, 3, 3, 3, 3, 3, 3, 3; 2, 2, 2, 2, 2; 1),

S(5,2,2) = (1, 1, 1, 1, 1; 2, 2, 2, 2, 2, 2, 2, 2, 2, 2; 3, 3, 3, 3, 3, 3, 3, 3, 3, 3; 4, 4, 4, 4, 4; 3),

S(5,2,3) = (1, 1, 1, 1, 2; 2, 2, 2, 3, 2, 2, 3, 2, 3, 3; 3, 3, 4, 3, 4, 4, 3, 4, 4, 4; 4, 3, 3, 3, 3; 2),

S(5,2,4) = (1, 1, 1, 2, 2; 2, 2, 3, 3, 2, 3, 3, 3, 3, 4; 3, 4, 4, 4, 4, 5, 4, 4, 5, 5; 5, 5, 4, 4, 4; 3),

(A.7)

with respective orbit lengths 1, 6, 15 and 60. They can all be represented on the star

graph shown in Figure A.2(1), with appropriate weight assignments as specified in Table

A.2. There are 6 orbits which require 2 bulk vertices,

S(5,3,1) = (1, 1, 1, 1, 1; 2, 2, 2, 2, 2, 2, 2, 2, 2, 2; 1, 3, 3, 3, 3, 3, 3, 3, 3, 3; 2, 2, 2, 2, 2; 1),

S(5,3,2) = (1, 1, 1, 1, 1; 2, 2, 2, 2, 2, 2, 2, 2, 2, 2; 2, 2, 2, 3, 3, 3, 3, 3, 3, 3; 2, 2, 2, 2, 2; 1),

S(5,3,3) = (1, 1, 1, 1, 2; 2, 2, 2, 3, 2, 2, 3, 2, 3, 3; 3, 3, 2, 3, 4, 4, 3, 4, 4, 4; 4, 3, 3, 3, 3; 2),

S(5,3,4) = (1, 1, 2, 2, 2; 2, 3, 3, 3, 3, 3, 3, 4, 4, 4; 4, 4, 4, 3, 3, 5, 5, 5, 5, 4; 4, 4, 4, 3, 3; 2),

S(5,3,5) = (2, 2, 2, 2, 3; 4, 4, 4, 5, 4, 4, 5, 4, 5, 5; 4, 6, 5, 6, 5, 7, 6, 7, 7, 7; 6, 5, 5, 5, 5; 3),

S(5,3,6) = (3, 3, 3, 3, 3; 6, 6, 6, 6, 6, 6, 6, 6, 6, 6; 5, 7, 7, 7, 7, 9, 9, 9, 9, 9; 6, 6, 6, 6, 6; 3),

(A.8)

with respective orbit lengths 10, 60, 90, 180, 360 and 90. These can be represented on

graphs in Figures A.2(2) to A.2(5) following Table A.2. There are 6 orbits which require
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3 bulk vertices,

S(5,4,1) = (1, 1, 1, 1, 1; 2, 2, 2, 2, 2, 2, 2, 2, 2, 2; 2, 2, 2, 2, 3, 3, 3, 3, 3, 3; 2, 2, 2, 2, 2; 1),

S(5,4,2) = (1, 1, 1, 1, 1; 2, 2, 2, 2, 2, 2, 2, 2, 2, 2; 2, 2, 3, 3, 2, 3, 3, 3, 3, 3; 2, 2, 2, 2, 2; 1),

S(5,4,3) = (2, 2, 2, 2, 3; 4, 4, 4, 5, 4, 4, 5, 4, 5, 5; 4, 6, 5, 6, 7, 5, 6, 7, 7, 7; 6, 5, 5, 5, 5; 3),

S(5,4,4) = (3, 3, 3, 3, 3; 6, 6, 6, 6, 6, 6, 6, 6, 6, 6; 5, 7, 7, 7, 9, 9, 9, 7, 9, 9; 6, 6, 6, 6, 6; 3).

(A.9)

with respective orbit lengths 180, 60, 360 and 360. These are realizable in graphs in

Figures A.2(6) to A.2(8) following Table A.2.

Finally, there is an orbit of length 360 with 4 bulk vertices,

S(5,5,1) = (3, 3, 3, 3, 3; 6, 6, 6, 6, 6, 6, 6, 6, 6, 6; 5, 7, 7, 7, 9, 7, 9, 9, 9, 9; 6, 6, 6, 6, 6; 3),

(A.10)

and another one of length 15 with 5 bulk vertices,

S(5,6,1) = (1, 1, 1, 1, 1; 2, 2, 2, 2, 2, 2, 2, 2, 2, 2; 2, 2, 3, 3, 2, 2, 3, 3, 3, 3; 2, 2, 2, 2, 2; 1).

(A.11)

These are respectively realizable in graphs in Figures A.2(7) and A.2(8) following Table

A.2.

In summary, H5 consists of 2267 extreme rays in 19 orbits, 2207 of which lie in 16

orbits new to n = 5. Note that apart from the Bell pair (1, 1, 1) in Figure A.1, there are

no edges between terminals in any of the minimum extreme-ray representations. Each is

planar except for (5, 6, 1) in Figure A.2(8), which can be embedded on a torus. Terminals

have degree at most 3.
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A.2 Miscellaneous examples

Convexity of H+
N,n and HN,n: For n = 5, consider extreme rays S(5,2,2) and the zero-lift

of S(3,2,1), both of which are realizable in K7. Using the ILP method in Section 2.5 we can

determine that their sum is not. Therefore, neither H+
7,5 nor H7,5 is convex without the

convex operator applied. The minimum realization of their sum is in K8, and has edges

{(1, 6), (2, 6), (3, 6), (4, 7), (5, 7), (6, 7), (7, 8)} with respective weights {2, 2, 2, 1, 1, 4, 4}.

Extreme rays of PN,n and HN,n: For n = 5 in K9, consider these three feasible (S,w)

pairs:

S1 = (3, 4, 3, 3, 3; 7, 6, 6, 6, 7, 7, 7, 6, 6, 6; 6, 8, 6, 9, 9, 7, 8, 8, 8, 9; 5, 5, 5, 6, 5; 2),

S2 = (1, 2, 1, 1, 1; 3, 2, 2, 2, 3, 3, 3, 2, 2, 2; 2, 2, 2, 3, 3, 3, 2, 2, 2, 3; 1, 1, 1, 2, 1; 0),

S3 = (2, 2, 2, 2, 2; 4, 4, 4, 4, 4, 4, 4, 4, 4, 4; 4, 6, 4, 6, 6, 4, 6, 6, 6, 6; 4, 4, 4, 4, 4; 2),

w1 = (0, 0, 0, 0, 2, 1, 0, 0; 0, 0, 0, 3, 1, 0, 0; 0, 0, 2, 0, 1, 0; 0, 1, 1, 1, 0; 1, 2, 0, 0; 0, 1, 0; 1, 0; 2),

w2 = (0, 0, 0, 0, 1, 0, 0, 0; 0, 0, 0, 2, 0, 0, 0; 0, 0, 1, 0, 0, 0; 0, 1, 0, 0, 0; 1, 0, 0, 0; 0, 0, 0; 0, 0; 0),

w3 = (0, 0, 0, 0, 1, 0, 1, 0; 0, 0, 0, 0, 0, 2, 0; 0, 0, 0, 1, 1, 0; 0, 1, 1, 0, 0; 2, 0, 0, 0; 1, 1, 0; 1, 2; 0).

Here (S1, w1) is an extreme ray of P9,5. However, its S coordinates have S1 = S2+S3, so

the latter cannot be an extreme ray of H9,5 and hence of H5 either (cf. Theorem 2.2(b)).
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Extreme Ray Graph Terminal Edges Edge Weights

( · , · , · ) # N 1 2 3 4 5 wNw1w2w3w4w5w6w7w8w9w10w11w12w13w14w15

(5, 2, 1) 1 1 1 1 1 1 1
(5, 2, 2) 1 3 1 1 1 1 1
(5, 2, 3) 1 2 1 1 1 1 2
(5, 2, 4) 1 3 1 1 1 2 2

(5, 3, 1) 2 1 1 1 1 1 1 1
(5, 3, 2) 3 2 2 2 1 1 1 1 1 1 1
(5, 3, 3) 2 w5 w3 2 1 1 2 1 1 2
(5, 3, 4) 4 2 1 1 2 1 1 1 1 1
(5, 3, 5) 3 w1wNw4 w2 2 3 2 1 1 2 1 1 1 1
(5, 3, 6) 5 3 3 2 2 2 2 1 1 1 1 1

(5, 4, 1) 6 2 1 2 1 1 1 1 1 1 1 1 1
(5, 4, 2) 7 1 2 1 1 2 2 1 1 1 1 1 1
(5, 4, 3) 7 w1wNw3w4w2 1 3 1 1 2 3 2 1 1 1 1 1
(5, 4, 4) 8 3 2 2 1 2 2 1 1 1 1 1 1 1 1

(5, 5, 1) 9 3 3 3 1 1 3 2 2 1 1 1 1 1 1 1

(5, 6, 1) 10 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

Table A.2: Extreme ray vs graph cross reference table for Figure A.2. The columns
under “Terminal Edges” specify which edge wj is incident to each extended terminal
i ∈ [5;N ], with a blank entry indicating j = i. Edge weights give all extreme rays
listed throughout Appendix A.1.2, up to overall scaling.
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Figure A.2: Minimum realizations for extreme rays which are new for H5.
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B.1 Graph operations

Throughout this work we have been focusing on min-cut structures on topological

graph models rather than on graph models and entropy vectors. However, as we have

seen, there is a particularly important situation where the two concepts essentially coin-

cide, namely the extreme rays of the HEC. In these cases it is useful to perform certain

manipulations which simplify the graph or make manifest some underlying properties.

In particular, we have used these operations to obtain realizations of all extreme rays of

the HEC5 and most of the HEC6 by tree graphs, in order to establish a connection with

the extreme rays of the SACN. In this appendix we provide a brief presentation of the

operations we have used.

The kind of graph operations one is interested in are those which can be used to

locally change the vertices, edges, and weights of a general graph while preserving its

entropy vector. A few such basic operations were listed in Figure 6 of [42]. It turns

out these can all be easily broken down into simpler operations, which we reproduce in
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fig. B.1.

In the examples we discussed, however, these operations were not always sufficient

to convert a graph model into a tree, and there is another graph operation which has

proven remarkably useful (e.g. in obtaining the tree graphs at the bottom of fig. 3.12),

the ∆-Y exchange shown in fig. B.2. Since this is a non-trivial operation, we include a

proof that it indeed does not alter the entropy vector of a graph model:

Lemma B.1. The ∆-Y exchange operation preserves the entropies.

Proof. Consider two graph models G̃N and G̃N

′
related by the operation in fig. B.2,

such that G̃N (on the left) contains the 3-cycle (∆), while G̃N

′
(on the right) contains

the degree-3 vertex (Y). In G̃N, let the pertinent vertices be {i, j, k}, joined by edges

with weights {wij, wik, wjk} (in fig. B.2 labeled more compactly as {a, b, c} for simplicity

of notation). To obtain G̃N

′
, we preserve the same vertices, delete the edges, add a

new vertex σ, and connect it to each of the former vertices by new edges of weights

{wσi, wσj, wσk} given by

wσi = wij + wik wσj = wij + wjk wσk = wik + wjk

An arbitrary vertex cut on G̃N may contain any of the 8 subsets of the vertices {i, j, k}

that make up the 3-cycle. In each case, the contribution from the edges that form the

G̃N weight G̃N

′

∅, {i, j, k} 0 ∅, {σ, i, j, k}
{i}, {j, k} wij + wik = wσi {i}, {σ, j, k}
{j}, {i, k} wij + wjk = wσj {j}, {σ, i, k}
{k}, {i, j} wik + wjk = wσk {k}, {σ, i, j}

Table B.1: Weight contributions to general candidate min-cuts on G̃N and G̃N
′
, de-

pending on exactly which subset of the vertices involved in the graph operation in
fig. B.2 is included. The agreement between the two graphs proves lemma B.1.
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cycle to the weight of the corresponding cut is given in table B.1. In G̃N

′
there are instead

16 possible subsets of {σ, i, j, k} which an arbitrary cut may contain. However, 8 of them

can be immediately ruled out by the fact that they cannot achieve minimum weight.

To see this, consider for example a cut containing precisely {σ, i}. This would receive a

weight wσj + wσk = wij + wik + 2wjk, which is strictly greater than the weight that {i}

alone would give, namely, wσi = wij + wik. In general, one easily observes that for a cut

to be of minimum weight, the newly added vertex σ should only participate when the

cut contains at least two of {i, j, k}, thus giving only 8 possibilities, as in G̃N. Looking

at each case as in table B.1, we arrive at the desired result that min-cut weights on the

two graphs indeed match.
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Figure B.1: Basic entropy-preserving graph operations. The last one requires c ≥ a+b.
Brown vertices are to be kept fixed under these operations. Boundary vertices are
colored in red, and bulk ones in gray. In a general graph, both brown and red vertices
may connect to arbitrarily many other edges, whereas gray ones should only appear
as shown.
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Figure B.2: The new entropy-preserving graph operation∆-Y. Vertices are color-coded
as in fig. B.1.
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C.1 Mathematical Results

In this appendix we give the proofs of the new results stated in section 3. We will

assume that the spacetime M is at least C2, maximally extended, connected, AdS-

hyperbolic and asymptotically locally AdSn×Sk with n > 2. Similarly, ∂M is assumed to

be maximally extended, connected, and globally hyperbolic. Recall that AdS-hyperbolic

means that there are no closed causal curves, and for any two points p and q, the set

J+(p) ∩ J−(q) is compact after conformally compactifying the AdS boundary [95].

We will assume everywhere in this section that p and q are bulk points in the domain

of influence of the asymptotic boundary, so that their light-cone cuts are not empty. The

results below apply to both future and past light-cone cuts which we denote C(p), or

C(p) for the extended cuts. In expressions like C(p)∩C(q) it will be understood that both

cuts are past or both cuts are future.

Proposition 5.1. Every light-cone cut C(p) is differentiable everywhere except on a set

of measure zero.
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Proof. The logic of the first part of this proof parallels that of Proposition 6.3.1 in [220].1

Let r ∈ C(p) and consider an open neighborhood Uα ⊂ ∂M about r. One can introduce

normal coordinates xα = {xµα : Uα → R | µ = 0, . . . , n−2} with ∂0 timelike and such that

the coordinate slices γc = {s ∈ Uα | xα(s) = c}, where xα = {xiα | i = 1, . . . , n − 2},

define curves intersecting both I−(r)∩Uα and I+(r)∩Uα for any constant c ∈ xα[Uα]. By

continuity and achronality, each curve γc must intersect C(p) at precisely one point sc,

i.e. {sc} = γc∩C(p), and therefore the map xα : Uα∩C(p) → Rn−2 is a homeomorphism

onto its image.

Now define a map x̃0 : x[Uα ∩ C(p)] → x0[Uα] by x̃0(c) = x0(rc), where rc is the

unique point at which γc intersects C(p). Because C(p) is achronal, for any two points

r, s ∈ Uα ∩ C(p) one has that |x̃0(x(r))− x̃0(x(s))| ≤ K|x(r)− x(s)| for some K ≥ 1,

with | · | the Euclidean norm. This shows that x̃0 is Lipschitz continuous. A Lipschitz

continuous transition map φαβ : xα[Uα ∩ Uβ ∩ C(p)] → xβ[Uα ∩ Uβ ∩ C(p)] can now be

constructed by direct product and composition with maps of higher differentiability class

as φαβ = xα ◦ x−1
β ◦ {x̃0β, id}. Thus a collection of charts (Uα ∩ C(p), xα) forms an atlas

for C(p) and endows it with a Lipschitz structure.

The differentiability of C(p) at a point r ∈ Uα ∩ C(p) is determined by the differen-

tiability class of the transition maps φαβ at xα(r) ∈ xα[Uα ∩ Uβ ∩ C(p)]. Because the

transition map φαβ is Lipschitz continuous, Rademacher’s theorem [221] implies that the

points in xα[Uα ∩ Uβ ∩ C(p)] ⊂ Rn−2 at which φαβ is not differentiable form a set of

Lebesgue measure zero as a subset of Rn−2. Thus the set of points at which C(p) fails to

be differentiable has measure zero.

Proposition 5.2. Each point (r,Φ(r)) on the extended cut C(p) determines the unique

1There is a typo in the proof in [220]: both instances of the set L appearing in the penultimate
sentence should be replaced by its boundary set L̇.
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null geodesic from r to p.

Proof. Consider an arbitrary point (r,Φ(r)) ∈ C(p) and let γ : [0, 1] → M̄ be the unique

null geodesic from r = γ(0) ∈ C(p) to p = γ(1) ∈ M . Write γ̇(0) ∝ V ⊥ + V ∥ with

V some rescaled vector parallel to γ̇(0) such that V ⊥ has unit norm, where V ⊥ (V ∥)

is the projection of V onto the normal (tangent) bundle of ∂M . Since r is regular,

C(p) is differentiable at r, and therefore there is a well-defined space tangent to C(p)

at r, denoted TrC(p). Because C(p) is a codimension-1 spacelike subspace of ∂M , there

is a unique timelike vector T ∈ Tr∂M normal to C(p) with T 2 = −1. Under natural

identifications of the vectors in ∂M with their inclusions in the ambient space M̄ , one can

further decompose γ̇(0) ∝ T + cosαV ⊥ + sinαS, where S ∈ TrC(p) is a unit spacelike

vector and α ∈ [0, π/2). If α ̸= 0, there would be a nontrivial vector S such that one could

consider a point rϵ ∈ C(p) arbitrarily close to r in the direction parallel to S. Notice that

then one could deform γ infinitesimally near ∂M into a timelike piece that connects up

with rϵ, thus making p and rϵ timelike-related, which contradicts the achronality of the

light cone ∂J(p). Hence one finds that α = 0 necessarily, and therefore γ̇(0) ∝ T + V ⊥

in general. In other words, regularity of the cut point implies that the vector field γ̇

tangent to γ is orthogonal to C(p) at r. The dimensionality of the normal bundle of C(p)

in M̄ is given by the codimension of C(p), which is k + 2 corresponding to timelike and

radial bulk directions and the conformally-shrinking Sk. The specification of Φ(r) by the

extended cut point fixes the direction of γ̇(0) on Sk, such that this vector only remains

undetermined in 2 dimensions. Out of the 2 possible null directions spanning the latter,

only one points inwards towards the bulk. Hence the choice of a point in C(p) together

with the orthogonal ingoing condition fix γ̇(0) up to scaling. But because γ̇(0) is null

and γ is geodesic, this suffices to determine a unique null geodesic from r to p.

Proposition 5.5. C(p) ∩ C(q) contains more than one point if and only if p = q.
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Proof.

(⇐) If p = q, C(p) ∩ C(q) = C(p), which always contains more than one point.

(⇒) Consider an arbitrary point (r,Φ(r)) ∈ C(p) ∩ C(q). According to Proposition 5.2,

the pair (r,Φ(r)) determine a unique ingoing null geodesic γr. If there were two distinct

such points in the intersection of the two extended cuts, their associated γr geodesics

would pass through both p and q, which would then be either equal or conjugate to each

other. But since there cannot be any conjugate points along any γr strictly between

either of these points and their cuts, it must be the case that p = q.

Theorem C.1. C(p)∩C(q) contains exactly one point (r,Φ(r)) if and only if q ̸= p and q

belongs to an achronal extension of a null geodesic γ from p to a regular point r ∈ C(p).2

Proof.

(⇒)3 Since C(p) ∩ C(q) contains exactly one point (r,Φ(r)), Proposition 5.5 already

implies p ̸= q. Then Proposition 5.2 shows that (r,Φ(r)) defines the unique null geodesic

γr associated to the regular point r. Since (r,Φ(r)) belongs to the intersection of the

two cuts, γr passes through both p and q and stays on the union of their light cones

∂J(p) ∪ ∂J(q). Thus the two points are null-related by an achronal geodesic through

both that ends at r.

(⇐) If p and q both lie on an achronal null geodesic γ that reaches a regular point

r ∈ C(p) and Φ(r) on Sk, then γ lies on both ∂J(p) and ∂J(q). So (r,Φ(r)) is clearly in

both extended cuts C(p) and C(q).
2The statement of an analogous result in [46] is not quite correct. In particular, q need not belong

to the null geodesic from p to r ∈ C±(p), but instead could lie on an extension of this geodesic beyond
p (i.e. p itself would lie in a null geodesic connecting q to r). This explains the qualification of the
statement to an achronal extension of the null geodesic from p to r.

3This direction proves Theorem 5.1 in Section 5.3.3.
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C.2 Higher-dimensional scalar propagators in global

AdSn × Sk

Consider a free bulk scalar field of mass m with Euclidean action

Sφ =
1

2

∫
ϵ
(
|dφ|2g +m2φ2

)
, (C.1)

where ϵ is the volume element on all D = n+k dimensions of AdSn×Sk. Using Poincaré

coordinates in Euclidean signature,

g =
ℓ2

z2
(
dz2 + δijdx

idxj
)
+ ℓ2dΩ2, (C.2)

where Latin indices run over the d = n− 1 spatial dimensions of AdSn.

C.2.1 Bulk-to-bulk propagator

The higher-dimensional bulk-to-bulk scalar propagator G is defined as the Green

function of the Klein-Gordon operator,

(
−□g +m2

)
G(z, x,Ω; z̃, x̃, Ω̃) = 1√

det g
δn(z − z̃, x− x̃)δk(Ω− Ω̃). (C.3)

where □g denotes the d’Alembertian built from the D-dimensional metric g. Because

AdSn × Sk is a product spacetime, this operator is diagonal and decomposes as

□g = □AdSn + ℓ−2∆Sk , (C.4)
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where □AdSn only acts on AdS coordinates (z, x) and the unit k-sphere Laplacian ∆Sk

only acts on coordinates Ω. Explicitly,

□AdSn =
z2

ℓ2
(
∂2z − (d− 1)z−1∂z + ∂2x

)
, (C.5)

and, using Cartesian coordinates on Rk+1 ⊃ Sk, one can write

∆Sk =
k∑

α>β

(xα∂β − xβ∂α)
2 . (C.6)

Consider first the propagator G∆ of a free scalar in AdSn of mass µ, defined by

(
−□AdSn + µ2

)
G∆(z, x; z̃, x̃) =

1√
det gAdSn

δn(z − z̃, x− x̃). (C.7)

This Green function is well-known and can be written in terms of the hypergeometric

function 2F1 as [75, 19]

G∆(z, x; z̃, x̃) =
2−∆C∆

2∆− d
ξ∆ 2F1

(
∆

2
,
∆

2
+

1

2
; ∆− d

2
+ 1; ξ2

)
, (C.8)

where the conformal ratio ξ is defined in terms of the coordinates of the two points by

ξ ≡ 2zz̃

z2 + z̃2 + (x− x̃)2
, (C.9)

and the conformal dimension ∆ and normalization constant C∆ are

µ2 =
∆(∆− d)

ℓ2
and C∆ =

Γ(∆)

πd/2Γ(∆− d/2)
. (C.10)

The two solutions of the quadratic equation obeyed by ∆ correspond to the usual two
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branches

∆ =
d

2
±
√
d2

4
+ ℓ2µ2, (C.11)

with the positive (negative) sign giving the normalizable (non-normalizable) one.

Consider now the Sk term in (C.4). The eigenfunctions of ∆Sk are called hyper-

spherical harmonics Y I
L (Ω) and labeled by their scaling degree L ∈ Z≥0 and a tuple

IL = (i1, . . . , ik+1) ∈ Zk+1 with
∑k+1

l=1 il = L, which specifies an element of the rep-

resentation of SO(k + 1) in terms of traceless symmetric tensors of degree L in k + 1

dimensions. They are defined by the eigenvalue problem

∆SkY IL
L (Ω) = −L(L+ k − 1)Y IL

L (Ω). (C.12)

and conventionally orthonormalized to satisfy

∫

Sk

dΩY IL
L

∗
(Ω)Y

ĨL̃
L̃

(Ω) = δLL̃δ
ILĨL̃ , (C.13)

where dΩ is the volume element of Sk. Additionally, as a basis for functions on Sk,

hyperspherical harmonics obey the completeness relation

∞∑

L=0

∑

IL

Y IL
L

∗
(Ω̃)Y IL

L (Ω) =
1√

det gSk

δk(Ω− Ω̃). (C.14)

The sum over SO(k+1) representation indices IL for fixed L can be performed explicitly

and leads to [222]
∑

IL

Y IL
L

∗
(Ω)Y IL

L (Ω̃) = NLC
(k−1)/2
L (cos θ) , (C.15)

where cos(θ) ≡ n · ñ for unit vectors n, ñ ∈ Rk+1 oriented on Sk as specified by Ω and Ω̃,
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respectively, and NL is a normalization constant given by

NL =
2L+ k − 1

(k − 1) volSk
where volS2l−1 =

2πl

Γ(l)
, (C.16)

The symbol Cα
l (x) is a Gegenbauer polynomial, which can be written as

Cα
l (x) =

Γ(2α + l)

Γ(2α)
2F1

(
−l, 2α + l; α +

1

2
;
1− x

2

)
. (C.17)

It is now a simple matter to construct the desired propagator:

Proposition C.1. The higher-dimensional bulk-to-bulk propagator G for a free scalar of

mass m in global AdSn × Sk given as an infinite series by

G(z, x,Ω; z̃, x̃, Ω̃) =
∞∑

L=0

NLC
(k−1)/2
L (cos θ)G∆L

(z, x; z̃, x̃), (C.18)

where G∆L
is the propagator of a free scalar in AdSn of scaling dimension ∆L defined to

be

∆L =
d

2
±
√
d2

4
+ ℓ2M2

L where M2
L = m2 +

L(L+ k − 1)

ℓ2
. (C.19)

Proof. Applying the right-hand side of (C.3) to (C.18) leads to

(
−□g +m2

)
G(z, x,Ω; z̃, x̃, Ω̃) =

∞∑

L=0

NLC
(k−1)/2
L (cos θ)

(
−□AdSn +M2

L

)
G∆L

(z, x; z̃, x̃)

=
1√
det g

δn(z − z̃, x− x̃)δk(Ω− Ω̃)

(C.20)

where (C.4), (C.15), (C.12) and (C.19) have been used in the first equality, and (C.7),

(C.15) and (C.14) in the second one. The result thus agrees with the right-hand side of

(C.3).
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The series form of (C.18) may be understood as a Kaluza-Klein series expansion of the

higher-dimensional bulk-to-bulk propagator. This expression reduces to a very compact

form for conformally flat AdSn × Sk, as is the case of (C.2),4 if one chooses the scalar to

be coupled to the metric in a Weyl invariant manner [151]. This is accomplished in (C.1)

by choosing the mass of the scalar to be precisely

m2 =
(k − 1)2 − (n− 1)2

4ℓ2
. (C.21)

The resulting propagator is simply a power-law in the total chordal distance along both

AdSn and Sk, viz. (see [151] for more details)

G(z, x,Ω; z̃, x̃, Ω̃) = Γ(h)

2(2π)h+1

1

(ξ−1 − cos θ)h
where h =

n+ k − 2

2
. (C.22)

C.2.2 Bulk-to-boundary propagator

One would naively hope to be able to derive a simple expression for the bulk-to-

boundary propagator starting from (C.22) and using some version of the extrapolate

dictionary [160]. Unfortunately, it is not at all clear in this case how one would take the

z → 0 limit of (C.22). A naively reasonable guess would be to Taylor expand this object

in ξ, kill off the zl power in ξl of the lth term with a factor of (2l− d)z−l, take the z → 0

limit and hope to be able to perform the summation of the resulting series to obtain a

compact expression. However, this would neither be a kernel as defined in (5.16) nor

obey the desired boundary condition in (5.18).

Instead, our approach will be to perform the summation in (5.17) directly. The terms

in the summation can be obtained by applying the extrapolate dictionary to every term

4Recall that global AdSn × Sk is conformally flat if and only if the radius of the Sk matches that of
AdSn.
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in the series (C.18) that defines G. These will involve the usual dimension-∆L bulk-to-

boundary propagator [17, 160]

K∆L
(z, x; x̃) = lim

z̃→0
(2∆L − d)z̃−∆̂L G∆L

(z, x; z̃, x̃) = C∆L
χ∆L , (C.23)

where χ is given by

χ =
z

z2 + (x− x̃)2
. (C.24)

The upshot is the following definition of the higher-dimensional bulk-to-boundary prop-

agator as an infinite Kaluza-Klein series:

K(z, x,Ω; x̃, Ω̃) =
∞∑

L=0

NLC∆L
C

(k−1)/2
L (cos θ)χ∆L . (C.25)

Note that in Lorentz signature, the limit that the bulk and boundary point become null

separated corresponds to χ → ∞. Each term in this series then develops a singularity

with a coefficient that is a smooth function on Sk peaked at the location of the bulk

point.

The computation of this sum becomes tractable for Weyl invariant matter, which

fixes the mass of the scalar to be given by (C.21). The resulting Lth term in (C.25) is

K∆L
(z, x,Ω; x̃, Ω̃) =

Γ
(
k−1
2

)

2πh+1

(
L+

k − 1

2

)
Γ(L+ h)

Γ
(
L+ k−1

2

)C(k−1)/2
L (cos θ) χL+h, (C.26)

where h was defined in (C.22). For convenience, focus on the odd-n case, for which the

ratio of Γ functions may be expanded as a finite product. Using the Pochhammer symbol
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(a)n = a(a+ 1) · · · (a+ n− 1), this is

Γ(L+ h)

Γ
(
L+ k−1

2

) =

(
L+

k − 1

2

)

n−1
2

. (C.27)

The goal will be to manipulate (C.26) so as to be able to utilize the identity of Gegenbauer

polynomials that gives their defining generating function, namely5

∞∑

L=0

Cα
L(y)χ

L =
1

(1− 2χy + χ2)α
. (C.28)

To do this, note that the right-hand side of (C.27) can be realized via differentiation in

χ in the following way

Γ(L+ h)

Γ
(
L+ k−1

2

) =
1

χL+
k−1
2

−1
∂

n−1
2

χ

(
χL+h−1

)
, (C.29)

and similarly one can write

L+
k − 1

2
=

1

χL+
k−1
2

−1
∂χ

(
χL+

k−1
2

)
. (C.30)

Putting (C.29) and (C.30) together with χL+h, consider the following manipulations:

(
L+

k − 1

2

)
Γ(L+ h)

Γ
(
L+ k−1

2

)χL+h = 1

χL+
k−1
2

−1
∂χ

(
χL+

k−1
2

Γ(L+ h)

Γ
(
L+ k−1

2

)
)
χL+h

= χ
n+1
2 ∂χ

(
χ∂

n−1
2

χ

(
χL+h−1

))
.

(C.31)

5Note that this identity holds as an equality between power series in χ. However, as an infinite series,
the left-hand side is only convergent for |χ| < 1. While this should be kept in mind, in practice in will
not be a problem: physically, one is interested in looking at each L mode independently. Every relation
derived henceforth using this identity should thus be understood as an equality between power series in
χ.
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With this expression at hand, the infinite series that defines K may now be rewritten as

∞∑

L=0

K∆L
(z, x,Ω; x̃, Ω̃) =

Γ
(
k−1
2

)

2πh+1
χ

n+1
2 ∂χ

(
χ∂

n−1
2

χ

(
χh−1

∞∑

L=0

C
(k−1)/2
L (cos θ)χL

))
.

(C.32)

At this point it only remains to employ (C.28) to obtain the desired explicit form of the

higher-dimensional bulk-to-boundary propagator:

K(z, x,Ω; x̃, Ω̃) =
Γ
(
k−1
2

)

2πh+1
χ

n+1
2 ∂χ

(
χ∂

n−1
2

χ

(
χh−1

(1− 2χ cos θ + χ2)
k−1
2

))
. (C.33)

This result is valid for any odd n ≥ 3 and any integer k ≥ 2. Note also that this expression

only holds as an equality between coefficients in a power series in χ, the reason being

that the radius of convergence of the infinite series is |χ| < 1. This is not a problem in

Euclidean signature because |χ| < 1 always, but should be kept in mind for Lorentzian

signature where e.g. null separation corresponds to χ→ ∞.

The spacetime with one of the simplest evaluations of (C.33) is AdS3 ×S3, for which

K(z, x,Ω; x̃, Ω̃) =
χ2 (χ4 + 2χ (χ2 + 1) cos θ − 6χ2 + 1)

2π3 (χ2 − 2χ cos θ + 1)3
. (C.34)

For the usual case of interest of AdS5 × S5 one gets the following:

K(z, x,Ω; x̃, Ω̃) = −2χ4 (χ6 + 2χ4 cos 2θ − 17χ4 + 25χ2 + 2 (4χ4 − 5χ2 − 3)χ cos θ − 3)

π5 (χ2 − 2χ cos θ + 1)5
.

(C.35)
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Appendix to Chapter 7

D.1 Liouville Equation

In this Appendix we fill in some of the details omitted from Section 7.3.2. On the

rectangular domain shown in Figure 7.6, the conformal factor σ obeys the Liouville

equation (7.18) subject to the requirements that σ diverge at the conformal boundary ξ =

πξ0/2; that ϕ = 0 and ϕ = 2π be identified; and that σ be continuous in the interior of

the ellipse in the z plane. This last condition imposes boundary conditions at the ξ = 0

edge of the coordinate rectangle, which is mapped to a double-cover of the line segment

connecting z = ±1: it requires that for all nonnegative integer p,

∂pξσ(ξ = 0, ϕ) = (−1)p∂pξσ(ξ = 0,−ϕ). (D.1)

These various boundary conditions make it convenient to extend σ from the coordinate

rectangle to the infinite strip ξ ∈ (−πξ0/2, πξ0/2), ϕ ∈ (−∞,∞). The point is that

the Z2 × Z2 symmetry of the ellipse implies that on the strip σ is symmetric about
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the lines ξ = 0 and ϕ = kπ/2 for all integer k, which is sufficient to ensure that σ is

appropriately periodic in ϕ and that it obeys (D.1). Since the strip contains infinitely

many images of the foci at z = ±1 under the map (7.16), the Liouville equation takes

the form1

− 4∂u∂ūσ + e2σ = −2π

ν

∞∑

k=−∞

δikπ(u, ū), (D.2)

where recall that ν ≡ m/(2−m). It is convenient to absorb the singularities, both from

the delta functions and the boundary condition at the conformal boundary, into σ by

defining

σ ≡ σ̃ + ln

(
1

ξ0
sec

(
u+ ū

2ξ0

))
+

1

ν

∞∑

k=−∞

Gikπ(u, ū), (D.3)

whereGu∗(u, ū) is a Green’s function of the Laplacian. The Green’s function term absorbs

the delta functions in (D.2), while the logarithmic term ensures that σ diverges at the

conformal boundary if σ̃ is regular there. Its particular form is chosen to be the conformal

factor of the double-trumpet, so that for m = 2 (or ν → ∞) the Liouville equation is

solved by σ̃ = 0.

It is in fact convenient to take Gu∗ to be the Dirichlet Green’s function on the strip:

4∂u∂ūGu∗(u, ū) = 2πδu∗(u, ū), Gu∗

(
±πξ0

2
+ iϕ,±πξ0

2
− iϕ

)
= 0. (D.4)

An explicit form of Gu∗ can be obtained by starting with the Dirichlet Green’s function on

the upper half-plane, Gw∗(w,w) = ln |(w − w∗)/(w − w∗)|, and then mapping the upper

half-plane to the strip via w = ie−iu/ξ0 , yielding

Gu∗(u, ū) = ln

∣∣∣∣∣∣

sin
(
u−u∗
2ξ0

)

cos
(
u+ū∗
2ξ0

)

∣∣∣∣∣∣
. (D.5)

1The infinite delta functions effectively ensure that the problem has the desired periodicity in ϕ.
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The Liouville equation consequently yields (7.20a). Moreover, since by construction H

vanishes at the conformal boundary ξ = πξ0/2, regularity of σ̃ in fact requires that σ̃

vanish there, giving the boundary conditions (7.20b).

D.1.1 Approximate Solutions

To construct the function f defined by (7.22), first note that (7.22) can be reduced

to an ODE: exchanging ξ for a new variable x ≡ sech(ϕ/ξ0) cos(ξ/ξ0) ∈ (0, 1), we obtain

[
x2(x2 − 1)∂2x + 2x3∂x + ξ0x

2 cosh2

(
ϕ

ξ0

)(
2x tanh

(
ϕ

ξ0

)
∂x∂ϕ − ∂2ϕ

)]
f

+

(
1− x

1 + x

)1/ν

e2f − 1 = 0, (D.6)

while the boundary conditions require f(x = 0, ϕ) = 0 and that f be regular at x = 1.

Consequently it is consistent to take f to be a function of x only, satisfying

(
x2(x2 − 1)∂2x + 2x3∂x

)
f +

(
1− x

1 + x

)1/ν

e2f − 1 = 0. (D.7)

We now take ν to be small to construct a solution to this equation. In such a case, two

scaling regimes emerge depending on the behavior of ((1 − x)/(1 + x))1/ν : when x/ν is

large, ((1−x)/(1+x))1/ν is nonperturbatively small in ν, while when x/ν is order unity or

smaller, ((1−x)/(1+x))1/ν can be expanded perturbatively in ν. We can therefore obtain

a solution for f perturbatively in ν by performing a matched asymptotic expansion: we

solve for f in these two regimes and match the solutions together.

Large x/ν corresponds to the interior of the quotient geometry; in this regime, the
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penultimate term in (D.7) can be ignored, leaving simply

(
x2(x2 − 1)∂2x + 2x3∂x

)
fint − 1 = 0. (D.8)

Requiring that fint be regular at x = 1 gives the family of solutions

fint(x) = C + ln

(
x

1 + x

)
, (D.9)

where C is an arbitrary constant (that may depend on ν). On the other hand, x/ν of

order unity or smaller corresponds to a thin layer near the conformal boundary. Here we

define y ≡ x/ν and expand (D.7) in ν at fixed y:

(
−y2∂2y + ν2y3

(
y∂2y + 2∂y

))
fbndry +

(
1− 2y3

3
ν2 +O(ν4)

)
e2(fbndry−y) − 1 = 0. (D.10)

We then look for solutions order-by-order in ν by writing

fbndry(y) =
∞∑

n=0

νnfn(y). (D.11)

Plugging this expansion into (D.10) and imposing the boundary condition fbndry(0) = 0

allows us to solve for the fn order-by-order. For example, to O(ν) we have

f0 = y − ln

(
sinh(α0y)

α0y

)
, f1 = α1 (α0y coth(α0y)− 1) , (D.12)

where α0 > 0 and α1 are arbitrary constants (independent of ν). One obtains a new

constant αn at each order in ν.

The constants of integration C and αn are fixed by matching the solutions fint

and fbndry in the overlap region: that is, we require that the expansion of fint(x) at
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small x = νy agree with the expansion of fbndry(y) at large y. To O(ν), the relevant

expansions are

fint = C + ln ν + ln y − νy +O(ν2), (D.13a)

fbndry = y(1− α0) + ln y + ln(2α0) + να1 (α0y − 1) +O(ν2, e−α0y), (D.13b)

and hence matching order-by-order in y and ν gives α0 = 1, α1 = −1, and C = ln(2/ν)+

ν + O(ν2). We can then form a composite solution by superimposing the interior and

near-boundary solutions:

f = fint + fbndry − foverlap, (D.14)

where foverlap is the common behavior shared by fint and fbndry in the matching region.

Proceeding in this manner up to order ν3 ultimately yields (7.27) in the main text. To

then compute the magnitude of δσ̃, we use (7.27) to quantify the falloff of F outside the

interval ϕ ∈ (−π/2, π/2): for ϕ outside this interval, y is O(ν−1e−|ϕ|/ξ0), which is small

if e−π/2ξ0 ≪ ν. Expanding F at small y gives F = O(y2), which leads to the right-hand

side of (7.26) being O(ν−4e−2π/ξ0), as claimed.

D.2 Numerical Details

In this Appendix we briefly go into some details on the numerical approaches we

use both in solving the Liouville equation for the conformal factor σ as in solving the

equation of motion (7.61) for the boundary wiggle in JT coupled to a massless scalar field.

For a more detailed description of some of the pseudospectral discretization methods we

implement, as well as of the Newton-Raphson method for solving nonlinear problems,

see e.g. [212, 223].
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D.2.1 Liouville Equation

We are interested in solving the Liouville equation (7.20a), which we reproduce here

for convenience:

−
(
∂2ξ + ∂2ϕ

)
σ̃ +

1

ξ20
sec2

(
ξ

ξ0

)(
e2H(ξ,ϕ)/νe2σ̃ − 1

)
= 0, (D.15)

where H(ξ, ϕ) is defined in (7.19b). The coordinate domain corresponding to the ellipse is

given by ξ ∈ [0, πξ0/2), ϕ ∈ [0, 2π), and we require σ̃|ξ=πξ0/2 = 0 and for σ̃ to be regular

everywhere in the interior of the ellipse except potentially at the foci (ξ, ϕ) = (0, 0)

and (0, π). In fact, since we expect σ̃ to be symmetric about the major and minor axes

of the ellipse, it suffices to instead solve the equation on just the quarter-ellipse ξ ∈

[0, πξ0/2), ϕ ∈ [0, π/2]. Symmetry about the major axis of the ellipse is imposed by

Neumann boundary conditions at ϕ = 0 and ξ = 0, while symmetry about the minor

axis is impose by a Neumann condition at ϕ = π/2, so the boundary conditions on the

computational domain are

∂ξσ̃|ξ=0 = 0, σ̃|ξ=πξ0/2 = 0, ∂ϕσ̃|ϕ=0 = 0, ∂ϕσ̃|ϕ=π/2 = 0. (D.16)

We are thus left with a nonlinear elliptic boundary-value problem which can be solved

by standard methods; we implement a Newton-Raphson nonlinear problem solver after

discretization using pseudospectral methods with Chebyshev grids in both the ξ and ϕ

directions. For the data discussed below, we used a grid size of 100 points in ξ and 101

points in ϕ, which is sufficient to reach machine precision except at very small values of ν

and ξ0, where large gradients make the numerics poorly-behaved.

Once a solution for σ̃ has been obtained, we can extract the near-boundary metric
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function g2(ϕ) appearing in (7.49):

g2(ϕ) = ∂2ξ σ̃|ξ=πξ0/2 +
1

3ξ20
. (D.17)

As discussed in Section 7.5.1, comparison between our numerical results and analytic

approximations reveals that

g2(ϕ) = −1 + 2ν

3ν2ξ20

∞∑

k=−∞

sech2

(
ϕ− kπ

ξ0

)
+ C(ν, ξ0), (D.18)

where C(ν, ξ0) is independent of ϕ to within the accuracy of our numerics. In particular,

the difference between the analytic approximation (7.28) and the numerical solution

of (7.20b) does exhibit nontrivial dependence on ϕ, as can be seen in the final plot of

Figure 7.7; it is only in g2(ϕ) that the difference becomes independent of ϕ. In Figure D.1

we show the ϕ-independence of C(ν, ξ0) by plotting the relative difference

∆ ≡ 1−
min
ϕ

[
gnum2 (ϕ) +

1 + 2ν

3ν2ξ20

∞∑

k=−∞

sech2

(
ϕ− kπ

ξ0

)]

max
ϕ

[
gnum2 (ϕ) +

1 + 2ν

3ν2ξ20

∞∑

k=−∞

sech2

(
ϕ− kπ

ξ0

)] , (D.19)

where gnum2 (ϕ) is extracted from the numerical solutions of the Liouville equation via

(D.17). ∆ is order 10−7 or smaller in the entire parameter range (except for a narrow

region around where C(ν, ξ0) vanishes, where ∆ is consequently a poor diagnostic of

the ϕ-independence of C(ν, ξ0)). This is a consistent with a value of ∆ = 0 to the

resolution of our numerics, and hence with C(ν, ξ0) being independent of ϕ. Because

numerical errors in our computation of σ̃ (and hence gnum2 ) are largest near ϕ = 0, in
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Figure D.1: The quantity ∆ illustrating the ϕ-independence of C(ν, ξ0); ∆ ≲ 10−7 in
almost the entire parameter range, consistent with ∆ = 0 within the resolution of our
numerics. The apparent spike in ∆ appears around a region where C(ν, ξ0) vanishes,
and where ∆ is consequently a poor diagnostic of the ϕ-independence of C(ν, ξ0).
Nevertheless, even in that region ∆ never exceeds 10−2 or so.

practice we determine C(ν, ξ0) by evaluating at ϕ = π/2:

C(ν, ξ0) = gnum2 (π/2) +
1 + 2ν

3ν2ξ20

∞∑

k=−∞

sech2

(
(2k − 1)π

2ξ0

)
. (D.20)

As a check, we may compare the behavior of C(ν, ξ0) extracted from the numer-

ics with the analytic approximations in various limiting cases. For example, when ξ0

and ν are small with e−π/4ξ0 ≲ ν, we have that C(ν, ξ0) = 1/(3ξ20) + O(ν2); like-

wise we have C(ν, ξ0) = 1/(3ξ20) exactly when m = 2 (corresponding to ν = ∞);

and in the limit ξ0 → ∞ we have C(ν, ξ0) → −1/(3ν2). Figure D.2 shows the differ-

ence C(ν, ξ0)−1/(3ξ20); as expected, it is very small (in fact, limited by machine precision)

at small ξ0. In fact, the quality of the approximation is much better than would be ex-

pected from the analytic arguments: even at values of ν of order unity, C(ν, ξ0)−1/(3ξ20)

becomes arbitrarily small at small ξ0. Evidently the analytic approximation for g2 is

much better than that for σ̄.
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Figure D.2: The difference C(ν, ξ0) − 1/(3ξ20), expected to be small when ν is large,
and also when ξ0 and ν are small with e−π/4ξ0 ≲ ν. This difference becomes very
small at small ξ0, where it is eventually limited by machine precision. Points colored
in blue (red) lie within (outside) the region e−π/4ξ0 < ν.

D.2.2 Boundary Wiggle

In our study of JT gravity coupled to a CFT, we must solve the equation of mo-

tion (7.61) and find the lowest eigenvalue of the fluctuation operator L defined in (7.63).

The equation of motion for u(ϕ) is nonlinear, so we solve it using a standard Newton-

Raphson method. We will not discuss this method further, except to note that the basin

of attraction for solutions of (7.61) is relatively small, so in practice we need to implement

a damped Newton-Raphson iterative scheme in order to achieve convergence. Likewise,

the discretization of the “local” parts of the equation of motion and fluctuation operator

can be performed using standard methods, which we will also avoid discussing in any

detail. Instead, here we will focus on discretization of the more uncommon “nonlocal”

parts of (7.61) and (7.63) defined by a smearing against the kernel G(ϕ, ϕ̃): that is, the

discretization of the linear operator G defined by

(Gf)(ϕ) =
∫ 2π

0

dϕ̃G(ϕ, ϕ̃)f(ϕ̃), (D.21)

where G(ϕ, ϕ̃) is defined in (7.59) and f(ϕ) is a periodic function of ϕ. We implement

two approaches using pseudospectral methods on either a Fourier or a Chebyshev grid.
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Fourier Discretization

Because the functions in which we are interested are periodic in ϕ, it is perhaps most

natural to work on an evenly-spaced grid: that is, we discretize the domain into N grid

points ϕj = 2πj/N for j = 1, . . . , N and work with the discrete values fj = f(ϕj). We

take N to be even. We then consider the discrete Fourier and inverse Fourier transforms

of fj, constructed by restricting wave numbers to just a single copy of the Brillouin zone:

f̂k =
1

N

N∑

j=1

fj e
−ikϕj , fj =

N/2∑′

k=−N/2

f̂k e
ikϕj , ∀j, k ∈ Z, (D.22)

where the prime on the second sum indicates that the terms at k = ±N/2 are to be

multiplied by one half to compensate for the fact that the wave numbers k = −N/2

and k = N/2 should be identified. To compute the discretization of G, we first consider

the approximant

p(ϕ) =

N/2∑′

k=−N/2

f̂k e
ikϕ, (D.23)

which by construction satisfies p(ϕj) = fj. We then compute the action of G on p(ϕ),

evaluate the result at the grid points ϕ = ϕj, and express the results in terms of fj to

obtain a matrix representation of G. This procedure automatically truncates the Fourier

series that defines G(ϕ, ϕ̃), and we find (Gf)(ϕi) =
∑N

j=1 Gijfj where

Gij ≡
2

N

N/2∑′

k=1

k

[
tanh

(
kπξ0
2

)
cos(kϕi) cos(kϕj) + coth

(
kπξ0
2

)
sin(kϕi) sin(kϕj)

]
,

(D.24)

with the prime still denoting that the term k = N/2 is multiplied by a factor of one half.

By construction, this discretization of G (as well as the analogous discretizations of the

derivative operators d/dϕ, d2/dϕ2, etc.) is exact when acting on any Fourier mode with
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wave number up to N/2.

In practice, we expect solutions for the boundary wiggle to be symmetric about the

axes of the ellipse, which in terms of u(ϕ) corresponds to u′(ϕ) being even in ϕ at ϕ = 0

and π/2, assuming u(ϕ = 0) = 0. Likewise, we expect eigenfunctions of the fluctuation

operator L to have definite parity about ϕ = 0 and π/2. It is numerically economical

to exploit these symmetries by working on only the quarter-ellipse ϕ ∈ [0, π/2], which

effectively improves our numerical resolution at fixed grid size by a factor of four: a grid

size of nϕ (including ϕ = 0) on the quarter-ellipse corresponds to a grid size of N = 4(nϕ−

1) around the full ellipse. Doing so is straightforward: for example, if a function f(ϕ) is

symmetric about ϕ = 0 and π/2, we have that fN−i = fN/2−i = fi. Under the assumption

of such a symmetry, any N ×N matrix acting on fi for i = 1, . . . , N can be expressed as

an nϕ × nϕ matrix acting on fi for i = 0, . . . , nϕ − 1 (where f0 ≡ fN). Consequently we

restrict our attention to the quarter-ellipse.

We work with grid sizes up to nϕ = 500 (corresponding to keeping Fourier modes

up to wave number k = 998). However, in certain regions of parameter space, the

wiggle function u(ϕ) exhibits large gradients near the computational boundaries ϕ = 0

and ϕ = π/2 which even such a large grid has difficulty resolving. Rather than continuing

to increase the grid size, in such cases we implement discretization based on a Chebyshev

grid, which naturally clusters more grid points near the computational boundaries and

is much more effective at resolving large gradients there with smaller grid sizes.

Chebyshev Discretization

To implement pseudospectral methods on the quarter-ellipse with a Chebyshev grid,

we could proceed directly by truncating the sum that defines G(ϕ, ϕ̃) and then using

Clenshaw-Curtis quadrature to compute the integral that defines the operator G. How-
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ever, unlike the case of Fourier discretization just described, with a Chebyshev grid there

is no natural rule for how to truncate the sum defining G(ϕ, ϕ̃), so one would need to

introduce an additional parameter to capture this order of truncation. Consequently, we

find it more convenient to rewrite G(ϕ, ϕ̃) as a much more rapidly-converging sum using

Poisson summation.

To do so, we write G(ϕ, ϕ̃) in the form

G(ϕ, ϕ̃) ≡ 1

2π

∞∑

k=−∞

[(
k tanh

(
kπξ0
2

)
− |k|

)
cos(kϕ) cos

(
kϕ̃
)

+

(
k coth

(
kπξ0
2

)
− |k|

)
sin(kϕ) sin

(
kϕ̃
)]

+
1

2π

∞∑

k=−∞

|k|eik(ϕ−ϕ̃). (D.25)

The first sum converges exponentially in k, so we may freely use the Poisson summation

formula on it. The second sum is not convergent but is still a well-defined distribu-

tion: noting that the Fourier transform of |x| is D2
ω ln |ω|/(2π2) with Dω a distributional

derivative2, the Poisson summation formula gives the distributional relation

1

2π

∞∑

k=−∞

|k|eik(ϕ−ϕ̃) = 1

π

∞∑

k=−∞

D2
ϕ̃
ln
∣∣∣ϕ̃− ϕ+ 2kπ

∣∣∣ ; (D.26)

the right-hand sum is convergent (it is (1/π)D2
ϕ̃
ln | sin

(
(ϕ̃− ϕ)/2

)
|). Consequently we

2That is, Dn
ω ln |ω| is a homogeneous distribution of degree −n. Essentially, when integrated against

a test function one integrates by parts “ignoring the singularity”: e.g. for a, b ̸= 0,

∫ b

a

dω f(ω)Dω ln |ω| ≡ [f(ω) ln |ω|]ba −
∫ b

a

dω f ′(ω) ln |ω| = PV

∫ b

a

dω
f(ω)

ω
,

∫ b

a

dω f(ω)D2
ω ln |ω| ≡

[
f(ω)

ω

]b

a

− [f ′(ω) ln |ω|]ba +
∫ b

a

dω f ′′(ω) ln |ω|,

where PV denotes the Cauchy principal value.
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find

G(ϕ, ϕ̃) =
1

π

∞∑

k=−∞

D2
ϕ̃
ln

∣∣∣∣∣
1− e−(ϕ̃−ϕ+2kπ)/ξ0

1 + e−(ϕ̃+ϕ+2kπ)/ξ0

∣∣∣∣∣ , (D.27)

so the action of G on a test function is

(Gf)(ϕ) = 2ϕ

πξ0
f ′(0) +

1

π

∞∑

k=−∞

∫ 2π

0

dϕ̃ f ′′(ϕ̃) ln

∣∣∣∣∣
1− e−(ϕ̃−ϕ+2kπ)/ξ0

1 + e−(ϕ̃+ϕ+2kπ)/ξ0

∣∣∣∣∣ . (D.28)

The terms in the sum are O(e−2π|k|/ξ0) at large |k|, so the sum is rapidly convergent.

However, the integrand of the k = 0 term is singular at ϕ̃ = ϕ, so we cannot yet

straightforwardly discretize this expression for G. Instead we integrate by parts to obtain

(Gf)(ϕ) = 2ϕ

πξ0
f ′(0)− πξ0

2
f ′′(0)

+
∞∑

k=−∞

[
4ϕ

ξ0
f ′′(0)H(−k)−

∫ 2π

0

dϕ̃ f ′′′(ϕ̃)Ĝ3(ϕ, ϕ̃+ 2kπ)

]
, (D.29)

where H(x) is the Heaviside step function (with the convention H(0) = 0) and we have

defined

Ĝ3(ϕ, ϕ̃) ≡
ξ0
π
Re
[
Li2

(
e−(ϕ̃−ϕ)/ξ0

)
− Li2

(
−e−(ϕ̃+ϕ)/ξ0

)]
, (D.30)

with Li2(z) the dilogarithm. The dilogarithm is a continuous function on the real line, and

hence the integrand is everywhere-finite, as desired. Moreover, note that in integrating

by parts, we included a nonzero constant of integration to ensure that the sum is rapidly

convergent: as can be verified using the asymptotics of the dilogarithm, the terms of this

sum also decay like e−2π|k|/ξ0 at large |k|. In practice we find that truncating to |k| ≤ 15

is more than sufficient for obtaining accurate results for all the values of ξ0 we consider

(i.e. up to ξ0 = 10). To discretize G on the quarter-ellipse, we impose appropriate parity

of f(ϕ) across ϕ = 0 and ϕ = π/2, which allows us to evaluate all integrals on the
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reduced domain ϕ ∈ [0, π/2]. We then discretize the integrals in (D.29) via Clenshaw-

Curtis quadrature on a Chebyshev grid on this domain.

It should be noted that the price we pay for reexpressing G in the form (D.29) is

the loss of spectral accuracy due to the need to integrate the dilogarithm Li2(z) through

its non-analytic behavior at z = 1. Nevertheless, in practice we find that in this new

formulation, a Chebyshev grid of size 201 on the quarter-ellipse is sufficient to comfortably

resolve the large gradients in u(ϕ) near ϕ = 0 and ϕ = π/2.

D.3 Bulk Solutions to JT + Scalar for m = 1 and 2

In this Appendix we explain how to obtain the analytic solutions (7.65) for the wiggle

which satisfy the equations of motion with the matter sources given by (7.64) (under an

appropriate choice of A) on the Poincaré disk an on the double-trumpet. The idea is to

solve the bulk problem by constructing a solution for the dilaton Φ and the scalar ψ on

the disk or the double-trumpet, and from this bulk solution to then extract the boundary

quantities u(ϕ) and ψ∂(u).

D.3.1 General Dilaton Solution

We begin by constructing a general solution to the JT + matter equations of motion

on any portion of a Riemann surface of constant negative curvature that can be covered

with a single coordinate chart, and with arbitrary conserved matter stress tensor. With

bulk action I = IJT + Imat, the equation of motion for the metric gives

−∇a∇bΦ + Φgab = Tab − Tgab, (D.31)
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where Tab is the stress tensor obtained from the matter action Imat (and T is its trace).

We solve (D.31) in conformal gauge, in which the metric takes the form

ds2 = e2σdz dz̄ (D.32)

where σ(z, z̄) solves the Liouville equation (except for potentially at isolated conical

defects). Conservation of the stress tensor yields

∂z̄Tzz + e2σ∂z
(
e−2σTzz̄

)
= 0, (D.33)

and likewise with z ↔ z̄. In this conformal gauge, (D.31) gives

−∂z∂zΦ + 2∂zσ∂zΦ = Tzz, (D.34a)

−∂z∂z̄Φ +
1

2
e2σΦ = −Tzz̄, (D.34b)

−∂z̄∂z̄Φ + 2∂z̄σ∂z̄Φ = Tz̄z̄, (D.34c)

which can be integrated explicitly. To do so, we first integrate (D.34a) to get

Φ(z, z̄) = A(z̄) +

∫ z

z0

dw e2σ(w,z̄)
[
B(z̄)−

∫ w

z0

du e−2σ(u,z̄)Tzz(u, z̄)

]
, (D.35)

where A and B are arbitrary antiholomorphic functions and the integrals are contour

integrals that start at an arbitrary point z0 and end at z (avoiding conical defects if there

are any). We can relate A and B by inserting this solution into (D.34b), which gives

A(z̄) = 2B′(z̄)− s1(z̄)B(z̄)− T1(z̄), (D.36)
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where we have defined the antiholomorphic functions

s1(z̄) ≡ −4∂z̄σ +

∫ z

z0

dw e2σ(w,z̄), (D.37a)

T1(z̄) ≡ 2e−2σTzz̄ + 4∂z̄σ

∫ z

z0

dw e−2σ(w,z̄)Tzz(w, z̄)

+

∫ z

z0

dw

[
2∂z̄
(
e−2σ(w,z̄)Tzz(w, z̄)

)
− e2σ(w,z̄)

∫ w

z0

du e−2σ(u,z̄)Tzz(u, z̄)

]
; (D.37b)

the fact that these are antiholomorphic follows from the Liouville equation and the con-

servation of the stress tensor. Consequently we may evaluate them at any value of z;

choosing z = z0 gives the simpler expressions

s1(z̄) = −4∂z̄σ(z0, z̄), T1(z̄) = 2e−2σ(z0,z̄)Tzz̄(z0, z̄). (D.38)

Finally, using (D.36) in (D.34c) yields a third-order differential equation for B:

− 2B′′′(z̄) + s2(z̄)B
′(z̄) +

1

2
s′2(z̄)B(z̄) + T2(z̄) = 0, (D.39)

where we have introduced the additional antiholomorphic functions

s2(z̄) ≡ 8
(
(∂z̄σ)

2 − ∂2z̄σ
)
, (D.40a)

T2(z̄) ≡ e2σ∂z̄

[
e−2σ

(
T ′
1 +

∫ z

z0

dw ∂z̄

(
e2σ(w,z̄)

∫ w

z0

du e−2σ(u,z̄)Tzz(u, z̄)

))]
− Tz̄z̄;

(D.40b)

as with s1 and T1, one can verify that s2 and T2 are antiholomorphic using the Liouville

equation and the conservation of the stress tensor. So we may again evaluate these
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functions at z = z0, which gives the relations

s2 = 2s′1 +
s21
2
, T2 = T ′′

1 +
1

2
s1T ′

1 − Tz̄z̄(z0, z̄). (D.41)

Using these and (D.36) we may express (D.39) entirely in terms of A:

− A′′ − s1
2
A′ − Tz̄z̄(z0, z̄) = 0. (D.42)

Using (D.38) this can be integrated to give

A(z̄) = c1 +

∫ z̄

z̄0

dw̄ e2σ(z0,w̄)
[
c2 −

∫ w̄

z̄0

dū e−2σ(z0,ū)Tz̄z̄(z0, ū)

]
, (D.43)

where c1, c2, and z̄0 are arbitrary (complex) constants. Finally, we then integrate (D.36)

to obtain

B(z̄) = e−2σ(z0,z̄)

[
c3 +

1

2

∫ z̄

z̄0

dw̄ e2σ(z0,w̄) (A(w̄) + T1(w̄))

]
, (D.44)

where c3 is another arbitrary complex constant. Consequently, equation (D.35) with A

and B given by (D.43) and (D.44) is the general solution for the dilaton for arbitrary σ

and matter stress tensor. Note that any changes to z0 and z̄0 can be reabsorbed into

the ci, so there are only three independent degrees of freedom in this solution.

When the matter is classical and conformal, Tzz̄ = 0, and hence Tzz and Tz̄z̄ are

holomorphic and antiholomorphic, respectively. This simplification, along with use of

the Liouville equation, allows us to integrate (D.35) to obtain

Φ = 4e−2σ(z0,z̄)
[
c̃3 + 2c̃1∂zσ + 4c̃2∂

2
zσ − 2∂z(e

−2σ∂z(e
2σF ))

]∣∣
z=z0

(∂z̄σ(z, z̄)− ∂z̄σ(z0, z̄))

+ c̃1 + 4c̃2∂zσ(z0, z̄)− 2e−2σ(z0,z̄) ∂z
(
e2σF

)∣∣
z=z0

− 2e−2σ(z,z̄)∂z̄
(
e2σF

)
, (D.45)
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where the c̃i are constants and we have defined

F (z, z̄) ≡
∫ z

z0

dw e−2σ(w,z̄)Tzz(w), F (z, z̄) ≡
∫ z̄

z̄0

dw̄ e−2σ(z,w̄)Tz̄z̄(w̄). (D.46)

We’d now like to use this expression to solve for the dilaton in the presence of conformal

matter on the Poincaré disk and the double-trumpet. For the real massless scalar field ψ,

the equation of motion ∇2ψ = 0 is solved by

ψ(z, z̄) = f(z) + f̄(z̄) (D.47)

for an arbitrary holomorphic function f , and the corresponding components of the stress

tensor are Tzz = (f ′)2 and Tz̄z̄ = (f̄ ′)2. In principle we should determine f by imposing

Dirichlet boundary conditions at ∂M , but for our purposes in this section we will instead

choose f and then determine the corresponding boundary conditions from it.

D.3.2 Poincaré Disk

The Poincaré disk is given by conformal factor σ = ln(2/(1− zz̄)), with z covering

the unit disk. We take the scalar field to be given by (D.47) with f(z) = Jzn/2 for

positive integer n. Then (D.45) with z0 = z̄0 = 0 gives the general solution

Φ =
α1(1 + r2) + 2r(α2 cos θ + α3 sin θ) +

nJ2r2n

4

(
r2

2n+1
− 1

2n−1

)
cos(2nθ)

1− r2
, (D.48)

where the αi are real and we have converted to the usual polar coordinates using z = reiθ.

We expect the boundary conditions (7.30) to constrain the αi, but we also expect there

to be residual freedom in these constants due to the SL(2,R) symmetry of the Poincaré
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disk. So for the purposes of constructing a particular solution, we set α2 = 0 = α3. Then

the boundary condition Φ|∂M = 1/δ gives an embedding of the boundary ∂M :

r = 1− Φ0(θ) δ +O(δ)2, where Φ0(θ) = α1 −
nJ2

4(4n2 − 1)
cos(2nθ). (D.49)

With this embedding we may fix α1 by imposing the requirement that the length of ∂M

be β/δ:

β =

∫ 2π

0

dθ

Φ0(θ)
⇒ α1 =

2π

β

√
1 +

(
nβJ2

8π(4n2 − 1)

)2

. (D.50)

Finally, we may define the proper length coordinate u along ∂M using du = dθ/Φ0(θ),

which gives the wiggle function u(θ) (7.65) with

A =

[
1 +

(
8π(4n2 − 1)

nβJ2

)2
]−1/2

. (D.51)

Likewise, the boundary profile of the scalar is given simply by ψ|∂M = J cos(nθ), which

written in terms of u takes the form (7.64).

These solutions solve the equation of motion (7.61) in the boundary formalism. This

can be verified most easily by noting that when m = 1, the conical defects vanish and

hence the on-shell action should be independent of ξ0. For simplicity we can therefore

work purely in the ξ0 → ∞ limit of the action (7.60) in which the ellipse degenerates into

the Poincaré disk (with no defects). In this ξ0 → ∞ limit with m = 1, we have

g2(ϕ) → −1

3
, G(ϕ, ϕ̃) → 1

2π

∞∑

k=−∞

|k|eik(ϕ−ϕ̃). (D.52)
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We then find that the equation of motion (7.61) is satisfied by (7.65) if

1√
1− A2

=

√
1 +

(
nβJ2

8π(4n2 − 1)

)2

; (D.53)

this agrees precisely with the expression (D.51) obtained from the bulk solutions. The

action of the wiggle profile (7.65) is

Î1 = −S0 +
1

β

[
2π2(4n2 − 1)√

1− A2
− 8π2n2 +

πnβJ2

2

]
, (D.54)

which recovers the pure JT Schwarzian result Î1 = −S0 − 2π2/β when J = 0.

D.3.3 Double Trumpet

To treat the double-trumpet, we will work on the quotient space (i.e. the single

trumpet) with appropriate regularity conditions imposed to ensure smoothness of the

scalar and the dilaton on the quotient geometry. The conformal factor on the trumpet is

σ = ln

[
1

ξ0
sec

(
z + z̄

2ξ0

)]
, (D.55)

with z ≡ ξ + iϕ covering the strip Re (z) ∈ [0, πξ0/2), Im (z) ∈ [0, 2π). A wormhole

solution will involve fixing not just the dilaton Φ, but also ξ0, which sets the size of the

wormhole. We take the scalar field to be given by (D.47) with

f(z) =
J cosh(nz)

2 cosh(nπξ0/2)
(D.56)

for positive integer n; this choice ensures that ψ obeys all the regularity conditions

discussed in Section 7.5.1. Using (D.45) with z0 = z̄0 = 0, we find that imposing these
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same regularity conditions on Φ fixes the three constants c̃i uniquely, leaving the solution

Φ =
nJ2ξ0

4 cosh2(nπξ0/2)

[
n

(
ξ0 + ξ tan

(
ξ

ξ0

))

− cos(2nϕ)

1 + 4n2ξ20

(
nξ0 cosh(2nξ) +

1

2
sinh(2nξ) tan

(
ξ

ξ0

))]
. (D.57)

Again we impose the boundary condition Φ|∂M = 1/δ to obtain an embedding of ∂M :

ξ =
πξ0
2

− Φ0(ϕ) δ +O(δ2), (D.58)

where

Φ0(ϕ) =
nJ2ξ20

8 cosh2(nπξ0/2)

(
nπξ0 −

cos(2nϕ) sinh(nπξ0)

1 + 4n2ξ20

)
. (D.59)

We must have Φ0(ϕ) > 0 for all ϕ, but Φ0(0) becomes negative at large ξ0; hence solutions

only exist when ξ0 is sufficiently small3. Requiring that the length of ∂M be β/δ then

fixes the allowed values ξ∗ of ξ0 in terms of J and n:

β =

∫ 2π

0

dϕ

Φ0(ϕ)
⇒ βJ2

n
=

16 cosh2(nπξ∗/2)

n3ξ3∗

√
1−

(
sinh(nπξ∗)

nπξ∗(1+4n2ξ2∗)

)2 . (D.60)

Again we may define the proper length coordinate u along ∂M using du = dϕ/Φ0(ϕ),

which gives the wiggle function u(ϕ) (7.65) with

A =
sinh(nπξ∗)

nπξ∗(1 + 4n2ξ2∗)
. (D.61)

The boundary profile of the scalar is given simply by ψ|∂M = J cos(nϕ), which written

in terms of u takes the form (7.64).

3Specifically, when nξ0 < x∗, where x∗ ≈ 1.36 is the positive solution of πx(1 + 4x2) = sinh(πx).
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It is straightforward to check that (D.60) and (D.61) satisfy (7.67) and (7.68), so

again we confirm that the solutions obtained using the bulk and boundary formalisms

coincide. In particular, the need for
√
βJ to be sufficiently large in order for solutions to

exist can be inferred from (D.60): in the region where the right-hand side is real, it has

a global minimum at nξ∗ ≈ 0.93 where it attains the value ≈ 146. Hence solutions for ξ0

only exist when
√
βJ ≥ √

βJmin ≈ 12
√
n, just as we found in Section 7.5.2.

D.4 JT + Branes

In this Appendix we discuss a model of JT gravity coupled to end-of-the-world (EOW)

branes. This model is effectively a classical version of that considered in [50], except that

we do not give the branes any internal degrees of freedom. Our purpose is illustrative:

though we do not find stable wormholes at m < 1, we will see very clearly that for m < 1

multiple branches of solutions for the wiggle can appear in a way analogous to the more

involved model studied in Section 7.5.

D.4.1 Boundary Action

The JT + brane model has the Euclidean action

Ibrane = IJT + µ

∫

B

ds, (D.62)

where B is an EOW brane anchored to the boundary ∂M and µ > 0 is its tension.

With m boundaries, the geometry M consists of the Poincaré disk with m geodesic

“bites” removed corresponding to the location of m disconnected portions of B, as shown

in Figure D.3. The boundary ∂M consists of m disconnected pieces anchored to B, and
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we take the length of each of these pieces of ∂M to be β/δ. After quotienting by the Zm

replica symmetry, it is clear that the quotient space geometry M̂m is in fact identical to

(a single copy of) the geometry M̂
(2)
m discussed in Section 7.4.1. Consequently, the JT

part of the quotient action takes half its value in pure JT after the replacement β → 2β:

Îm =
m− 2

2m
S0 −

∫ β/2

−β/2
du Sch

(
tan

(
Θ

2

)
, u

)
+ µLength(B). (D.63)

(Hence the case µ = 0 can be thought of as a quotient of pure JT by a Z2 symmetry

about the geodesic B.) To put the brane on-shell, we must compute its length up to the

cutoff boundary ∂M . From Figure D.3, it is clear that B is diffeomorphic to a geodesic

on the Poincaré disk sweeping out an angle 2α on the boundary. Moreover, footnote 8

relating the embedding functions Θ(u) and R(u) indicates that this geodesic is cut off

by ∂M at the radial cutoffs R± = 1−Θ′(±β/2) δ +O(δ2). The length of B up to these

cutoffs is then

Length(B) = ln

(
β2

δ2

)
− ln

(
4β2Θ′(β/2)Θ′(−β/2)

sin2 α

)
+O(δ). (D.64)

The first term is the expected UV divergent piece, and it can be cancelled out by adding

an appropriate counterterm such as −2µ ln(βΦ)|∂M to the action. After this cancellation,

the renormalized action for the wiggle is

Îm =
m− 2

2m
S0 −

∫ β/2

−β/2
du Sch

(
tan

(
Θ

2

)
, u

)
− µ ln

(
4β2Θ′(β/2)Θ′(−β/2)

sin2 α

)
. (D.65)

We must next determine the boundary conditions to impose on the wiggle Θ(u). One

condition is fixed as in pure JT by requiring that Θ(u) wrap around the entire boundary

of M̂
(2)
m , while another will stem from fixing the angle at which ∂M intersects B. One
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2α
α

B

Zm quotient

2π
m

Figure D.3: For positive integer m, the genus-zero wormhole geometry corresponding
to the JT + brane model consists of the Poincaré disk with m geodesic “bites” B
removed, shown at left. The quotient geometry is shown at right; the dot-dashed
radial lines are identified, so the two half-geodesics correspond to a single copy of one

of the branes B. This quotient geometry coincides with the geometry M̂
(2)
m shown in

Figure 7.4.

way to infer this latter boundary condition is to treat the brane as a particle of mass µ

which scatters with the boundary trajectory ∂M and impose conservation of the SL(2,R)

charges in this scattering process, as discussed in [224, 225]. Alternatively, we may impose

the boundary condition na∇aΦ|B = µ (with na a unit outward-pointing normal to B) on

the dilaton in the bulk [50] and convert it to the desired constraint on the intersection

of ∂M and B. Ultimately we find that n · u = µδ+O(δ2), where na and ua are outward-

pointing unit normals to B and ∂M4. This constraint ultimately leads to the wiggle

boundary conditions

Θ (±β/2) = ±
( π
m

− α
)
, Θ′′ (±β/2) = ∓

(
cotαΘ′ (±β/2)2 − µΘ′ (±β/2)

)
. (D.66)

4One way of determining this condition explicitly is to work on the Poincaré disk, placing the brane
on the axis θ = ±π/2, and considering the family of dilaton solutions

Φ =
(1 + r20)(1 + r2)− 4r0r cos θ

(1− r20)(1− r2)

which are obtained from the “standard” solution Φ = (1 + r2)/(1 − r2) by translating the origin to
the right a coordinate distance r0 using an SL(2,R) transformation. r0 and µ can be related using the
bulk boundary condition na∇aΦ|B = 2r0/(1 − r20) = µ, while it is easy to verify that where the level
sets Φ = 1/δ intersect the brane, they satisfy n ·u = 2r0δ/(1− r20)+O(δ2) = µδ+O(δ2). This is a local
condition on the intersection of ∂M and B, and hence it must hold in any other geometry as well.

382



Appendix to Chapter 7 Chapter D

Finally, we will ultimately need to investigate the stability of the wiggle. As usual,

we restrict to perturbations that exhibit a Z2 symmetry corresponding to reflection

about u = 0. The stability analysis proceeds just as in the pure JT case discussed

in Section 7.4.3: we write Θ = Θ̃ + ϑ with Θ̃ a solution to the equations of motion and

expand the action to second order in ϑ. The resulting fluctuation operator L is identical

to the one for pure JT (7.44), except that it acts on the space of functions obeying the

boundary conditions

ϑ(0) = 0 = ϑ′′(0), ϑ(β/2) = 0, ϑ′′(β/2) = −
(
2 cotα Θ̃′(β/2)− µ

)
ϑ′(β/2). (D.67)

Hence a solution Θ̃ is stable if and only if the spectrum of L is nonnegative on the

space of functions obeying these boundary conditions. We compute the spectrum of L

numerically as described in Appendix D.2.

D.4.2 Saddles

We now look for saddles of the action (D.65). As in the main text, we proceed by

first looking for saddles for the wiggle Θ(u) at fixed modulus α and then evaluate the

action on these saddles to obtain an effective action Îm[α] for α, which we then examine

to look for saddles for α.

Saddles for the Wiggle

With the boundary conditions (D.66), the variational problem for the action (D.65) is

well-posed and leads to the same equation of motion (7.33) we obtained in pure JT. Since

the boundary conditions (D.66) are odd in u, we may again consider the most general
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odd solution:

tan

(
Θ(u)

2

)
= a tan

(
bu

2β

)
(D.68)

(the extra factor of 2 on the right-hand side relative to (7.34) is inserted for convenience

to account for the relative factor of 2 in β between pure JT and the JT + brane model).

The constants a and b are determined by imposing the boundary conditions (D.66) just

as in pure JT. In short, we first take a = iai and b = −ibi with ai and bi both real and

positive. Then solutions can only exist when π/m− α < π in which case ai and bi must

satisfy

cosh

(
bi
2

)
+
βµ

bi
sinh

(
bi
2

)
=

sin(π/m)

sinα
, (D.69a)

ai = coth

(
bi
4

)
tan

(
π −mα

2m

)
. (D.69b)

On the other hand, taking a = ar and b = br with ar and br both real and positive, we

find that solutions must satisfy

cos

(
br
2

)
+
βµ

br
sin

(
br
2

)
=

sin(π/m)

sinα
, (D.70a)

br
2π

∈





(2N, 2N + 1] if tan
(
π−mα
2m

)
> 0,

(2N − 1, 2N) if tan
(
π−mα
2m

)
< 0,

N ≡
⌊

1

2m
+
π − α

2π

⌋
, (D.70b)

ar = cot

(
br
4

)
tan

(
π −mα

2m

)
. (D.70c)

It is now straightforward to see how turning on a brane can give rise to new branches

of solutions. For any value of µ, the left-hand side of (D.69a) is monotonic in bi > 0, so

when solutions of exponential type exist (i.e. when π/m−α < π and sin(π/m)/ sinα > 1+

µβ/2), then precisely one solution exists. Similarly, for µ = 0 the left-hand side of (D.70a)
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0 1 2 3 4 0 1 2 3 4

Figure D.4: Graphical solutions of (D.70) for br when m < 1. The solid blue curves
and the dashed red lines show the left- and right-hand sides of (D.70a), respectively,
while the shaded region is the interval satisfying (D.70b); hence solutions of (D.70)
correspond to intersections of the blue and red lines in the shaded regions. All three
plots take βµ = 10 and m = 0.45, while from left to right we show α = π/8, π/5,
and π/3. At small α there are no solutions; as α grows, two solutions appear at
a common value of br and branch apart; as α grows further, the larger of the two
solutions disappears abruptly as the region satisfying (D.70b) changes.

is monotonic in br in the interval allowed by the constraint (D.70b), so again at most

one solution of oscillatory type can exist (and it is given by the pure JT solution (7.40)).

However, for µ ̸= 0 the left-hand side of (D.70a) is not in general monotonic in the

interval allowed by (D.70b), and consequently may admit an additional solution. In

Figure D.4 we graphically illustrate the structure of solutions for br for various values

of α, showing how zero, one, or two solutions may exist.

Saddles for the Modulus

Putting the wiggle on-shell, we are left with an effective action Îm[α] for α:

Îm[α] =
m− 2

2m
S0 +





b2i
2β

− 2µ ln

(
2bi

sinh(bi/2)

sin(π/m− α)

sinα

)
, exponential,

− b2r
2β

− 2µ ln

(
2br

sin(br/2)

sin(π/m− α)

sinα

)
, oscillatory,

(D.71)

with bi and br implicit functions of α (as well as m and βµ) through (D.69) and (D.70).

When m ≥ 1, we always have N = 0 and sin(π/m)/ sinα ≥ 0 for any allowed α, from
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Figure D.5: The effective action Îm[α] for various values of m > 1 and βµ. From left
to right we showm = 3/2, 2, and 4, while the blue, red, and orange curves (uppermost
to lowermost within each plot) correspond to βµ = 0, 5, and 10, respectively. Note
that for any m > 1 and βµ ̸= 0, Îm[α] exhibits a local minimum in α. The spectrum
of L is also nonnegative on all of these solutions, so these minima in α correspond to
stable wormholes.

which it follows that precisely one solution will exist for any allowed value of α or µ.

Figure D.5 shows Îm[α] for various values of βµ and m. Note that for any nonzero βµ

there is a local minimum, meaning that the modulus is stabilized. Moreover, we have

verified that the spectrum of L is nonnegative for all of these solutions, so we conclude

that turning on the EOW branes stabilizes the wormholes when m > 1 (though the

wormholes do not appear to dominate over the disk: it is clear from Figure D.5 that

the on-shell action Îm[αmin] evaluated at the saddle αmin grows with m). On the other

hand, the behavior of Îm[α] when m < 1 is quite different. It is clear from (D.70)

that Îm[α] is single-valued and independent of α whenever 1/m is an integer, just as in

pure JT. For intermediate values of 1/m, there are instead always two branches of Îm[α],

as shown in Figure D.6 for βµ = 10; see also Figure D.7 (the behavior for other nonzero

values of βµ is analogous). These branches can exhibit either stable, unstable, or no

saddles in α. However, any stable saddles for α coincide with unstable saddles for the

wiggle; conversely, the branches of solutions on which the wiggle is stable (which only

exist for m ≥ 1/2) only exhibit unstable saddles for the modulus. Hence this classical

JT+brane model does not admit any stable wormholes for m < 1.
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Figure D.6: The effective action Îm[α] for various values of m ≤ 1 with βµ = 10.
From left to right and top to bottom, we show 1/m = 1, 1.2, 1.4, 1.6, 1.8, and 2.
Except for when 1/m is an integer, there are two branches: on the ones drawn as solid
blue curves, the spectrum of L is nonnegative, while on the dashed red curves L has
a negative eigenvalue. Note that although there are some saddles for α, these saddles
are all unstable, either to perturbations of α (as on the solid blue branch in the second
plot) or of the wiggle (as in the dashed red branch in the fifth plot). The behavior for
larger 1/m is analogous, except that all of the solutions for the wiggle are unstable.

Just as in pure JT, the branches in Figures D.6 and D.7 that appear to simply end are

indicative of additional sheets of the analytic continuation of Îm[α] to complex m (and

complex α, if desired). This analytic continuation is obtained by inverting (D.70a) for br

ignoring the constraint (D.70b); the inverse function br(sin(π/m)/ sinα) is a meromor-

phic function of m whose Riemann surface contains infinitely many sheets, and the ac-

tion (D.71) is infinitely-sheeted as well. Hence we can attribute the ends of the “branches

to nowhere” in Figures D.6 and D.7 as stemming from the constraint (D.70b) that fixes

the allowed branches of this Riemann surface. The upshot is that as in pure JT, imposing

the equations of motions is crucial to constraining the allowed behavior of the analytic

continuation of Îm: merely continuing a portion of the action (from, say, m > 1) to

all m without invoking the equations of motion is insufficient to uniquely fix the allowed
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Figure D.7: The effective action Îm[α] as a function of m for βµ = 10 and various
values of α; from left to right we show α = π/5, 3π/10, and 2π/5. On the solid blue
branch(es) the spectrum of L is nonnegative; on the dashed red branches L has a
negative eigenvalue.

behavior of the action at m < 1.

(It is also worth noting that the endpoints of the “branches to nowhere” in Figures D.6

and D.7 correspond to singular solutions for the wiggle, which can be seen as follows.

As the graphical analysis in Figure D.4 indicates, as α and/or m are varied a single

branch of solutions can end when the allowed interval for br (D.70b) changes due to a

change in the sign of tan((π −mα)/2m). On this branch, br/2π is not an integer as this

transition is reached, so from (D.70c) and (D.71) we conclude that ar either vanishes

or diverges there while the action remains finite. Hence these endpoints correspond to

singular configurations of the wiggle with finite action.)
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