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## RESEARCH ARTICLE

# Algorithms to Measure Area and Volume on 3D Face Models for Facial Surgeries 
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#### Abstract

The increased availability and affordability of 3D scanning technology due to recent advancements have made pre and post-operative analysis for facial surgeries more convenient and accurate through the use of 3D patient scans. However, to perform a more comprehensive analysis using area and volume measurements, it is necessary to develop new software tools that include the appropriate algorithms. Without the right algorithms, any software tool cannot perform its intended tasks effectively. In this study, we introduce two algorithms along with their open-source code to calculate the surface area and volume of a specific subsection of a 3D model. The first algorithm partitions the area/volume into smaller segmentations and applies raycasting to find the points on the face surface, and then finds an approximate measurement depending on the resolution selected. In contrast, the second algorithm utilizes the vertex information stored in the 3D model file to calculate the area and volume measurements for the designated region. The advantage of the second algorithm is that it examines every point in the model, resulting in the highest degree of precision possible. We have also used ChatGPT to generate the code for area/volume calculation and found that the logic of the ChatGPT-generated code is surprisingly similar to the second algorithm. We have presented the results of the measurements on certain regions of the face for both of the algorithms and compared the temporal performance of the algorithms.


INDEX TERMS 3D, algorithm, area, volume, measurement, facial surgery, facial analysis, face scan.

## I. INTRODUCTION

3D scanning has become more advanced and affordable due to recent technological advancements. The use of mobile smartphones for 3D scanning has made it easier to create 3D models, which are expected to have more applications in fields such as medicine. For example, the analysis made directly on a patient or, most frequently, on the patient's photo is expected to be done more and more on facial 3D models of the patient. This change is expected to increase the speed and accuracy of the facial analysis as well as lower the discomfort to the patient [1]. It will also open the possibility

[^0]to utilize new measurements such as area and volume for facial analysis [2]. However, this shift from utilizing photos to 3D models for facial analysis requires the availability of software tools. While there exist 3D modeling software tools such as Blender [3] and Maya [4], none of them offer a convenient solution for 3D facial analysis.

Software systems such as Vectra and 3DMD [5], [6] are not affordable for every practice and require custom hardware, while they lack the possibility of utilizing area and volume measurements for facial analysis. Any software to measure area and volume would require the algorithms to do so. However, there are no open-source algorithms that describe how to perform area and volume measurements on 3D models. In this study, we introduce two algorithms with different techniques
to compute area and volume on 3D models. We also provide the implementation of these algorithms as open-source code on GitHub [7]. These algorithms use facial landmarks such as pronasale, sellion, stomion, etc., which are familiar to medical professionals in the field, to define the boundaries of the region that is subject to measurement. We provide the implementation in JavaScript language, the language most frequently used in modern web-based software systems.

We believe the algorithms described here will help the development of software tools that would play an important role in the pre-operative planning and post-operative analysis of aesthetic and functional surgeries such as rhinoplasty, facelift, ear correction, cleft lip surgery, orthognathic surgery, craniofacial surgery, facial paralysis diagnosis-staging-treatment evaluation, etc. [8]. For example, we have implemented the area and volume algorithms to enhance the facial analyzer tool that focuses on pre- and post-surgery analysis and evaluations needed for rhinoplasty [9], [10]. As facial plastic surgeries are more digitized and computerized guidance will be provided before, during, and after surgery, the importance of determining the amount of area and volume will increase.

## II. RELATED WORK

Several studies have described various methods of calculating the volumes and surface areas of digital 3D models. One common method is to cut the model into several slices and estimate the volumes of each of the slices [11], [12], [13]. Alternatively, some studies have observed a variation in volume between the two models [14], [15], [16], [17]. Two studies located the positions of several feature points and used those points to estimate the volume [17], [18], [19]. Moreover, two other studies have analyzed each individual triangle in the 3D model, calculated their volumes, and summed them together [1], [19]. In the clinical study by Tuin et al., 6 subjects were used, the resulting personalized template was projected onto all sequential images to assess surface area differences, volume differences, and root mean square errors [15]. Twenty subjects participated in the clinical study by Rawlani et al. Here, out of 22 facial expression studies, 16 had a significant effect on cheekbone and/or jowl volume, and significant sound changes were recorded with subtle animations during smiling and frowning [17]. In the study performed by Rao et al., regional deformation of the face was determined. In addition, the effect of the operation was quantitatively evaluated by recording the 3D scanning model before and after the operation [20]. Manal et al. have introduced a new system for analyzing and improving the attractiveness of 3D faces using a Free Form Deformation technique based on the Bézier function. This system was tested on two 3D face datasets and experimental results proved that edited 3D faces are more attractive than original faces in respect of beauty canons: facial symmetry, golden ratio, neoclassical proportions and angular profile [21]. Liu et al., in their study, investigated the role of 3D face
geometry in the perception of facial beauty. In an experimental study where they developed a benchmark dataset with facial models and attractiveness degrees for facial attractiveness calculation, they proved the importance of 3D geometric features in capturing facial geometry relative to their 2D counterparts, and that special features are advantageous in characterizing facial attractiveness relative to extended features [22]. Gašparović et al. conducted a study in which they used facial scanning and computer measurement to examine the soft tissues of patients and the effects of various dental procedures on facial physiognomy at experimentally determined borderlines. The images were obtained using a 3D scanner and the exact distance algorithm was used for measurements on the 3D images. This study proposed 3D facial scans as a faster, more convenient, and accurate technique for patients to detect and quantify changes in facial soft tissue resulting from various dental procedures [23]. In Yang's study, a novel algorithm for generating face contour lines was proposed, and the detection performance of four operators was compared. The findings of the study demonstrate that the newly developed algorithm exhibits improved edge detection speed and effectively removes noise from the contour lines. This suggests that the proposed algorithm holds potential for enhancing the accuracy and efficiency of face detection and recognition systems [24].

All of these methods have limitations. The slicing techniques only estimate the volumes of the slices and thus have some inaccuracy. Finding the difference between the two models only gives relative values. Estimating the volume using several feature points provides only a rough estimation. Many of these techniques don't allow the user to choose a specific subsection of the face to measure. Several rely on third-party applications such as Matlabo [25] to aid in the calculation.

## III. ALGORITHMS AND MATHEMATICAL BACKGROUND

This section describes the algorithms developed to measure the area and volume of a selected region on a 3D face model. The first algorithm partitions the area/volume into smaller segmentations and applies raycasting to find the points on the face surface, and then finds an approximate measurement depending on the resolution selected. The second algorithm processes the 3D file in.obj format and finds the area and volume measurements for the selected region. The opensource implementations of these algorithms in JavaScript is shared on Github [7] and available as part of a web-based Facial Analysis tool [26].

## A. ALGORITHM - RAYCASTING

This algorithm utilizes raycasting to find points along the surface of the face and uses those points to approximate the area and volume. The accuracy of the calculations depends on the resolution selected and would approximate a more accurate result when a more granular (smaller) resolution is selected. Note that the 3D model needs to be correctly oriented for the approximate area/volume algorithms to produce accurate
results. This algorithm assumes that the z origin $(z=0)$ is at the back of the face. The area and volume algorithms run simultaneously, as finding both area and volume takes almost as much time as only finding one [27].

## 1) AREA ALGORITHM

1) Select any number of points on the surface of the 3 D model to define the boundaries of the area/volume to be calculated,
2) If more than four points are selected, divide the region into several quadrilaterals,
$>$ For instance, Figure 1 displays ten points $\{p 1 \ldots p 10\}$ that define the boundaries of the selected region. The algorithm splits the 10 points to form four quadrilaterals, first quadrilateral is formed using the point $\{p 1 \ldots p 4\}$, the second quadrilateral is formed using the points $\{p 3 \ldots p 6\}$, the third one using points $\{p 5 \ldots p 8\}$, and the last one using $\{p 7 \ldots p 10\}$.
$>$ If there is an odd number of points, then the algorithm takes the last point twice to make a triangle, i.e. $\{p 1, p 2, p 3, p 3\}$.


FIGURE 1. For example, ten points are selected to define the region of interest and then divided into sub regions (quadric-lateral), so each sub region has four points.
3) Sub-divide each of the four sides of each quadrilateral based on the desired resolution. Opposite sides of the quadrilateral should have the same number of subdivisions. For both pairs of opposite sides, take the greater of the two lengths and divide it by the resolution to determine how many parts it must be split into. Round this number up so that each line is split evenly. In the example shown in Figure 2, the resolution is set to 10 mm . The opposite sides of the quadrilateral that were marked in green have lengths of 30 mm and 50 mm . The greater length is used to determine how many subdivisions should be made, resulting in 5 subdivisions ( $50 \mathrm{~mm} / 10 \mathrm{~mm}$ ).
4) Divide the quadrilateral into several smaller boxes to line up with the divisions made in the previous step. The corners of these boxes can be calculated by taking


FIGURE 2. One quadrilateral region. Pairs of opposite sides are shown in red and green. Left: Side lengths are labeled. If the resolution was set to 10 mm , the green axis would be split into five subdivisions and the red into 4. Right: The quad is split up into $\mathbf{2 0}$ smaller boxes.
a weighted average of the four quadrilateral points. The boxes will lie within the quadrilateral on a skewed plane but might not be on the surface of the face.
5) Use raycasting to map these boxes to points that lie on the surface of the face. Send raycasts from $x=0$, $y=0, z=0$ to the corner of each of the boxes to find the corresponding surface points. Figure 3 depicts the raycasts sent toward the corners of the boxes that lie on the plane (in blue) and their corresponding points on the surface of the face (in red).


FIGURE 3. Base points (blue) lying on the skewed base plane (green). These points are raycast (black lines) through the base points from the origin point. The raycasted points (red) define the surface.
6) Calculate the area and volume occupied by each box and add them up to find the total area and volume of the quadrilateral. The methods used to determine area and volume measurements are detailed below. Sum up the areas and volumes of each quadrilateral to get the total area and volume.

## 2) AREA CALCULATION

The computation of the area can be summarized in the equation given below. In the equation, ' $p$ ' is the number of main quadrilaterals that depends on the number of landmarks chosen to define the boundaries of the area. For example, there


FIGURE 4. Four points of a quadrilateral are arranged into two triangles.


FIGURE 5. The cross-product formula to calculate the area of a triangle.
are four main quadrilaterals when the number of landmarks is ten as shown in Figure 1. The ' $p$ ' number of main quadrilaterals is partitioned to $m \times n$ number of small quadrilaterals depending on the resolution. Note that $m$ and $n$ can change based on the size of each main quadrilateral. The area of each small quadrilateral is computed using the cross-product of the two triangles that form it [28], [29].

$$
\begin{equation*}
\sum_{h=1}^{p} \sum_{l=1}^{m} \sum_{k=1}^{n} \frac{1}{2}|\overrightarrow{A B} x \overrightarrow{A C}|+\frac{1}{2}|\overrightarrow{D C} x \overrightarrow{D B}| \tag{2}
\end{equation*}
$$

## 3) VOLUME ALGORITHM

1. During the point selection algorithm, keep track of the overall minimum $z$-value ( $z \_$min).


FIGURE 6. Volume measurements depth. First, the volume is calculated to the $z=0$ plane (red), then the volume between the $z=0$ plane and the $\mathbf{z}=\mathbf{z}_{\mathbf{\prime}} \mathbf{m i n}$ (green) plane is calculated and subtracted.
2. For each of the surface boxes, create a base quadrilateral with the z -coordinate value set to 0 so that the volume down to the $x-y$ plane can be calculated.
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FIGURE 7. A cube (having two quadrilaterals, one corresponding to the surface quadrilateral and the other corresponding to the quadrilateral on $\mathbf{z = 0}$ plane) is dissected into five tetrahedra to calculate the volume of the cube. If the $\mathbf{z}$-coordinate is split between back and front, the $\mathbf{y}$-coordinate between up and down, and the x-coordinate between left and right, the five tetrahedra can be defined with the borders listed below the corresponding images. (Image credit mathworks.com) [32].
3. The surface quadrilateral and the corresponding base quadrilateral have a total of eight points. Arrange the eight points into five tetrahedra, as shown in Figure 7.
4. Find the volume of each of the five tetrahedra using the matrix determinant shown in equation 3 and then add these five volumes up to get a total volume between the quadrilateral on the surface and the $\mathrm{z}=0$ plane [30], [31].

$$
V=\frac{1}{6}\left|\begin{array}{llll}
x_{1} & y_{1} & z_{1} & 1  \tag{3}\\
x_{2} & y_{2} & z_{2} & 1 \\
x_{3} & y_{3} & z_{3} & 1 \\
x_{4} & y_{4} & z_{4} & 1
\end{array}\right|
$$

When the volume for each quadrilateral is computed and then summed up, the volume measurement is currently the entire encapsulated volume down to $z=0$. We subtract the volume of the prism (between the red and green lines shown in Figure 6) so that the volume reflects the encapsulated volume down to $z \_$min. The resulting volume measurement is the volume of only the selected region.

## 4) VOLUME CALCULATION

The computation of the volume is summarized in equation (4). In the equation, ' $p$ ' is the number of main quadrilaterals that depends on the number of landmarks chosen to define the boundaries of the area. The ' $p$ ' number of main quadrilaterals is partitioned to $m \times n$ number of boxes (small quadrilaterals) depending on the resolution. For each box on the surface, a corresponding box with $a$ minimum $z$ is defined
to form a cube. Each cube's volume is computed by using five tetrahedra, as shown in Figure 7. The volume of each tetrahedron is computed using four different points of the cube, as shown in equation (4).

$$
\sum_{h=1}^{p} \sum_{k=1}^{m} \sum_{k=1}^{n} \sum_{t=1}^{5} \frac{1}{6}\left|\begin{array}{llll}
x_{1} & y_{1} & z_{1} & 1  \tag{4}\\
x_{2} & y_{2} & z_{2} & 1 \\
x_{3} & y_{3} & z_{3} & 1 \\
x_{4} & y_{4} & z_{4} & 1
\end{array}\right|
$$

## 5) TIME \& SPACE COMPLEXITY

The algorithm performs the area and volume calculations simultaneously. Therefore, the time complexity of the area and volume algorithms will be the same. The time complexity is $O\left(p^{*} m^{*} n\right)$ where ' p ' is the number of main quadrilaterals, which is a function of the number of landmarks of the region. The number of small quadrilaterals is computed using the $m$ and $n$ values which are computed by dividing the sides of a quadrilateral by the resolution.

The space complexity of the algorithm for area and volume calculations is $O(a+f)$, where $a$ is the number of points in the mesh and $f$ is the number of feature points selected. During the execution of the algorithm, coordinates of one row of points are stored at a time, so the auxiliary space is $O(m)$. This does not affect the overall space complexity since a grows faster than $m$.

## B. ALGORITHM - MESH (VERTEX AND POLYGONS) PROCESSING

A 3D object is represented as a mesh of polygons (triangles) and stored in a 3D model file. A 3D Model and the polygons on it is shown in Figure 8. This second algorithm looks at each triangle in the mesh and determines if it is outside the region of interest, partially inside, or completely inside, and uses this to find an upper and lower bound for the possible area and volume measurements. Because it analyzes every single triangle, it has maximum precision without having to specify its resolution. Since it doesn't rely on raycasting operations, it is much faster than the previous algorithm when run using the WebGL libraries and JavaScript programming language.


FIGURE 8. A 3D Model and the polygons on it.
Each polygon (triangle) is represented by three vertices (points). In the implementation of this algorithm, we used the Wavefront obj format [32]. In the obj format, lines that
represent a polygon start with an ' $f$ ' and then include vertices numbers that form a triangle. The lines that represent a vertex start with a ' $v$ ' and include the $x, y$, and $z$ coordinates of the vertex. When the algorithm is run, it follows the following steps:

1. Read the triangles and vertices into arrays: It reads the obj file for all lines beginning with ' $v$ ' and parses the line to get $(x, y, z)$ coordinates and adds this to a vertex array. It also reads the obj file for all lines beginning with ' f ' and parses the line to get the references to the three points in each triangle. Since each triangle contains the $x, y$, and $z$ coordinates of all 3 points, so a single triangle is represented by nine coordinates. These coordinates are stored in a mesh array.
2. Find the minimum and maximum $x$ and $y$ coordinates and the geometric center of all landmarks that form the boundaries of the area/volume we are interested in. These will be used to determine if a point is within the region.
3. Find the minimum $z$ coordinate among all selected points within the region by iterating over each point and determining if it is within the region. The minimum z coordinate is needed to calculate the depth of the volume measurement.
4. For each triangle, determine how many vertices of the triangle are within the region of interest. The method for determining if a point is within the region is described below. If no corners are within the region, proceed to the next triangle without calculating the area or volume. If one or two corners are within the region, calculate the area and volume and add these values to the upper bound totals. If all three corners are within the region, calculate the area and volume and add these values to both the upper and the lower bound values.

## 1) AREA CALCULATION

Use the cross-product formula as shown in equation 5. In this equation, $s$ is the number of triangles that are in the selected region.

$$
\begin{equation*}
\sum_{k=1}^{s} \frac{1}{2}|\overrightarrow{A B}| x|\overrightarrow{A C}| \tag{5}
\end{equation*}
$$

## 2) VOLUME CALCULATION

Find the three base points by setting each of the triangle's zcoordinates to $z_{\_}$min. The three surface points and the three base points form a skewed triangular prism. Split this prism into three tetrahedra [33], as shown in Figure 9. Use the formula for the volume of a tetrahedron as shown in equation (3) to calculate these three volumes and add them together.

## 3) HOW TO DETERMINE IF A POINT IS WITHIN THE SELECTED REGION

We have implemented the code to find if a point is in the selected region or not based on the crossing number (a.k.a. raycasting) algorithm [36].


FIGURE 9. A triangular prism (formed of the surface and base triangle) is dissected into three tetrahedra. (Image credit: [34], [35]).

The steps of the algorithm are as follows:

1. If the point's $x$ and $y$ are outside of the minimum and maximum bounds for $x$ and $y$ coordinates, it is outside the region.
2. Draw a ray from the point we are checking to the right by increasing the $x$ coordinate while keeping the $y$ and $z$ the same. (The ray can go in any direction as long as it points out of the region, the right was an arbitrary choice)
3. Draw line segments connecting adjacent feature points to form a loop by also connecting the last and the first point in the array.
4. Count how many times this ray intersects these line segments when seen from a bird's-eye view. If one point of a segment lies above the desired point (higher $y$-value) and the other point lies below (lower $y$-value), and the x -coordinate where the segment crosses the selected point's $y$-value lies to the right of the point, then the segment and ray intersect.
5. Moving from the outside in, the ray starts outside the region, then every time it crosses a line it either enters or exits the region. If there are an odd number of crosses, then the point is within the region. Otherwise, it is outside the region.
Three examples are given in Figure 10. The lines drawn from the first and second points cross the boundaries of the region an odd number of times and hence they are in the region. The line drawn from the third point crosses the boundaries an even number of times and hence it is outside the region.

## 4) TIME \& SPACE COMPLEXITY

The time complexity of the second algorithm is $O\left(a^{*} f\right)$, where $a$ is the number of points in the mesh and $f$ is the number of feature points between which the area/volume is calculated. The algorithm can be divided into three sections. First, the algorithm iterates over all feature points to determine the minimum and maximum $x$ and $y$ coordinates, which takes $O(a)$ time. Second, the algorithm iterates over every point in the mesh to determine the minimum $Z$ value. Determining if a point is within the feature points takes $O(f)$ time, and this is executed $a$ times, so the complexity of the second step is $O\left(a^{*} f\right)$. Third, the algorithm iterates over every


FIGURE 10. Determining if three points lie inside or outside of the region. The purple rays associated with the first and second red points cross the blue boundaries once and are inside the region. The third ray crosses twice and is outside of the region.
triangle to calculate the volume and area. Determining if a point is within the region takes $O(f)$ time, while calculating the area and volume take constant time, so the third step also takes $O\left(a^{*} f\right)$ time. Combining these three sections results in an algorithm that executes in $O\left(a^{*} f\right)$ time.

The space complexity of the algorithm for area and volume calculations is again $O(a+f)$, where $a$ is the number of points in the mesh and $f$ is the number of feature points selected. The variables stored through the execution of the algorithm have constant size, so the auxiliary space is constant.

## IV. ANALYSIS OF THE ALGORITHMS AND RESULTS A. CALCULATIONS PERFORMED ON VARIOUS REGIONS OF THE FACE

We performed area and volume calculations on 3D models for six selected regions. These regions are defined by various numbers of facial landmarks and are shown on a generic female 3D model in Figure 11. We named these regions Alar Base, Dorsal Hump, Entire Nose, Nasal Dorsum, Root of the Nose, and Tip. They have 9, 5, 10, 10, 6, and 4 landmarks, respectively, to define their boundaries.

We performed area and volume calculations of these six regions, shown in Figure 11 on the 3D models of twenty people. Here, we present the average of the area and volume values obtained from the measurements of 20 people in Table 1. Here, the statistical values of Alar Base, Dorsal Hump, Entire Nose, Nasal Dorsum, Root of Nose, Type values are area and volume values.

In Table 1, the measurements belonging to 20 individuals are shown statistically, and Alar Base: 882, Dorsal Hump: 639, Entire Nose: 2361, Nasal Dorsum: 1662, Root of Nose: 471, and Type: 131 area values. However, Entire Nose and Nasal Dorsum values can be evaluated as a significant finding in terms of volume.

## B. TEMPORAL ANALYSIS PERFORMED ON VARIOUS REGIONS OF THE FACE

The temporal analysis of the algorithms is performed using the implementation in JavaScript programming language on


FIGURE 11. Regions: Top row: Alar Base, Dorsal Hump, Entire Nose. Bottom row: Nasal Dorsum, Root of the Nose, Tip.

TABLE 1. Average measurement values of six regions computed on 20 people.

|  | Alar <br> Base | Dorsal <br> Hump | Entire <br> Nose | Nasal <br> Dorsum | Root <br> of | Tip |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Area <br> $\left(\mathrm{mm}^{2}\right)$ | 882 | 639 | 2361 | 1662 | 471 | 131 |
| Volume <br> $\left(\mathrm{mm}^{3}\right)$ | 6448 | 4496 | 20521 | 13260 | 3521 | 372 |

TABLE 2. Average time (seconds) needed to run algorithms.

|  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Algorithm <br> (resolution) | Alar <br> Base <br> (9) | Dorsal <br> Hump <br> $\mathbf{( 5 )}$ | Entire <br> Nose <br> $\mathbf{( 1 0 )}$ | Nasal <br> Dorsum <br> $\mathbf{( 1 0 )}$ | Root <br> of the <br> Nose <br> (6) | Tip <br> $\mathbf{( 4 )}$ |
| Raycasting <br> $(4 \mathrm{~mm})$ | 1.61 | 1.19 | 5.64 | 4.97 | 1.36 | 0.41 |
| Raycasting <br> $(2 \mathrm{~mm})$ | 4.96 | 4.07 | 19.46 | 16.43 | 4.26 | 1.04 |
| Raycasting <br> $(1 \mathrm{~mm})$ <br> Mesh (-) | 16.97 | 15.37 | 71.71 | 59.12 | 14.64 | 3.47 |

a Chrome browser. Each of the measurements was performed 12 times and the average time (seconds) needed was computed. Table 2 lists the temporal analysis of the algorithms. The header row lists the types of area/volume measurement and also the number of landmarks involved in parenthesis. For example, alar base uses nine landmarks to define its boundaries.

As seen in the table, the time needed to complete the raycasting algorithm increases as the resolution decreases since the number of small quadrilaterals that needs area and
volume computation increases as the resolution decreases. It can also be noticed that as the number of landmarks used increases, the time needed to compute the area and volume increases since the number of main quadrilaterals increases as the number of landmarks increases. Naturally, as the size of the region increases, the time needed for the computations increases. Hence, the smallest region, Tip, takes the least amount of time to compute and the largest region, Entire Nose, takes the most amount of time. The second mesh-based algorithm clearly performs much better than the first raycasting-based algorithm since the raycasting operation using the WebGL libraries requires a significant amount of time.

## V. DISCUSSION

Due to recent advances in Artificial Intelligence, it became possible to generate stories or even code using large language models such as GPT variations from OpenAI and BERT variations from Google [37]. We have tested the capabilities of ChatGPT to perform the complex task of generating code to compute the area and volume of regions on a 3D face model [38]. We have used the following prompt for area/volume calculation: "Write a function that takes in the name of an OBJ file and an array of vertices as input. The function will read the OBJ file and, using the array of vertices as boundaries, will calculate the area/volume that is enclosed by these boundaries." While we had to use more prompts to get some details of the algorithms, the logic of the generated code was surprisingly similar to the second algorithm that we have described here. We were able to make the code by ChartGPT work however, the results produced were far from being correct. We also share the code generated by ChatGPT at the GitHub page [7] along with a webpage and example 3D model for users to test.

## VI. CONCLUSION

As 3D scanning technologies continue to improve and become more readily available, there is an increasing need for software tools that can accurately measure the areas and volumes required for facial reconstructive and aesthetic surgeries like rhinoplasty, facelift, craniofacial, and orthognathic surgeries. These tools are essential for conducting in-depth facial analysis and ensuring the best possible surgical outcomes. In this study, two algorithms have been introduced to calculate the amount of volume and surface area of defined regions on a face 3D model. While these algorithms can be used to compute area and volume on any 3D models, we showed the results and analysis for measuring certain regions on 3D face models. We have developed open-source code implementations of these algorithms, which are accessible on GitHub [7], and have integrated them into a web-based Facial Analysis tool [9], [10]. Our goal is to contribute to the progress of facial analysis, an essential component of pre and post-surgery evaluations. We believe that our tools will be of great assistance in this field.
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