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ABSTRACT 

This dissertation is a collection of computational chemistry works on chemical and 

photochemical reaction mechanisms. Multiple theoretical tools have been utilized to tackle 

mechanistic questions in organic chemistry and photochemistry. They include density 

functional theory, machine learning and ab initio molecular dynamics and they are briefly 

discussed in chapter 1. 

Chapter 2 is about the migratory aptitude of carbocation rearrangement from the perspective 

of dynamic effects. Carbocation rearrangement reactions are of great significance to synthetic 

and biosynthetic chemistry. In pursuit of a scale of inherent migratory aptitude that takes into 

account dynamic effects, both uphill and downhill ab initio molecular dynamics (AIMD) 

simulations were used to examine competing migration events in a model system designed to 

remove steric and electronic biases. The results of these simulations were combined with 

detailed investigations of potential energy surface topography and variational transition state 

theory calculations to reveal the importance of non-statistical dynamic effects on migratory 

aptitude. 

Chapter 2 formulates a selectivity model based on the widths of pathways to competing 

products, rather than barrier heights, for a butadiene + allyl cation reaction. This model was 

arrived at via analysis of stationary points, intrinsic reaction coordinates, potential energy 

surface shapes and direct dynamics trajectories, all determined using quantum chemical 

methods. 

Chapter 3 is on photochemistry. Selectivity for photochemical reactions where crossing 

between excited state and ground state surfaces occurs near ground state transition structures 

that interconvert competing products should be controlled by the momentum of the reacting 

molecules as they return to the ground state and the shape of the potential energy surfaces 
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involved. The roles of these factors are revealed here for a classic photochemical reaction: 

deazetization of 2,3-diazabicyclo[2.2.2]oct-2-ene. The utility of analogies between such 

photochemical reactions and ground state reactions with post-transition state bifurcations for 

forward design is suggested. 

Chapter 4 is a collaborative project with the Sarpong group at UC Berkley. They have made 

synthetic efforts towards the pupukeanane natural products. The 10-step enantiospecific 

synthetic route to 2-isocyanoallopupukeanane facilitates an unprecedented bio-inspired 

‘contra-biosynthetic’ rearrangement, providing divergent access to the pupukeanane core. The 

computational studies provide insights into the nature of this novel rearrangement. 

Chapter 5 is a collaborative project with the Zheng group at the University of Arkansas. 

Distonic radical cations generated from the ring-opening of cyclopropylamines have shown 

distinct reactivities and TMSCN has been shown to be able to make the ring-opening happen. 

Our computational study has pointed out that the change in the photoredox potential and the 

quenching of the distonic radical cations by TMSCN are critical to the reactivities. 

Chapter 6 is a collaborative project with the Lectka group at Johns Hopkins University on a 

through-space arene activations with halogens, tetrazoles and achiral esters and amides. 

Contrary to previously assumed direct activation through σ-complex stabilization, 

computational and experimental results suggest that these reactions proceed by a relay 

mechanism wherein the lone pair-containing activators form exothermic π-complexes with 

electrophilic nitronium ion before transferring it to the probe ring through low barrier transition 

states.  
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Chapter 1 

Introduction to Computational Chemistry 
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Ever since Max Planck used the word ‘quantum’ in his black-body radiation paper, 

quantum mechanics have gone through hundreds of years rapid development and 

revolutionized multiple disciplines of science and technology.1 In light of this, quantum 

chemistry has emerged as a powerful tool and an active field aiming at studying the properties 

of molecules and demystifying the mechanism behind chemical reactions.2 The reactivity and 

selectivity models derived from computational chemistry experiments paves the way for 

rational design of new molecule and reactions that is essential to the human society.3–9 

Wavefunction is at the core of the quantum mechanics. Any state of a microscopic system 

can be described by wavefunction and it carries all the information of the system. The evolution 

of a wavefunction is governed by the time-dependent Schrödinger equation (TDSE).  

𝑖ℏ
𝜕Ψ
𝜕𝑡 = 𝐻(Ψ 

When the potential energy is time-independent, we can separate out time and obtain the 

time-independent Schrödinger equation (TISE): 

𝐻(Ψ = 𝐸Ψ 

where 𝐻(  is the Hamiltonian operator of a system. The solutions of time-independent 

Schrödinger equation are the eigenstates of the Hamiltonian operator.  For a system with N 

electrons and M nuclei, the Hamiltonian takes the form of: 

𝐻( = 	−	
1
2.∇!"

#

!$%

−..
𝑍&
𝑟!&

#

!$%

'

&$%

+..
1
𝑟!(

#

()!

#

!$%

−
1
2𝑀&

.∇&"
'

&$%

+..
𝑍&𝑍*
𝑅&*

'

*)&

'

&$%

 

Since nuclei are 103~105 heavier than electrons, the motion of electrons and nuclei in most 

cases are decoupled. We can approximately view the electrons as moving in a field created by 

nuclei and the total electronic energy of the system depends only on the nuclei positions, which 

brings us the concept of potential energy surface. The Born-Oppenheimer (B-O) approximation 
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is at the center of computational chemistry as the nuclei essentially move on a potential energy 

surface governed by the electron. However, B-O approximation fails when the coupling 

between energy states is non-negligible. In such cases, the nuclei and the electrons are 

dynamically coupled and B-O approximation is not valid. This is common in some 

photophysical and photochemical processes.10–14  

To solve the Schrödinger equation under the B-O approximation, we also need a set of 

basis functions to represent the wavefunction of the electrons called basis set. Linear 

combinations of these basis functions form molecular orbitals. Some commonly used basis sets 

include Gaussian-type basis set, Slater-type basis set and plane-wave basis set. 

The Slater-type atomic orbital has the form of: 

𝜙(𝑟) = 	8
𝜁+

𝜋 𝑒
,-|𝒓,𝑹| 

The Gaussian-type orbital has the form of: 

𝜙(𝑟) = 	 <
2𝛼
𝜋 >

+
1
𝑒,2|𝒓,𝑹|! 

𝜁 and 𝛼	are Slater and Gaussian orbital exponent, respectively. Although Slater-type basis 

set is more physical, Gaussian-type basis sets are more widely used due to its better 

mathematical behavior for two-electron integrals.15  

Schrödinger equation is a second-order multivariable partial differential equation and 

solving it necessitates complicated mathematical tools. The choice of how to solve the 

Schrödinger equation determines the method for the computation task. Hartree-Fock is the 

simplest one that uses mean field theory in treating electrons and it is the foundation of all ab 

initio methods. The HF method uses an iterative, self-consistent approach to solve for a 



4 

 

wavefunction by minimizing the energy. The wavefunction is written in the form of Slater 

determinants so as to satisfy the antisymmetric rule for electrons: 

Ψ(1,2, … , 𝑛) = 	
1
√𝑛!

D
χ%(𝑥%) … χ3(𝑥%)
⋮ ⋱ ⋮

χ%(𝑥4) … χ3(𝑥4)
D 

χ5is the spin orbital, which a spatial orbital (y) multiplied by a spin eigenfunction (a or 

b). The spatial orbital of a molecule, according to the linear combination of atomic orbitals 

(LCAO) approach, can be represented by a set of atomic orbitals: 

𝜓!(𝒓) = 	.𝐶6!𝜙6 	(𝒓)
7

6$%

 

The energy of the molecular system can be written as: 

𝐸 = 2	.ℎ!! +	..(2𝐽!( − 𝐾!()
#/"

($%

#/"

!$%

#/"

!$%

 

In which ℎ!! represents the energy of one electron under the influence of all nuclei. 

ℎ!! =	M𝜓!∗(𝑟%) N−
1
2∇

" −.
𝑍&
𝑟%&

'

&$%

O𝜓!(𝑟%) 𝑑𝑟% 

𝐽!(  and 𝐾!(  represents the coulomb integral and the exchange integral, respectively. 

𝐽!( =	M𝜓!∗(𝑟%)𝜓(∗(𝑟") <
1
𝑟%"
>𝜓!(𝑟%)𝜓((𝑟")𝑑𝑟%𝑑𝑟" 

𝐾!( = M𝜓!∗(𝑟%)𝜓(∗(𝑟") <
1
𝑟%"
>𝜓!(𝑟")𝜓((𝑟%)𝑑𝑟%𝑑𝑟" 

The coulomb integral reflects the Coulombic repulsion between two electrons and the 

exchange integral reflects the potential energy arises from the Pauli repulsion of two electrons 

with the same spin. 



5 

 

The variational principle states that the expectation value of the energy must be greater 

than or equal to the true energy of the system. It means that if we were able to obtain a 

wavefunction with minimum energy, we can yield the accurate wavefunction of the system 

within the HF limit. The HF looks for one set of orbital coefficients that gives the lowest energy 

iteratively. It uses the wavefunction from the previous iteration to construct the pseudo one-

electron Fock operator. Ideally this reaches convergence when the energy change between 

iterations is below a certain threshold. Such process is called the self-consistent field (SCF) 

method.  

HF has its clear disadvantage of completely neglecting the electron correlation as when 

one electron changes its position, the mean electron field should change simultaneously. Many 

more advanced methods have been developed to circumvent this problem, and they are called 

post-HF methods, including configuration interaction (CI), Møller-Plesset (MP) perturbation 

theory and coupled-cluster (CC) theory. However, these methods are fairly expensive and are 

only practical for small systems. Density functional theory (DFT) is a way to account for the 

electron correlation in a cost-effective way and achieving an accuracy that is comparable, or 

even outperforms more expensive MP2 level of theory. There is no doubt that DFT have 

become the most widely utilized computational method and finds extensive applications in 

chemistry, biochemistry, drug design and material science. 

The basic idea of DFT is that the ground state energy of a many-body system in a potential 

is defined uniquely the electron density. Instead of obtaining an accurate wavefunction, we try 

to get the correct electron density. According to the first Hohenberg-Kohn theorem, which 

states that the Hamiltonian of the system is exactly determined if we have the ground state 

electron density 𝜌(r), all the properties of the multi-body system, including energy, is a 

functional of the electron density 𝜌(r).16 The second Hohenberg-Kohn theorem states that for 
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a given Hamiltonian we can define an energy functional E[𝜌(r)] such that if it is the ground 

electron density, the energy functional has the minimum energy.   

To practically employ DFT to electronic structure calculations requires actual knowledge 

of the density functional, while Hohenberg-Kohn theorems only proved the existence of 

E[𝜌(r)]. Kohn and Sham proposed that the main part of energy functional can be separated out 

first, namely the kinetic energy and Coulomb energy of non-interacting particles. The idea of 

orbitals is re-introduced to calculate the kinetic energy of the non-interacting electrons. The 

rest of the functional can be treated later with approximations. Thus, we seek for the solution 

for the Kohn-Sham equation shown below.17  

R−
1
2∇!

" −	.
𝑍&
𝑟%&

'

&$%

+M
𝜌(𝑟")
𝑟%"

𝑑𝑟" + 𝑣:;T 𝜓! = 𝜖𝜓! 

The 𝑣:;  term is called the exchange-correlation potential and it contains all the 

complicated aspects of electron exchange and correlation. The various forms of exchange-

correlation are the key difference between the hundreds of DFTs. Based upon the form of the 

exchange-correlation term, functionals can be categorized into local density approximation 

(LDA), generalized gradient approximation (GGA) and meta-generalized gradient 

approximation (meta-GGA), hybrid generalized gradient approximation (hybrid-GGA) and 

hybrid meta-GGA functionals. LDA takes the simplest form the exchange-correlation 

functional in that the density is local. GGAs starts to incorporate the gradient of electron density 

into the exchange-correlation functional, thus they are non-local functionals. Meta-GGA 

functionals add second derivative of the electron density. Hybrid functionals adds partial 

exchange energy into the functional term since HF exchange energy of HF orbital is exact. 

Different hybrid functionals have distinct percentages of HF exchange energy.18–20  
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Hartree-Fock, MP2 and DFT methods are all single-reference methods, meaning that they 

are not suitable for systems with significant non-dynamical (or static) electron correlation. 

Non-dynamical electron correlation arises when other determinants have similar magnitude of 

coefficient in the total wavefunction shown below. 

Ψ = 𝑐<Ψ=> +	𝑐%Ψ% + 𝑐"Ψ" +⋯+ 𝑐4Ψ4 

Static correlation is non-negligible when the HOMO and LUMO energy gap becomes 

small and substantial orbital mixing leads to singly occupied orbitals that are almost 

degenerate. This is common in systems with diradical character, metallic systems or homolytic 

bond breaking.  

In these cases, we need a multiconfigurational wavefunction that consists of multiple 

configurations. For instance, a two-configuration wavefunction has the form of: 

Ψ = 𝑐<𝜓< +	𝑐%𝜓% 

Each 𝜓 is a configuration, which can be either single determinantal, or contains multiple 

determinants (the case of complete active space SCF with restricted open shell HF). 

The multiconfigurational SCF not only finds the optimum coefficients for the orbitals, but 

also the optimum coefficient for each configuration. In the case of full configuration 

interaction, one considers all possible configurations of a system with an intractable complexity 

of O(n!). To specify configurations to be included, we need to specify an active space of a 

molecule. Only the orbitals within the set may be occupied by zero, one or two electrons. Other 

orbitals remain doubly occupied or empty. A complete active space contains all possible 

permutations of active electrons in active space and such calculation is called complete active 

space self-consistent field (CASSCF). In practice, a HF calculation is first performed to obtain 

reference orbitals for constructing configurations. The orbitals can be delocalized canonical 
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orbitals or localized orbitals. Then the multiconfigurational SCF (MCSCF) procedure updates 

the MO coefficients and the configuration coefficients.  

Although CASSCF is able to capture static correlations, it still lacks sufficient description 

of dynamical correlation. We can use MCSCF as the reference for perturbation theory, for 

instance the commonly used second-order complete active space perturbation theory 

(CASPT2), or for configuration interaction method, such as multireference CI. 

Multiconfigurational methods are not only suitable for systems with apparent static correlation, 

but also necessary to excited-state problems, as excited state configurations are inherently 

included in the wavefunction. 

Solving the Schrödinger equation yields the energy and the wavefunction of the system. 

B-O approximation states that adding the electronic energy and the nuclear repulsion energy, 

we obtain the total energy of the molecule for a specific geometry. In other words, the energy 

of a molecule is a function of nuclear coordinates, and by systematically varying the nuclear 

coordinates, the corresponding energy changes, depicting the potential energy surface (PES). 

PES is at the center of the mechanistic investigations in computational chemistry, as a chemical 

reaction is effectively an exploration of certain regions of the PES. For a nonlinear molecule 

with N atoms, the PES is a 3N-6 hypersurface. For most of the reactions we only pick one 

critical dimension to study, referred to as the reaction coordinate. A chemical reaction usually 

follows the minimal energy path (MEP) along the reaction coordinate so mechanistic 

investigations focus on the critical points on the PES, such as minima and saddle points. The 

transition state structure refers to the highest-energy point along the reaction path on the 

potential energy surface. It connects the structures of reactants and products through intrinsic 

reaction coordinate (IRC, mass-weighted MEP).21–23 
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Minima and TSs both have zero gradients but their curvatures are different. Since the 

energy of a molecule is a multivariate function of atom positions, the curvature is a 3N*3N 

matrix, namely the Hessian matrix. Diagonalization of the Hessian matrix yields three 

translational, three rotational (these frequencies are zero) and 3N-6 vibrational frequencies 

(square root of eigenvalue) and modes (eigenvectors), for non-linear molecules. We treat these 

vibrational modes as quantum harmonic oscillators and it is usually valid for not very low 

frequency modes. The vibrational modes of minima on the PES have all positive eigenvalues 

(ω2, square of frequency), implying that perturbing the molecule along any vibrational mode 

and direction, the energy will increase. TS have exactly one negative eigenvalue and following 

this imaginary frequency the energy decreases instead. The imaginary frequency is highly 

related to the reaction coordinate and it depicts the picture that TS sits on the top of a hill. A 

TS is a maximum and bottleneck of a reactive flux that passes through reaction coordinate, 

while it is a minimum for the rest of the 3N-7 dimension. 

The information obtained from frequency calculations is essential. The vibrational 

frequencies can be used to calculate the vibrational contribution to the partition function, thus 

yields the free energy correction to the electronic energy. Another usage of frequency analysis 

result is that, in MD simulations it is required to have an appropriate sampling of the initial 

velocities with zero-point energies under certain temperature. The energy of the lowest 

vibrational level is ℏω/2 and the sum of all vibrational levels defines the zero-point energy. 

Moreover, under non-zero temperature conditions, the molecule might populate vibrational 

excited states.  The initiation of an MD simulation will be discussed in detail later. 

Transition state theory plays a pivotal role in computational chemistry. TST is a statistical 

theory that quantitatively rationalizes the rate of chemical transformation.24 The rate of a 

chemical reaction can be calculated from the Eyring equation which is derived from evaluating 
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the reactive flux that passes through a dividing surface. Few assumptions were made during 

the derivation of the equation. Apparently, B-O approximation must apply as the reactive flux 

is on the PES. Secondly, the motion of the nuclei is treated classically in conventional TST so 

there should be no crossing between electronic states. Additionally, when the reactive flux 

reaches the dividing surface, it has to pass through the surface without recrossing. Furthermore, 

the derivation starts from the equilibrium constant between the reactant and the so-called 

‘activated complex’, so the reactant and the ‘activated complex’ have to be in equilibrium. 

With the normal mode properties of the TS and statistical mechanics, Henry Eyring and 

Michael Polanyi derived the Eyring equation of absolute reaction rate that provides theoretical 

understanding of reaction kinetics.25 

Modern theoretical organic chemistry relies on TST. Barrier height determines the rate of 

an organic reaction, offering us information of the feasibility of the transformation. Organic 

chemists are also interested in the regioselectivity or enantioselectivity of a reaction, which in 

statistical cases, is directly related to the TST energy difference of the rate determining steps 

(so called ∆∆G) between different pathways, provided that TST can be applied.26,27 

There are, of course, cases when TST cannot be applied that requires a dynamic or non-

classical inspection. It is usually called non-statistical or dynamic effect.  One of the most 

widely studied one is bifurcation that one TS can lead to two distinct products. It occurs when 

two TSs are directly connected without the presence of an intermediate. After passing through 

the first TS, the reaction travels along the ridge and eventually falls to one of the products 

before reaching the second TS that interconverts the two products. Bifurcations have been 

found in many synthetic relevant reactions and enzymatic systems. The controlling factor of a 

bifurcation is the topology of the PES, which is a two-dimensional problem. By modulating 
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the PES around the ambimodal TS, one can eventually control the outcome of the reaction.26,28–

32 

Other situations that TST fail can be summarized as the oversimplification of the model 

led by the assumptions for the transition state theory. The failure of the assumptions leads to 

distinct non-statistical dynamic effect that has attracted increasing interests from synthetic and 

computational chemists. TST is a classical theory that inherently neglects quantum effect, so 

modeling the rate of a chemical reaction that displays significant quantum mechanical nuclear 

tunneling effect requires semiclassical corrections on top of conventional TST. Practical 

models include small-curvature tunneling (SCT), large-curvature tunneling (LCT) and zero-

curvature tunneling (ZCT).33 

Non-equilibrium effect is a direct violation of the quasi-equilibrium approximation. It is 

usually the consequence of inefficient intramolecular vibration-energy redistribution (IVR). In 

exergonic reactions, it takes about 1ps to 10ps for the molecule to transfer the excess energy to 

the surrounding environment and to redistribute the energy to each normal mode. In cases when 

a low barrier step follows a highly exergonic process, the reaction will bypass the shallow 

intermediate before fully equilibrated, and the molecule keeps the memory of the previous step. 

The excess energy can thus affect the outcome of the subsequent reactions, and the reaction 

outcome matches with the reaction vector of the previous step. Such effect is usually called 

dynamic matching or memory effect. A wide range of reactions have been found to be 

controlled by dynamic matching, including carbocation reactions, Diels-Alder reaction34, 

hydroboration of alkenes35,36, α-cleavage of alkoxy radicals and deazetization reactions.31,37–39 

Recrossing is another type of dynamic effect, but less studied. Significant amount of 

recrossing is anticipated when the TS resides on a fairly flat PES. Although employing VTST 

can in principle provide us information about the free energy maxima and mitigate recrossing, 
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in some cases, ‘non-statistical recrossing’ is inherent in a reaction, and it is able to influence 

the reaction outcome. Recrossing can serve as a probe for hidden dynamical bottlenecks and 

alter selectivity. 

It is not a trivial task to model dynamic effects in a chemical reaction and sometimes 

multiple dynamic effects can be involved in one reaction. The most widely used tool to study 

dynamic effect is ab initio molecular dynamics (AIMD). MD simulations provide information 

about the system evolution over time. AIMD incorporate electronic structure information into 

MD simulations by solving Schrödinger equation and Newton’s equation. In Ehrenfest MD, 

the two equations are solved simultaneously, and the nuclei and the electrons are coupled. Such 

approach is often used in non-adiabatic MD (NAMD) simulations that requires evaluation of 

electron-nuclei couplings. Car-Parrinello MD (CPMD) is another one that can reduce the 

computational cost of MD by include electrons as degrees of freedom.  

Nonetheless, Born-Oppenheimer MD (BOMD) is the most widely used method in AIMD 

mechanistic studies. BOMD treats nuclei and electrons separately. Ab initio computation is 

employed first to obtain the energy and force of the molecule. Then the trajectory is propagated 

by a numerical integration algorithm, such as the velocity Verlet algorithm or the Leapfrog 

algorithm. Molecular dynamics simulations start from either TS (downhill MD) or reactant 

(uphill MD). For downhill MD the trajectories are propagated along both directions to make 

sure that they connect the reactant and the product. For uphill MD, an additional energy is 

usually added to the system along the reaction vector to accelerate the reaction and enhance the 

sampling procedure, as a chemical reaction is a rare event and it would take extremely long 

time for the trajectory to overcome the barrier. The initiation of a molecular dynamic trajectory 

requires special care. Commonly used sampling methods include Boltzmann sampling and 

Wigner sampling that are both based on vibrational modes. Boltzmann sampling is a classical 
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sampling method that the most probable normal mode coordinate is at the turning points. 

However, in quantum mechanical distribution, the probability peaks at the equilibrium. Wigner 

sampling is common way to use quantum distribution in phase space and it has been applied to 

the initiation of coordinates and momenta. MD simulations can also be done in different 

thermodynamic ensembles. If there is no additional potential added and the integration is 

accurate enough, the total energy is conserved and the MD is conducted under the NVE 

ensemble. For simulations in NVT ensemble, forces are added to adjust the kinetic energy of 

the system so as maintain a constant temperature (Langevin MD).  

AIMD is a powerful tool to explore the dynamics of the system. By examining how one 

system property evolves with time, one can obtain a more detailed and intuitive understanding 

of complicated systems. However, as mentioned earlier, along the relaxation process of 

electronic excited state to ground state, it is possible that the scale of electron and nuclei 

movement becomes close and the coupling between them is non-negligible. In such case, the 

Bohn-Oppenheimer (or the adiabatic) approximation that separate the two degrees of freedom 

can lead to large error. A process that cannot be treated with adiabatic approximation is called 

a non-adiabatic process and the corresponding molecular dynamic simulations is called the 

non-adiabatic molecular dynamics (NAMD). There are multiple theoretical frameworks that 

can treat the non-adiabatic problem. For instance, we can treat the both the electrons and the 

nuclei quantum mechanically. However, this is extremely time-consuming and is only 

applicable to tiny systems. Mixed quantum chemical methods are more widely used instead as 

it considers nuclei as a classical subsystem that are coupled with electrons (QM subsystem).40 

The evolution of the QM subsystem is influenced by the classical subsystem and hopping 

between different electronic states is allowed. In the meantime, the classical subsystem will 

respond to the state hopping and the treatment of the response necessitates special care. To 



14 

 

address this, two different schemes, namely the Ehrenfest dynamics41–43 and the surface 

hopping dynamics have been developed40,44–46. 

In Ehrenfest dynamics, the classical particle can be viewed as evolving on a potential 

energy surface that is the weighted sum of all electronic states. It generally gives reasonable 

results to the hopping probability and is usually employed in systems where there is no apparent 

difference between electronic states. However, the correlation between the QM subsystem and 

the classical subsystem is not correctly depicted and it would give unphysical result when the 

states differ greatly. On the other hand, the surface hopping scheme introduces the idea of 

random hopping to deal with the surface hopping problem. The equation of motion of the 

classical subsystem can be written as: 

𝑀�̈� = 	−	∇𝐸?(𝑹) 

Where Em is the potential energy surface of the kth state. The classical subsystem evolves 

on a specific potential surface and the coupling between states is described by the non-adiabatic 

coupling matrix. The degree of the coupling determines the hopping probability. The most 

widely used algorithm is the Tully’s fewest-switches surface hopping algorithm. The 

probability to hop from state m to state n is calculated as, 

𝑃?	→4	 =	−
2	

|𝐶?|"
𝑅𝑒(𝐶4𝐶?∗ 𝜎?4)	𝛿𝑡 

C is the time-dependent coefficient of the time-dependent wavefunction in the form of 

linear combination of adiabatic states. σmn is the non-adiabatic coupling between m and n state. 

𝜎?4 =	 ^𝜓? _	
𝜕
𝜕𝑡 	𝜓4	` 

However, ab initio MD simulations are particularly costly, as each point in a trajectory 

requires on-the-fly calculation of the energy and gradient and it prohibits the application to 

larger systems and longer timescale simulations. It would be ideal to perform AIMD simulation 
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under molecular mechanics cost while maintain its accuracy. In this regard, machine learning, 

a rapidly evolving field that has proved its applicability in chemistry and materials science have 

been employed in the aim of achieving such a goal.47–53 The general idea of a machine-learning 

potential is to look for a mapping from the cartesian coordinates to the energy and the gradient 

of the molecule with neural networks. First, an initial dataset of molecules with their energies 

and gradients is generated via QM computations. The dataset consists of critical points on the 

PES (minima, conical intersections and TSs) and points along the reaction pathways. An initial 

model is trained with the initial dataset and it is subsequently used for the adaptive sampling 

procedure to capture underrepresented structures in order to improve model accuracy. Usually, 

two distinct models with different architecture and complexity (layers, number of neurons per 

layer, regularization) are trained and their predictions are compared. If the two models exhibit 

discrepancies on the prediction of the same structure, it implies the structure is not well learned 

by the models and it will be added to the dataset. Then the model is retrained with the updated 

dataset. This iterative process is carried out until the mean absolute error (MAE) is below 

threshold, or the length of ML trajectories reaches certain limit. The ML potential is then used 

for large scale MD simulations.54,55 

Machine learning can achieve up to thousand-fold acceleration to MD simulations (see 

also chapter 4) and it has made MD investigation of large systems possible. For instance, Galib 

et al have utilized reactive ML potential to study the hydrolysis of N2O5 at the liquid-air 

interface which is critical to the uptake of N2O5 by atmospheric aerosol.56Ang et al have 

employed graph convolutional neural network (GCNN) potential to study the PTSB of several 

pericyclic reactions and they have achieved a quantum chemical accuracy.50  ML is also helpful 

to NAMD, as it requires calculations of multiple electronic states using expensive 

multireference methods. The size of the system practical for NAMD investigation used to be 

very limited (<20 atoms, femtosecond timescale). However, with the help of ML, we can now 
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achieve picosecond scale NAMD on larger systems (see chapter 4 for more examples). These 

advanced simulation techniques pave the way for constructing more complicated molecular 

reaction dynamic theories that can not only help us understand the nature around us, but also 

enable rational design of novel reactions. 
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Part 1  

Dynamic Effects in Chemical Reactions 

  

*Material in this chapter reproduced with permission from American Chemical Society: Zhitao Feng and Dean 
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2.1 Introduction 

One could argue that the field of carbocation rearrangement reactions was birthed in 1859 

when Fittig treated pinacol with sulfuric acid and discovered the pinacol rearrangement.1 Since 

then, carbocation rearrangements have been shown to play critical roles in biological,2 

synthetic,3 and physical organic chemistry,4 both because of the efficiency by which such 

rearrangements can be used to construct complex polycyclic systems and because they have 

served as testing grounds for non-traditional bonding and mechanistic concepts such as three-

center two-electron bonding,5  flat potential energy surfaces (PESs) in which expected 

intermediates are not minima,6 anchimeric assistance,7 post-transition state bifurcations 

(PTSB),4 and non-statistical dynamic effects (including memory effects).8 In most cases, it is 

theoretically possible for more than one group to migrate to a given carbocation center during 

rearrangement. The tendency of a group to migrate, its “migratory aptitude”, depends both on 

the inherent properties of the group and on context. The latter is related to, for example, what 

type of carbocation will be formed upon migration (e.g., tertiary vs. secondary) and the 

orientation of the migrating group relative to the formally empty p-orbital on the carbocation 

(carbenium ion) center (e.g., hyperconjugated or not). Here we focus on the former, especially 

the dynamic behavior of the migrating group, in pursuit of a new scale of “migratory aptitude 

that accounts for dynamic effects”.  

Much work has been done in the field of carbocation migratory aptitudes over the past 

few decades, from both experimental and theoretical perspectives. Experimental efforts 

focused on measuring rates for various simple rearrangements and comparing yields between 

different migrations.9 For instance, Vogel and co-workers demonstrated the high migratory 

tendency of acyl groups in multiple synthetically relevant scenarios.10 Frontier and co-workers 

examined the balance between electronic effects and steric hindrance in their examination of 
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sequential Narazov electrocyclization/Wagner-Meerwein rearrangement reactions.11 These are 

but two examples that showcase the relevance of the migratory aptitude concept to synthetic 

organic chemistry.  

Early theoretical work utilized density functional theory (DFT) to locate transition state 

structures (TSSs) and compare their energies to predict migratory aptitudes.12 More recently, 

molecular dynamics (MD) simulations by Riveros, Longo and co-workers were used to probe 

non-statistical dynamic effects on migratory aptitudes associated with the absence of minima 

corresponding to secondary carbocations.4,6,13 These two examples highlight the two common 

types of approaches — static and dynamic — employed in computational studies on 

carbocation rearrangement reactions. 

While it is well-known that various factors contribute to the magnitudes of migratory 

aptitudes, a common rule of thumb for estimating migratory aptitude is: groups that better 

stabilize a carbocation will migrate preferentially. This guideline captures, to some degree, the 

fact that positive charge generally builds up on a group during migration to a carbocation center. 

But there are notable exceptions to this rule of thumb. For example, in some cases less 

substituted CR2 groups have been shown to migrate preferentially over more substituted CR2 

groups, even when significant differences between the stability of resulting carbocations are 

not apparent.14 Also, H atoms can display a high migratory tendency.11,15 Recent work also has 

shown that the inherent properties of the migrating group can be overwhelmed by the properties 

of the framework over which migration occurs.15b Here we revisit the concept of migratory 

aptitude in pursuit of a theoretical framework that provides both fundamental understanding 

and principles that are useful for synthesis design.  

Inspired by the pinacol rearrangement,1,16 which has served as a useful platform for 

evaluating migratory aptitudes in the past and for which previous simulations indicate the 
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importance of non-statistical dynamic effects,17,18 we designed the model system shown in 

Scheme 2.1. In this system, both R1 and R2 are oriented similarly with respect to the leaving 

group and carbocation center formed upon its departure, so that conformational issues are 

avoided. Migration of either R1 or R2 will lead to a benzylic cation so that product stability 

issues are minimized. The group that migrates moves towards the non-migrating group, which 

should minimize differences in steric congestion as one or the other group migrates. In short, 

this system was designed to minimize context effects so that inherent migratory aptitudes can 

be exposed. In addition, the leaving group chosen here was water, rather than an anionic leaving 

group, to minimize charge separation during reaction and associated complications.7 This 

system was also designed such that initial leaving group loss would lead to a secondary 

carbocation expected not to be a minimum on the PES,4,6,13 which would lead to a PTSB,19 i.e., 

there would be a single ambimodal20 TSS followed by pathways downhill in energy to the 

products of migration of R1 and R2, thereby forcing migratory preferences to be controlled by 

non-statistical dynamic effects. While our results bear out the expectation that the secondary 

cation is not a minimum, separate TSSs for concerted (but asynchronous) water loss and 

migration were found for R1 and R2; this scenario complicated our analysis but also introduced 

an opportunity to examine additional aspects of migratory behavior. 

We applied several computational approaches and reactivity models to characterize 

behavior during migration. Our main approach involved uphill ab initio molecular dynamics 

(AIMD) simulations,4c,15j,21 in which additional momenta were added to reactants to promote 

water loss. The validity of such an approach is supported by comparisons with experimental 

product distributions (vide infra). The relative abundance of trajectories for migration of R1 

and R2 provides a measure of migratory ability. We compared these predictions to predictions 

arrived at by comparing free energies of TSSs on PESs22 and by comparing free energies of 

variational transition states (VTSs).23 Intrinsic reaction coordinates (IRCs)24 and models of 
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PESs, as well as the results of downhill AIMD simulations (initiated from VTSs) were also 

explored; these pointed to potential roles of recrossing and pathway bifurcations. We arrived at 

a ranking of migratory aptitudes and a model in which this ordering is rationalized based on 

dynamic effects. Ultimately, we tested our methods on a real-world synthetic example and these 

not only revealed non-statistical dynamic effects, but also accurately predicted the product ratio 

observed in the experiment (where other methods and models did not).25 

 

Scheme 2.1 Model reaction for comparing migratory aptitudes of R1 and R2. 

2.2 Computational Methods 

Geometry optimizations and frequency calculations were carried out with the Gaussian16 

C.01 package26 at the M06-2X-D3/6-31G(d)27 level of theory (see Supporting Information 

Table SA.1 for results of tests with more levels of theory). DLPNO-CCSD(T)28 calculations 

were performed with ORCA 4.2.1.29 PES minima and TSSs were identified by the number of 

imaginary frequencies obtained in frequency calculations, with 0 for minima and 1 for TSSs. 

VTSs and free energy reaction coordinates were calculated with Gaussrate/Polyrate.29 Quasi-

classical AIMD simulations from reactants and VTSs were performed using the Progdyn script 
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with a temperature of 298 K in the NVE ensemble.31 The vibrational modes and forces were 

calculated quantum mechanically while the trajectories were propagated classically using the 

velocity Verlet algorithm with a timestep of 1 fs.32 For uphill dynamics, breaking of the C–O 

bond was promoted by adding energy to the momentum vectors that have the direction of 

elongating the C–O bond, i.e., we only examine trajectories associated with water loss. 

Different amounts of excess energy were tested and compared with the experimental results. 

While the selectivity of migration varies (see Table SA.2 and section 3.6 in Appendix for 

details), the results indicate that the variation is not large (maximum deviation of less than 

10%). Consequently, we used an excess energy of 25.0 ± 0.1 kcal/mol for all systems. The 

thresholds of C–C and C–H bond formation used to terminate trajectories were 1.6 Å and 1.1 

Å, respectively. Due to the rigidity of the molecule and the distance between the migrating 

groups, the influence of conformational flexibility on uphill dynamic simulations is expected 

to be small and was not examined exhaustively (see Appendix for details). CYLview was used 

for visualization of molecular geometries.33

2.3 Results & Discussion 

2.3.1 Shape of PES 

To provide context for the results of our dynamics simulations, a 2D contour plot of the 

PES for the secondary carbocation formed for the R1 = acyl, R2 = iso-propyl system was 

calculated (Figure 2.1). The PES was derived by scanning the C1–R1 and C1–R2 bond lengths 

while relaxing all other degrees of freedom. The void space at the bottom left of the PES results 

from the two migrating groups being too close to each other and associated SCF convergence 

failures. Some regions of discontinuity in energy are also likely the result of the use of only 

two degrees of freedom. Despite these complications associated with reduced-dimension 
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(much less than 3N-6 dimensions corresponding to all degrees of freedom) PESs,34 important 

features are revealed in this plot. The three valleys correspond to the reactant (top right) and 

two products (top left and bottom right). Points corresponding to the bond lengths in both TSSs 

(and VTSs, vide infra) are labeled. Again, the reduced dimensionality of this PES is partly 

responsible for these TSSs not residing at points that look like simple first-order saddle points. 

Uphill trajectories also have been projected onto the PES (curved lines), and these will be 

discussed below. One noteworthy feature of this PES is that the reactant minimum is 

surrounded by roughly oval contours that connect the pathways to each of the two products, 

i.e., the two competing pathways are not separated by a high energy feature in the region 

between transition states. As a result, leakage between these two pathways is possible, i.e., 

trajectories initially progressing towards one product may end up in the other by traversing this 

relatively flat region of the PES. Such a feature implies that the behavior after passing through 

the transition state regions cannot be neglected, a scenario for which transition state theory fails 

to account.23a This scenario mandates caution in attempting to make selectivity predictions 

based on energies of transition states alone. 
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Figure 2.1 PES with representative trajectories for the R1 = acyl, R2 = i-Pr system at the M06-2X-D3/6-

31G(d) level projected onto it. The axes correspond to the length (Å) of one or the other C–C bond 

formed upon migration of R1 or R2. The valley at the top right corresponds to the reactant region and 

the valleys at the top left and bottom right correspond to the two product regions. Points corresponding 

to the bond lengths in both TSSs and VTSs are labeled and the geometries of these structures are shown 

below the plot. 

2.3.2 Uphill Dynamics 
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Uphill AIMD trajectories were initiated from the reactant for systems with a variety of R1 

and R2  groups (reasonably representative of those of interest to synthetic chemists; Table 2.1). 

The percentage of trajectories leading to each product, along with barriers for formation of 

each product based on free energies of TSSs (and VTSs for selected systems; see below) are 

shown in Table 2.1. Since each system has a built-in competition between two migrating 

groups, we arrive at an overall, qualitative, ordering of migratory abilities, assuming that the 

migratory aptitude is transitive. The AIMD results indicate the following order of migratory 

aptitude: cyclobutyl > vinyl ≈ Ph > CH2-cyclopropyl ≈ cyclopropyl ≈ iso-propyl ≈ acyl > allyl 

≈ ethyl > methyl ≈ H > methoxymethyl. While a similar ordering is arrived at using free 

energies of TSSs, the magnitudes of some preferences vary significantly in AIMD-based and 

transition state free energy-based predictions, especially with H or acyl groups as migrators. 
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Table 2.1 Results of uphill dynamic simulations, conventional and variational free energy barriers and 

predicted product ratios (M06-2X-D3/6-31G*), energies in kcal/mol). 

 R1 R2 trajectory-

based 

product 

ratio 

TSS-based 

product 

ratio 

VTS-based 

product ratio 

Total 

trajectories 

 

 % ∆G‡TS ∆G‡VTS  % ∆G‡TS ∆G‡VTS 

1 
 

32% 9.5 9.7 
 

45% 9.7 9.8 42:58 58:42 54:46 88 

2 
 

44% 9.4  
 

55% 9.1  44:56 38:62  102 

3 
 

29% 9.2 9.3 
 

69% 6.6 7.0 30:70 1:99 2:98 116 

4 
 

26% 8.8 9.1 
 

53% 4.8 4.9 27:73 0:100 0:100 204 

5 
 

9% 9.0 9.1  83% 4.6 4.8 10:90 0:100 0:100 82 

6 
 

79% 9.6 10.2 
 

13% 9.7 10.3 86:14 54:46 54:46 176 

7 
 

27% 8.3  
 

54% 7.8  33:67 29:71  77 

8 
 

42% 7.5  
 

36% 7.8  55:45 63:37  123 

9 
 

75% 7.8  
 

11% 8.3  87:13 71:29  119 

10 
 

49% 7.0  
 

36% 7.1  58:42 54:46  105 

11 
 

59% 5.1 6.7 
 

29% 7.9 7.9 67:33 99:1 89:11 76 

12 
 

50% 6.4 7.0 
 

47% 7.1 7.4 53:46 77:23 66:34 72 

13 
 

50% 6.2 6.2 
 

50% 5.2 5.5 50:50 16:84 24:76 137 

14 
 

39% 6.5 6.5 
 

58% 4.7 5.6 40:60 4:96 17:83 128 

15 
 

26% 7.0 7.0 
 

74% 5.1 5.5 26:74 2:98 8:92 100 

16 
 

24% 7.4  
 

69% 6.5  26:74 19:81  114 

17 
 

33% 8.2 8.3 
 

58% 6.5 6.8 36:64 5:95 8:92 143 

18 
 

33% 7.4 7.5 
 

50% 5.6 5.8 40:60 4:96 6:94 76 

19 
 

34% 6.3  
 

64% 6.4  35:65 54:46  117 
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20 
 

33% 6.7  
 

59% 6.7  36:64 50:50  123 

21 
 

48% 6.7  
 

52% 7.0  48:52 62:38  122 

22  41% 4.5   47% 5.7  45:55 88:12  116 

23  33% 4.5   67% 3.8  33:67 24:76  213 

2.3.3 Variational Transition States 

To make sure that differences between predictions based on AIMD and transition state 

energies were not the result of neglecting variational effects,23a canonical VTSs were located 

for a subset of systems. Compared with predicted product distributions based on conventional 

TSS free energies, some of those based on VTS free energies are closer to the results of uphill 

AIMD simulations (Table 2.1). Still, the VTS-based and AIMD-based predictions often differ 

substantially. Free energy-based reaction pathways were also computed. Representative 

pathways, for the R1 = methyl, R2 = methoxymethyl system, are shown in Figure 2.2. The black 

dashed line at the center indicates where the conventional TSSs are located; the VTSs are earlier 

than the TSSs, as expected for a fragmentation reaction based on assumptions about entropy. 

For this system, the geometries of the two VTSs are similar to each other, but skewed slightly 

toward the geometries of reactants to which they are connected. Several new intermediates 

(here, resulting from inclusion of ZPE; see Appendix for details),35 are revealed along these 

pathways as well, although these are very shallow (barriers < 0.5 kcal/mol). While some 

differences between TSSs and VTSs and the pathways connected to them are present, these are 

not large enough to rationalize the differences in predicted product distributions derived from 

transition state energies and uphill AIMD simulations.  

R
R

R
R

R

O
R

R

O
R
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Figure 2.2 Free energy profiles for the R1
 = methyl, R2 = methoxymethyl system. Geometries for the 

conventional TSSs correspond to the ‘0’ point on the horizontal axis. Positions and geometries of VTSs 

are indicated. In this plot, reactants are on the left-hand side and products are on the right-hand side. 

See SI for plots with ZPE included but entropy excluded. 
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Figure 2.3 Hydride affinity of selected functional groups. The calculation is performed at M06-2X-

D3/def2-TZVPP level of theory. The more negative the enthalpy is, the more thermodynamically 

unstable the corresponding cation is.  

2.3.4 Hydride Affinities of Carbocations 

Our predicted ordering of migratory aptitudes does not bear out the rule of thumb that 

better carbocation stabilizers migrate preferentially. One simple approach for quantifying 

carbocation stabilizing ability is to compare hydride affinities (HA) of cationic forms of the 

migrating groups—a reasonable approach in that migrating groups generally accumulate 

positive charge during migration (i.e., TSSs often resemble cations complexed to alkenes).36 

For HAs we use here enthalpies for the reaction of a cation R+ with H- to form neutral R–H. 

Using these values (Figure 2.3), we arrive at the following order of migratory aptitudes: acyl > 

cyclobutyl > CH2-cyclopropyl > iso-propyl > methoxymethyl > allyl > ethyl > cyclopropyl > 

phenyl > vinyl > methyl. Some significant deviations are observed when comparing this 

ordering to those predicted based on uphill AIMD or transition state energies. For instance, 
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although acyl cation is the most thermodynamically stable cation among all the functional 

groups tested, it is predicted to be a worse migrator compared with cyclobutyl (Table 2.1). In 

addition, the migratory tendencies of the phenyl and cyclobutyl groups are greatly 

underestimated compared to our dynamics-based predictions (Table 2.1); while one might 

imagine that this is a result of stepwise pathways involving phenonium ions or ring-expansion, 

we find only concerted pathways for our systems. The discrepancies between hydride affinity, 

statistical kinetic models and dynamic simulations demonstrate the complexity of accurately 

predicting migratory aptitudes.  

2.3.5 Downhill Dynamics and Bifurcations 

 In pursuit of additional insights into the dynamic behavior of our systems, we carried out 

downhill AIMD simulations for three systems initiated from VTSs (Table 2.2). Our results 

reveal several important behaviors. First, a small portion (~5%) of trajectories can access both 

products, indicating that the two transition states are not completely separated, consistent with 

the discussion of 2D PESs and similarities of VTS structures above. In other words, either of 

the two transition states can be viewed as an ambimodal transition state, although well-defined 

valley-ridge inflection points are here replaced by a flat portion of the PES, which allows the 

minor product to be accessed from the region of the VTS for formation of the major product 

and vice versa (this cross-over behavior also can be seen in the uphill trajectories mapped onto 

the surface in Figure 2.1). The failure of transition state theory to make meaningful predictions 

when two pathways share one dividing surface is known.37 

Table 2.2 Downhill AIMD results with trajectories initiated from VTSs.  

TS R1 R2 Recrossing VTS energy 

R1/R2 

ratio 

(VTS)a 

R1/R2 ratio 

(recrossing)b 

R1/R2 

ratio 

(uphill) 

Total 

trajectories 
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H 47% 5% 48% 9.3 
2:98 7:93 30:70 

233 

cyclopropyl 2% 37% 61% 7.0 321 

methyl 63% 3% 34% 10.2 
54:46 54:46 86:14 

108 

methoxymethyl 5% 64% 31% 10.3 121 

vinyl 84% 2% 14% 6.8 
8:92 7:93 36:64 

161 

ethyl 47% 0% 53% 8.3 110 

a. The R1/R2 ratio (VTS) is directly calculated from the Gibbs free energy difference (∆∆G) of the 

two VTSs.  

b. Recrossing corrections are incorporated into the R1/R2 ratio (recrossing) based on the downhill 

dynamic results, where it is calculated as  !!"#$
$ "!"#$#!!"#%

$ "!"#%
!!"#$
% "!"#$#!!"#%

% "!"#%
. The subscripts VTS1 and VTS2 

indicate the ratio of product 1 or 2 (indicated in superscripts) in the downhill dynamics initiated from 

the corresponding VTSs. The PVTS indicates the ratio of each VTS based on Boltzmann distribution.  

Second, we find a large amount of recrossing, even when initiating trajectories at VTSs. 

Although transition state theory occupies a central position in the realm of chemical kinetics 

because it is applicable to most chemical reactions,23 it is subject to local-equilibrium and non-

recrossing assumptions that may become invalid in particular cases.35,37,39 The non-recrossing 

assumption states that a trajectory initiated from the reactant region will pass through the 

dividing surface and advance towards the product region without crossing back through the 

dividing surface, but deviations from this behavior have been reported. For example, Singleton 

and co-workers have shown how recrossing can enhance selectivity.39 Singleton and co-

workers also have pointed out that extensive recrossing can serve as a probe for hidden 

dynamical bottlenecks.35 Variational transition state theory allows for some recrossing, but a 

VTS should be associated with minimal recrossing.38 For some of the cases in Table 2.2, a large 

amount of recrossing is observed, up to 61%, despite initiating trajectories at VTSs. Such a 
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high proportion of recrossing trajectories is consistent with a fairly flat surface near the VTS.8b 

The recrossing behavior also is captured in uphill dynamics simulations.  

These cross-over and recrossing behaviors are manifested in changes to distances between 

migrating groups and the carbon that bore the water leaving group during trajectories. In Figure 

2.4 we plot these distances for representative trajectories for a representative reaction (R1 = 

cyclopropyl, R2 = H); the horizontal line across each plot indicates the corresponding C–H 

distance in the H-migration VTS. In the top panel of Figure 2.4 are shown trajectories that 

ultimately form the H-migration product, and it is clear that the C–H distance sometimes dips 

below and then rises well above the C–H distance in the VTS before dropping to the distance 

in the product. In addition, the bottom panel of Figure 2.4, which shows cyclopropyl-migration 

trajectories, indicates that some of the trajectories sample C–H distances similar to or shorter 

than those in the region of the VTS for H-migration.  

Accounting for cross-over and recrossing observed in downhill AIMD simulations, 

however, does not change the selectivity predicted using VTS very much. Since we suspect 

there is a flat surface connecting the two VTSs (in analogy to Figure 2.1), we expect the product 

ratio to be sensitive to the position of the starting point for downhill dynamics trajectories, i.e., 

slightly different C–C or C–H bond distances may lead to drastically different results. To verify 

this hypothesis, downhill dynamics simulations for 3 (R1 = cyclopropyl, R2 = H) were initiated 

at positions different from the two VTSs (Figure 2.5). Even though deviations in initial 

geometries were not large, deviations to product ratios were observed. Specifically, more minor 

product and, in some cases, less recrossing is observed. Thus, it appears that trajectories can 

roam around the flat inter-transition state region before committing to formation of a particular 

product (see also Figure 2.1). Simple VTSs are unable to fully capture the topography of the 

energy surface. 
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Figure 2.4 Variations in C–H distances over time for the R1 = cyclopropyl R2 = H system. The top panel 

shows a subset of trajectories that lead to H-migration and the bottom panel shows a subset of 

trajectories that lead to vinyl-migration. The horizontal black line indicates the C–H distance in the VTS 

for H-migration. 
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Figure 2.5 Downhill AIMD simulation results for system 3 (R1 = cyclopropyl R2 = H) initiated from 

different starting points. The colored bars indicate the ratios of products. Blue corresponds to 

cyclopropyl migration and red corresponds to hydrogen migration. The total height of each bar indicates 

the total ratio of productive trajectories versus recrossing trajectories. The regions of reactant, 

cyclopropyl and H migration products are also labeled. All bond lengths are in Å. 

2.3.6 Synthetic Relevance  

To probe how relevant the approach described above is to actual synthetic and biosynthetic 

reactions, we investigated a carbocation rearrangement used in Coates and co-workers’ 

biomimetic synthesis of nopsane sesquiterpenes.25 The synthetic approach involved Wagner-

Meerwein rearrangement of a putative secondary carbocation and competition between methyl 

migration and ring expansion (Scheme 2.2; secondary carbocation not drawn). The secondary 

carbocation itself is not a minimum on the PES, and both migrations have their own TSSs – 
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this scenario matches that in our model systems. Here we assume that the experimentally 

determined product ratio reflects kinetic selectivity for formation of carbocations 24-A and 24-

B. While we cannot definitively rule out thermodynamic equilibration, in that predicted reverse 

barriers are only ~12 kcal/mol, we note that the experimentally observed product ratio is not in 

line with the computed free energy difference for 24-A and 24-B and product formation in this 

case involves trapping by solvent, a process whose rate is difficult to predict accurately. 

Firstly, we tested whether predictions using conventional transition state theory match the 

experimental selectivity. Several levels of theory were examined (see Appendix for details) and 

the highest, DLPNO-CCSD(T)/def2-QZVPP//M06-2X-D3/def2-TZVP),40 predicts a Gibbs 

free energy difference between competing TSSs of 3.3 kcal/mol. This difference implies that 

no methyl migration product should be observed. However, some methyl migration is observed 

experimentally, with the observed ratio of products (88:12) corresponding (if transition state 

theory is employed) to a ΔΔG‡ of 1.1 kcal/mol. The discrepancy between theory and 

experiment is not resolved by employing VTSs (negligible corrections; < 0.2 kcal/mol) or by 

incorporating implicit solvent (∆∆G > 2.0 kcal/mol, see Appendix for details). 
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*Free energies at DLPNO-CCSD(T)/def2-QZVPP//M06-2X-D3/def2-TZVP level of theory using tight-

PNO. 

Scheme 2.2 Carbocation rearrangement in the synthesis of nopsane sesquiterpene.  

Might non-statistical dynamic effects be at play here? To investigate this possibility, 

downhill AIMD simulations were initiated from the ring-expansion VTS. In the 152 trajectories 

obtained, no methyl migration was observed. Clearly the presence of a significant amount of 

the minor product cannot be rationalized by only taking into account non-statistical effects 

associated with downhill dynamics from the VTSs.  

If a flat TS region of the PES spans the two competing transition states as described above, 

uphill trajectories will not necessarily come near to a VTS. Thus, we again carried out uphill 

AIMD simulations, here both with and without additional momenta associated with leaving 

group departure. Additional kinetic energy ranging from 0 to 30 kcal/mol was included in uphill 

dynamics simulations and a predicted ratio of ~90:10 ratio was found for all the energies 

(Scheme 2.2; 365 trajectories with additional momenta; 79 trajectories without additional 

H2O

H2O
OH2

OH2

CH3

OH2

25TS-B
3.7 kcal/mol*

TS-A
0.4 kcal/mol*

A : B Ratio
Conventional TST: 100:0
Variational TST: 100:0
Downhill dynamics from VTSs : 100:0
Uphill dynamics: 93:7 
Uphill dynamics (additional momenta): 89:11
Uphill dynamics (SMD solvent model): 89:11
Experiment: 88:12

OH2

Uphill Dynamics: 81 : 19

24
0.0 kcal/mol

24-B
-8.0 kcal/mol*

24-A
-11.3 kcal/mol*
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momenta), consistent with the experimentally observed ratio of 88:12. Additionally, we 

examined the effect of implicit solvent. Uphill dynamics simulations (118 trajectories) using 

the SMD model41 led to a predicted product ratio of 89:11, consistent with the gas phase 

prediction (see Appendix for additional details). This result implies that solvent does not 

influence the dynamic effects observed for this system, although this contention should be 

tested with explicit solvent (a goal for our future work). 

Could we have predicted this outcome using our model systems alone? Yes. As shown at 

the bottom right of Scheme 2.2, competing a cyclopentane ring expansion against a methyl 

shift in our framework leads to a predicted ratio from uphill AIMD simulations of 81:19, a less 

accurate but reasonable match. 

In summary, the presence of the minor product observed in experiment was not predicted 

by comparing TSS or VTS free energies or by carrying out downhill AIMD simulations from 

either. Only uphill AIMD simulations – which allow consequences of a flat inter-transition state 

region of the PES to be expressed, led to reasonable predictions.  

2.4 Conclusions 

We set out to reexamine the concept of migratory aptitude of organic groups from a 

perspective that includes dynamic effects. While we present here a ranking of migratory 

aptitudes based on uphill dynamics simulations on model systems designed to capture inherent 

preferences, the behavior of these model systems turned out to be more complex than expected. 

This complexity arises in large part from using a molecular framework that allows two 

migrations to compete with each other. However, this complexity has allowed us to highlight 

several unusual and/or oft-overlooked behaviors that can influence selectivity. These include 

momentum effects associated with low barriers and recrossing and inter-transition state 

roaming associated with the sharing of dividing surfaces by competing transition states.18,42 
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While not all experimental systems will have competing transitions states with shared dividing 

surfaces, it is likely that many will, given the metastability of many carbocations. The examples 

described here highlight the relevance of such concepts to organic reactions of synthetic and 

biosynthetic relevance.14,21a,43 
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Chapter 3 

Bouncing Off Walls – Widths of Exit Channels from 

Shallow Minima Can Dominate Selectivity Control* 

*Material in this chapter reproduced with permission from Royal Society of Chemistry: Mengna Bai†, Zhitao 
Feng†, Jun Li, Dean J. Tantillo*. Chem. Sci. 2020, 11, 9937-9944. † The two authors contribute equally to this 
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3.1 Introduction 

Reactions between butadienes and allyl cations have been studied extensively from both 

mechanistic and synthetic perspectives. Reactions of these two types of components can lead 

to 4-, 5-, 6- or 7-membered rings via concerted or stepwise (formal) (2+2)/ [π2+π2], 1,2 

(2+3)/[π2+π2],3,4  (4+2)/[π4+π2]5-9  (the so-called “ionic Diels-Alder reaction”) or 

(4+3)/[π4+π2]3,4,10-12 cycloaddition reactions, respectively (Scheme 3.1). Which products are 

observed can be influenced by which substituents are attached to each component and the 

environment in which the reaction is run. Here we reinvestigate the parent reaction of butadiene 

+ allyl cation (in the gas phase and DMSO), adding results from density functional theory (DFT) 

calculations to Pascual-Teresa and Houk’s previously reported HF and MP2 results,13 and 

including an expanded view of the butadiene + allyl cation potential energy surface (PES). In 

addition, we have examined variational transition states (VTSs)14 and subjected this reaction 

to ab initio molecular dynamics (AIMD) simulations, of both downhill and uphill varieties,15 

to assess whether or not non-statistical dynamic effects play a role in determining product 

selectivity.16-19 Or results have led to the conclusion that the widths of pathways to products 

can sometimes be more important than barrier heights—an entropic effect that has often been 

overlooked but has potential utility in constructing useful models of selectivity and in designing 

new selective reactions.  
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Scheme 3.1 Possible modes of cycloaddition for butadiene + allyl cation. 

3.2 Computational Methods 

The Gaussian 09 software suite20 was used for all DFT calculations. The geometries and 

frequencies of minima and transition-state structures (TSSs) were optimized at the B3LYP-

D3/6-311+G(d,p),21-25 M06-2X/6-311+G(d,p),26-28 M06-2X/6-311G(d), and wB97X-D/6-

311G(d)29 levels of theory. TSSs were defined as such by frequency calculations that predicted 

exactly one imaginary frequency,30 while minima showed no imaginary frequencies. Molecular 

structures were visualized using CYLview.31 Intrinsic reaction coordinate (IRC)32-34 

calculations were performed to confirm that minimum energy pathways (MEP) connected TSSs 

to the reactants and the products indicated. To explore the effect of solvation, calculations were 

also performed with M06-2X/6-311G(d) and the PCM solvation model for DMSO.35 In 

addition, single-point energies were computed at the CCSD(T)-F12a/AVDZ36 level using the 

MOLPRO package.37 As shown in Figure 3.1, the relative energies of stationary points are 

similar among different levels. VTSs and associated reaction paths were determined using 

Gaussrate38/Polyrate39 with application of the Reorientation Of the Dividing Surface (RODS) 

algorithm at the M06-2X/6-311G(d) level of theory.14,40 

+

(2+2
)

(2
+3
) (4+2)

(4+3)
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Figure 3.1 Relative free energies (single point energies for CCSD(T) results) of stationary points on 

the allyl cation + butadiene PES (in kcal/mol relative to Rc). The values shown are from top to bottom: 

B3LYP-D3/6-311+G (d,p) (black), M06-2X/6-311+G(d,p) (red), M06-2X/6-311G(d) (blue), ωB97X-

D/6-311G(d) (green), PCM(DMSO)-M06-2X/6-311G(d) (purple), CCSD(T)-F12a/AVDZ// M06-

2X/6-311G(d) (yellow). Distances shown (Å) are from M06-2X/6-311G(d). Structure labels are defined 

in the text below. 

Both quasi-classical and classical AIMD simulations were performed using M06-2X/6-

311G(d). For the former, zero-point energies are included in initial sampling while for the 

latter, they are not. Quasi-classical AIMD simulations also were performed using the wB97X-

D functional with the 6-311G(d) basis set. All trajectories were propagated using the Progdyn41 

script. To explore the effect of continuum solvent on dynamics, PCM(DMSO)-M06-2X/6-

311G(d) was also used. Uphill (initiated in reactant, Rc, region) and downhill (initiated in 
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transition state region) dynamics simulations were both carried out. For downhill dynamics, 

starting geometries were generated from a Boltzmann distribution of vibrations at 298 K and 

trajectories were propagated in both product and reactant directions with the Verlet algorithm, 

using Gaussian 09 to recalculate forces at each time step (the time step was set as 1 fs here).42 

For uphill dynamics simulations, starting geometries were generated from a Boltzmann 

sampling of vibrations at 298 K then propagated (1 fs time step) towards the product direction 

until one or the other of the products is formed. Starting points for uphill dynamics are overlaid 

in Figure 3.2. Note that our analysis here is for a “relaxed” Rc; i.e., momentum for its formation 

is not included. The following geometric criteria (atom numbers shown in Figure 3.1) were 

employed to halt trajectories: when the C1–C4 and C5–C7 distances both dropped below 1.70 

Å, a trajectory was labeled as the (4+3) adduct (7-membered ring product, Prod-1); when the 

C1–C4 and C2–C7 distances both dropped below 1.60 Å, a trajectory was labeled as the (2+3) 

adduct (5-membered ring product, Prod-2).  

 

 

Figure 3.2 Overlays of all starting geometries consistent with a Boltzmann distribution at 298 K in the 

region of Rc: (a) M06-2X/6-311G(d), (b) ωB97X-D/6-311G(d), (c) PCM(DMSO)-M06-2X/6-311G(d). 

3.3 Results and Discussion 

3.3.1 Reaction Coordinates  

(a) (b) (c) 
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Energy profiles from different levels of theory for the allyl cation + butadiene reaction are 

shown in Figure 3.1. No TSS for concerted cycloaddition or formation of Rc, the product of 

addition of one end of the butadiene π-system to one end of the allyl π-system, were found; it 

appears that adduct formation is barrierless, at least in the absence of explicit solvent 

(appropriate modeling of which is beyond our current capabilities). Cation Rc can then be 

converted to 7- or 5-membered ring-containing products via concerted processes involving TS-

a and TS-b, respectively. Note that the C=C group involved in bond formation (that which 

originated in the allyl fragment) rotates in opposite directions to form the 7- and 5-membered 

ring-containing products (i.e., for an overall pathway connecting Prod-1 to Prod-2, the 

migrating CH2 group interacts antarafacially with the allyl group over which it migrates). While 

tempting to consider this observation as a result of “vestiges of orbital symmetry,”43 that cannot 

be done with confidence without more detailed examination of the potential energy surface 

(PES) preceding Rc. At all DFT levels of theory (but not CCSD(T)), TS-b is predicted to be 

higher in energy than TS-a and Prod-2 was predicted to be higher in energy than Prod-1. 

Namely, in terms of either kinetic or thermodynamic control, formation of the 7-membered 

ring is favored. However, Rc is a shallow minimum. 

3.3.2 Variational Transition States 

To address issues with using the harmonic approximation for computing entropies, 

reaction pathways derived using variational transition state theory (VTST) calculations (using 

M06-2X/6-311G(d)) were computed; these are shown in Figure 3.3. For both pathways, VTSs 

differ from the PES TSSs (compare the geometries of the VTSs in Figure 3.4 with those of the 

TSSs in Figure 3.1). The C5–C7 distance in VTS-a is 0.02 Å longer than that in TS-a; 

nevertheless, the C2–C7 distance in VTS-a is 0.01 Å shorter than that of in TS-a. The C5–C7 

and C2–C7 distances in VTS-b are both shorter than those in TS-b, by 0.05 Å and 0.09 Å, 
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respectively. Both VTSs are higher in free energy than the corresponding TSSs. As shown in 

Figure 3.3, this effect is not simply an entropy effect, but also an effect of zero-point energy. 

Note, however, that the difference in energy between the peaks of the free energy and potential 

energy curves is small — tenths of a kcal/mol — consistent with flat surfaces, in terms of both 

potential energy and free energy, near the transition states. No evidence for “entropic 

intermediates” is found here.44,45 
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Figure 3.3 Reaction coordinate plots for pathways a (left) and b (right). The locations of\VTS-a and 

VTS-b are highlighted. 
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Figure 3.4 Geometries of variational transition states. Selected distances are shown in Å. 

3.3.3 Direct Dynamics Trajectories 

Given the flatness of the PES near Rc and the transition states for cyclization, AIMD 

trajectory simulations were employed to evaluate (1) whether either transition state can lead to 

both products and (2) the factors influencing product selectivity.  

Downhill trajectories initiated from TS-a did in fact lead to both products, but just barely 

(Table 3.1), while trajectories initiated from TS-b did not. In both cases, however, a large 

amount of recrossing (here including trajectories connecting the reactant to the reactant, one 

product to the same product, or one product to the other product) was observed, consistent with 

a flat region of the PES.  

Table 3.1 Results of downhill dynamics simulations initiated from TS-a and TS-b. 

 
Total 

trajectories 

Trajectories that 

form Prod-1 

Trajectories that 

form Prod-2 

Trajectories that 

recross 

TS-a 702 403 3 296 

TS-b 699 0 451 248 

 

Downhill trajectories were also initiated from VTS-a and VTS-b. Only Prod-1 was 

formed from VTS-a and only Prod-2 was formed from VTS-b (Table 3.2). While recrossing 

VTS-a 

(a) 

VTS-b 

(a) 
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trajectories were much reduced for VTS-b, compared to TS-b, a high percentage of recrossing 

was still observed for VTS-a. 

Table 3.2 Results of downhill dynamics simulations initiated from VTSs. 

 

Results for uphill AIMD trajectories initiated at Rc are shown in Table 3.3. At all levels 

of theory, formation of the 7-membered ring-containing product, Prod-1, is much more 

favorable. However, the predicted Prod-1/Prod-2 ratio is lower than expected based on 

differences in TSS free energies (Figure 3.1). For example, at ωB97X-D/6-311G(d), the ratio 

from dynamics simulation is 90:10, while that from free energy differences for TSSs is 97:3. 

As described above, VTS free energies differ only slightly from TSS free energies. With 

PCM(DMSO)-M06-2X/6-311G(d), free energy differences predict essentially no Prod-2, but 

our dynamics simulations predict that 16.5% of trajectories lead to this product. What is the 

origin of this discrepancy? Is it technical or chemical in nature? 

Table 3.3 Results of uphill dynamics simulations initiated from Rc. 

 
Total 

trajectories 
Trajectories that form product Trajectories that recross 

VTS-a 139 64 75 

VTS-b 103 93 10 



63 

 

  

Since our trajectories often involved thousands of fs to form products (see Supporting 

Information), we were concerned about ZPE leakage (generally a worry past ~0.5 ps).46-49 To 

address this issue, we also carried out classical AIMD simulations. Results (using M06-2X/6-

311G(d)) for uphill AIMD trajectories initiated at Rc and for downhill AIMD trajectories 

initiated at VTS-a are shown in Tables 3.4 and 3.5, respectively. For uphill simulations, the 

predicted Prod-1/Prod-2 ratio does not change significantly for classical vs. quasi-classical 

simulations (compare Tables 3.3 and 3.4). For downhill simulations, a significantly smaller 

proportion of trajectories recrossed for classical vs. quasi-classical dynamics (compare Tables 

3.2 and 3.5), but a large proportion of recrossing was still observed.  

Table 3.4. Results of uphill dynamics simulations initiated from Rc. 

 

Table 3.5. Results of downhill dynamics simulations initiated from VTS-a. 

method 
Total 

trajectories 

Trajectories that 

form Prod-1 

Trajectories that 

form Prod-2 

M06-2X/6-311G(d) 206 171（83%） 35（17%） 

ωB97X-D/6-311G(d) 154 138（90%） 16（10%） 

M06-2X (IEFPCM, 

DMSO)/6-311G(d) 
91 76（84%） 15（16%） 

 Total trajectories Trajectories that form Prod-1 Trajectories that form Prod-2 

Rc 90 75 (83%) 15 (17%) 

 Total trajectories Trajectories that form product Trajectories that recross 
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3.3.4 Potential Energy Surfaces.  

To explore how shape of the PES influences the selectivity of the reaction, PESs for gas 

phase (M06-2X/6-311G(d)) and DMSO (PCM-M06-2X/6-311G(d)) reactions were built 

(Figure 3.5) using relaxed scans along C5–C7 and C2–C7 distances (see Figure 3.1 for atom 

labels) as x- and y-axes and energy displayed as height and color (top surfaces) or color alone 

(bottom surfaces, projections of top surfaces into the x-y plane). While these are reduced-

dimension PESs, the geometric parameters used correspond to those of the forming bonds.50,51 

Small C5–C7 distances correspond to the Prod-1 region, while small C2–C7 distances 

correspond to the Prod-2 region. The locations of the two TSSs are marked, as are the IRC 

paths. One observation is immediately apparent from these surfaces: the pathway toward Prod-

1 is wider than the pathway toward Prod-2.  

 

VTS-a 130 91 39 

(a) gas phase 

(a) 
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Figure 3.5. Potential energy surfaces: (a) M06-2X/6-311G(d), (b) PCM(DMSO)-M06-2X/6-311G(d). 

IRCs for TS-a are shown as red lines and IRCs for TS-b are shown as green lines. TS-a and TS-b are 

indicated as stars and circles, respectively. 

 Representative gas phase trajectories are plotted in Figure 3.6. As expected, long-time 

trajectories sample more of the Rc region on the PES before forming products. Importantly, 

some trajectories heading toward product “turn back” before crossing the dividing surface that 

separates reactant from products, i.e., they miss the exit channel and instead “bounce off the 

wall” flanking it. This is distinct from recrossing, where the dividing surface is passed before 

a trajectory turns back (at least for the dimensions we have plotted here).16-19 This is also 

distinct from bouncing off the side walls of a valley en route to product(s), i.e., where deviations 

from an IRC still lead to product(s), not back to reactant(s).16 The proportion of Prod-1 forming 

trajectories that arose from “turning back” (62/171 or 36%) is larger than the proportion of 

Prod-2 forming trajectories that arose from “turning back” (7/35 or 20%), i.e., more Prod-1 is 

(b) DMSO 
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formed from trajectories that initially miss the exit channel toward which they started, 

presumably because the exit channel toward Prod-1 is wider. The product ratio predicted on 

the basis of “turn back” trajectories alone is 90:10 (62 vs. 7 trajectories). The ratio predicted 

on the basis of direct trajectories (here there are 137, making for a total of 206 as shown in 

Table 3.3) is 80:20, and the overall ratio accounting for all product-forming trajectories is 83:17 

(Table 3.3). Thus, the ratio predicted from direct uphill trajectories does not reflect the 

predicted free energies of transition states, be they TSSs or VTSs, and the “turning back” 

phenomenon increases selectivity for the product formed via the wider pathway. A similar 

effect was recently discussed for a different carbocation reaction, but from the perspective of 

downhill trajectories and post-transition state bifurcations.52 

A close-up view of the reactant region of the PES is shown in Figure 3.7, which also 

shows the locations of the VTSs. TS-a and VTS-a occupy similar positions in this plot, 

consistent with similar amounts of recrossing in downhill AIMD. VTS-b is noticeably later 

(closer to product in terms of the geometric parameters plotted here) than is TS-b, consistent 

with reduced recrossing. Being later, it is further into the least wide region of the path to 

products, consistent with it being even more difficult for uphill trajectories to reach Prod-2 

than if they only had to reach TS-b. This region of decreased width indicates that varying the 

C5–C7 distance happens to be particularly difficult near the transition state for formation of 

the C2–C7 bond. This phenomenon was unexpected, but is perhaps related to the fact that the 

forming s-bond is much shorter in TS-b and VTS-b than in TS-a and VTS-a and 

conformational restrictions due to hyperconjugation with the forming s-bond are expected, 

therefore, to be more severe. 
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Figure 3.6. (1) Projections of trajectories onto the M06-2X/6-311G(d) PES, based on trajectory length 

(time). Left to right: 0-500 fs, 500-1000 fs, 1000-1500 fs, 1500-2000 fs. The first row corresponds to 

Prod-1-forming trajectories. The second row corresponds to Prod-2-forming trajectories. (2) 

Projections of representative “turn back” trajectories onto the M06-2X/6-311G(d) PES. The third row 

shows representative Prod-1-forming “turn back” trajectories. The bottom row shows representative 

Prod-2-forming “turn back” trajectories. 
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Figure 3.7. Close-up view of the reactant region of the surface from Figure 5a. 

 This pathway width effect is clearly connected to entropy, i.e., a wider path is related 

to more flexibility and more possible ways to cross through a dividing surface.40,45,53-55 This 

effect appears not to be captured fully in VTS free energies, however, at least for the system 

examined here, which involves a flat energy surface, although we cannot definitively rule out 

the possibility that the apparent discrepancy is due to the particulars of running each type of 

calculation. Nonetheless, interpreting results of this type in terms of pathway widths allows 

one to better tie specific structural features to entropy changes along reaction coordinates.  

3.4 Conclusions 

We have explored the mechanism of the reaction between butadiene and allyl cation using 

quantum chemical computations on PESs and direct AIMD simulations (quasi-classical and 

classical). Consistent with results from previous calculations at other levels of theory,13 

concerted cycloaddition pathways are not found. Instead, stepwise pathways leading to 

products of formal (4+3) and (2+3) cycloaddition are present, but these involve a shallow 
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intermediate with low barrier exit channels. As for other reactions with shallow 

intermediates—twixtyls, calderas, mesas, para-intermediates19,56-58—non-traditional effects 

appear to play a key role in product formation. We propose that the product selectivity in the 

system examined here—and likely others52 —is determined by dynamic effects related to the 

width of pathways to products. In particular, there is an entropy effect—transition states with 

wider energy wells orthogonal to the reaction coordinate have more possible paths through 

them—which is modulated, enhanced in this case, by an unequal probability of trajectories 

turning back before reaching transition states. We are currently expanding on this work to see 

if models based on pathway width can rationalize product selectivity for cases with existing 

experimental evidence for entropy-controlled selectivity where the origins of that entropy 

control are not known. 
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Chapter 4 

Analogies between Photochemical Reactions and 

Ground State Reactions with Post-Transition State 

Bifurcations – Prospects for Rational Design 
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4.1 Introduction 

How does one achieve kinetic selectivity? When tackling this problem, one is usually 

considering competing reactions with separate transition states (Figure 4.1a) whose difference 

in free energy can be translated directly to an expected ratio of products, i.e., one applies 

transition state theory (TST).3 In some cases, however, TST does not apply. For example, a 

large number of reactions have been found to proceed via ambimodal transition states, i.e., 

transition states followed by steepest-descent pathways on potential energy surfaces (PESs) 

that bifurcate before reaching a secondary transition state that interconverts products (Figure 

4.1b).4–10 In these reactions with post-transition state bifurcations (PTSBs), a single transition 

state leads to competing products, so product ratios are controlled by non-statistical dynamic 

effects.11–15 Here we examine a third related scenario involving initial photoexcitation (Figure 

4.1c).  

 

Figure 4.1 Three routes to kinetic selectivity: (a) transition state control, (b) dynamic control 

via a PTSB, (c) dynamic control initiated by photochemical excitation.  

Photochemistry is often employed when a ground state reaction faces an unsurmountable 

barrier (under a particular set of reaction conditions and/or in comparison to that for a 

competing undesired reaction).16–19 Excitation of a reactant (described here as a single molecule, 

but really an ensemble) to a species with the same geometry as the ground state species (i.e., 

vertical or Franck-Condon excitation) generally lands one at a point that is not a minimum 
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energy structure on the electronic excited state surface. Consequently, the molecule in question 

will rapidly proceed downhill in energy, ultimately crossing back to the ground state surface 

(perhaps crossing to one or more excited state surfaces along the way). If the hop to the ground 

state surface occurs near to a ground state transition state that interconverts the two competing 

products of interest (Figure 4.1c) – not simply the reactant and one product, as is common – 

then selectivity is controlled by dynamic effects on the excited state surface and the nature of 

surface hopping. 

This third scenario is similar to that of a reaction with a PTSB in that both scenarios 

involve approaching a transition state that interconverts competing products from “above”. For 

a reaction with a PTSB, above is from a higher energy transition state in the ground state. For 

the photo-promoted reaction just described, above is from an excited state. In both cases, 

dynamic matching is at play,15,20–23 i.e., the part of the energy released along the downhill 

pathway that is not lost to solvent generates vibrationally excited ‘hot’ reactive species.24–27 

The momentum associated with the downhill process is “remembered” and plays a role in 

determining the reaction outcome. Noting the analogy between reactions with PTSBs and 

photochemical reactions, we set out to design a reaction with energy surfaces akin to those in 

Figure 4.1c. Our initial design plan involved reactions of the sort shown in Figure 4.2. Knowing 

that transition structures for Cope rearrangements can have significant diradical character,28,29 

we examined a variety of systems that could produce cyclohexane diyls through loss of 

different X groups. Ultimately, we arrived at a classic system whose chemistry was in need of 

explanation: photochemical deazetization of 2,3-diazabicyclo[2.2.2]oct-2-ene (DBO) (Figure 

4.3). Modern modeling methods,30–36 coupled with our PTSB/non-statistical dynamic 

perspective, allowed us to answer some lingering questions for this archetypal system, 

providing a jumping off point for future design.  
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Figure 4.2 Initial design plan: photochemical removal of a group (X) to produce a diradical on an 

excited state surface that resembles the transition structure for a [3,3] sigmatropic shift. 

 

Figure 4.3 Experimentally studied system modeled here with results from references37–39.  

The photochemical reactivity of DBO has been studied under different reaction conditions 

(Figure 4.3). Grissom et al. investigated direct photolysis and reported a bicyclohexane (BCH; 

also called [2]-ladderane40–43):hexadiene (HD) ratio of 49:51,38,43 which is consistent with 

results from other experiments.37,44,45 Samuel and co-workers performed the photolysis of 
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deuterium-labeled DBO,39 observing an excess (66%) of exo-BCH and determining the relative 

abundance of the HD isotopomers. Direct and sensitized DBO also have been shown to exhibit 

different reactivity, with more HD products observed and the exo:endo ratio being reduced to 

almost 1:1 for the latter.39 

Multiple attempts have been made to rationalize these product distributions. Li et al. 

thoroughly investigated the first C–N bond dissociation process using high-precision 

multireference calculations that revealed a 12.2 kcal/mol barrier for dissociation and a 

subsequent downhill process leading to a four-fold (S0-S1-T1-T2) crossing point.46 Their work 

successfully rationalized spectroscopic observations. Anderson et al. investigated the solvent, 

temperature, and magnetic field dependence of the product distribution.38,43 They rationalized 

the product ratio based on the assumption of rapid intersystem crossing (ISC) and a statistical 

25:75 distribution of singlet-triplet states. However, if ISC is rapid, we would expect a similar 

outcome for direct and sensitized reactions. Roberson et al. explored this problem from the 

perspective of excess energy and conformations.45 They pointed out that the singlet-triplet gap 

becomes smaller along the reaction pathway and singlet DBO behaves like triplet DBO at the 

singlet-triplet crossing point. However, they also noticed that unlike heavy-atom-containing 

solvents, magnetic field perturbation has no effect on the product ratio, leading them to 

question the effect of singlet-triplet interconversion.38,43 Heavy-atom tunneling have also been 

found in chemical reactions involving diradical coupling and [3,3]-sigmatropic shifts.47–51 

Questions about DBO photochemistry still remain, however, that could be resolved with 

modern dynamics simulations. These types of simulations have only recently become feasible 

for tackling problems of the scope described here. In pioneering work, Martinez and co-

workers used Born-Oppenheimer molecular dynamics (MD) simulations to investigate the 

photolysis of thioformaldehyde S-oxide sulfine, examining in detail how motion on the excited 
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state surface leads to ground state products and pointing out that the complexity of 

photochemical reactions can arise from a single conical intersection.52 Lopez and co-workers 

have used related methods to study a variety of photochemical organic reactions, including 

denitrogenation reactions of smaller frameworks.30  

However, conventional quantum chemistry-based NAMD (QC-NAMD) is very expensive 

and not practical for large systems like DBO. Recently, Lopez and co-workers have developed 

a machine-learning based workflow for NAMD simulations (PyRAI2MD). The workflow aims 

at constructing a ML potential through adaptive sampling and conduct NAMD simulations. 

 This approach has been used to study a variety of photochemical organic reactions and is 

able to reproduce. For example, Li et al. have studied the formation of substituted cubanes via 

photochemical [2+2] cycloaddition reaction. They have pointed out that steric repulsions 

hamper the electrocyclic ring-opening and the noncovalent dispersions enhance the 

cycloaddition pathway. ML-NAMD trajectories successfully provide insights to the substituent 

effect of cubane formation. They have also studied the photochemical 4π-electrocyclization of 

different fluorobenzenes and have figured out that the electrocyclization is promoted by the 

momentum effect. 

Here we use a combination of modern theoretical tools, i.e., the machine-learning assisted 

non-adiabatic MD (ML-NAMD) methods of Lopez31,33–35 and the multiconfiguration pair-

density functional theory (MC-PDFT)53–56 of Truhlar and Gagliardi to interrogate DBO 

photochemistry at a new level of depth, allowing us to solve a long-standing 

reactivity/selectivity puzzle, thereby opening the door for forward design. 

4.2 Reaction Pathway on the S1 Surface 

Photoexcitation of DBO involves a typical n-π* transition. revPBE(8,8)/ANO-S-VDZP 

calculations reveal a vertical S0-S1 excitation energy of 87.2 kcal/mol (3.78 eV), in reasonable 
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agreement with experiment37,38 (76.4 kcal/mol (3.31 eV); 80.5 kcal/mol (3.49 eV) with 

CASPT2(8,8)/ANO-S-VDZP//revPBE(8,8)/ANO-S-VDZP).57–61 Relaxation of DBO in the 

Frank-Condon region involves twisting the C–N=N–C bridge to form a minimum on the S1 

surface that is 3.6 kcal/mol lower in energy[46] (CASPT2//MC-PDFT). Unlike many 

photochemical reactions, the photodissociation of DBO appears to involve a transition state for 

dissociation on the excited state surface as a result of this facile relaxation process. The C–N 

bond breaking transition structure (S1-TS) is associated with a barrier of 9.4 kcal/mol (0.41 eV) 

on the S1 surface, which is in reasonable agreement with the 8.6 kcal/mol (0.37 eV) activation 

energy derived from kinetic experiments, as well as the low quantum yield and the observation 

of fluorescence.37 

The minimum energy pathway (MEP) downhill from S1-TS involves the elongation of 

one C–N bond. Proceeding through the geometries corresponding to the S1 MEP, T2 energies 

also decrease while S0 and T1 energies increase (Figure 4.4). Consequently, these four 

electronic states meet at the diazinyl diradical structure. Besides fast internal conversion (IC), 

ISC also can, in principle, occur along this pathway.62,63 However, we have employed NAMD 

with MC-PDFT developed by Truhlar et al. using SHARC (See Appendix for more details)64–

67 and although a small amount of ISC is observed, it is predicted to be inefficient and negligible. 

Given the massive additional computational resources required to accurately calculate spin-

orbit coupling (SOC) and the difficulty of predicting SOC with ML,35,67 here, we focus on the 

direct photochemistry of DBO and the IC between singlet states. As described below, we are 

able to rationalize the experimental outcome for direct photolysis by considering the fate of the 

S1 state alone, suggesting that contributions from other states may be minor.  
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Figure 4.4. Minimal energy pathway (MEP) starting from the TS of C-N bond dissociation on S1 

surface computed with CASPT2(8,8)/ANO-S-VDZP//revPBE(8,8)/ANO-S-VDZP level of theory. ‘0’ 

point of the MEP is defined as the S0 energy of the corresponding TS. Relative energies are in kcal/mol. 

Although the diazinyl diradical is a minimum on the T1 surface, we failed to locate a 

corresponding minimum on the S1 or S0 surface with MC-PDFT or CASPT2, likely, we suspect, 

a result of the flat PES region around the diazinyl diradical. A NEVPT2(6,6)/def2-TZVPP//SS-

CASSCF(6,6)/def2-SVP bond scan for S0 shows that breaking of the second C–N bond, to 

form a 1,4-cyclohexyl diradical, is nearly barrierless (see Fig C7 in Appendix). 

4.3 Machine-learning Assisted NAMD - Justification and 

Implementation 
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 In that hopping to the S1 surface is expected to occur for the diazinyl diradical (i.e., in 

the 4-fold crossing region, Figure 4.4), we find little to no barrier for loss of N2 from the 

diazinyl diradical to form the 1,4-cyclohexyl diradical, and our MEP calculation (Figure 4.4) 

indicates that the diradical forms via a very exothermic pathway, we expect that intramolecular 

vibrational energy redistribution (IVR) is likely slower than subsequent reaction,13,24–26 i.e., 

dynamic matching can play a major role in determining product distributions.3,15,20,21,24–26,68 

Consequently, we pursued fewest-switches surface hopping non-adiabatic molecular dynamics 

(FSSH-NAMD) simulations to determine the influence of non-statistical dynamic effects on 

the fate of the 1,4-cyclohexyl diradical resulting from the paths leading to it.31,35,69–72  

Thus, our primary goal became identification of the reactivity of the 1,4-cyclohexyl 

diradical. In previous studies, 1,4-cyclohexyl diradicals were proposed to be key intermediates 

along photochemical reaction pathways,38,47 and Stoltz and coworkers pointed out in a recent 

paper that a similar diradical resides on a flat energy surface with tiny barriers separating it 

from cycloaddition products.73 We attempted to optimize the diradical at the 

CASPT2(4,4)/ANO-S-VDZP level of theory, but, to our surprise, the optimization converged 

to a transition structure for a [3,3] sigmatropic shift (implying that such a diradical is not a 

minimum at this level). MC-PDFT level resulted in a similar conclusion. Broken-symmetry 

DFT and CASSCF optimizations, on the other hand, successfully located a 1,4-cyclohexyl 

diradical intermediate in both chair and boat conformations. The sensitivity of the PES around 

the 1,4-cyclohexyl diradical to the level of theory led us to examine the potential energy 

landscape of the diradical in more detail. As shown in Figure 4.5, we performed a 2-

dimensional scan of the forming/breaking bond lengths corresponding to the [3,3] sigmatropic 

shift and a [2+2] cycloaddition connected to the BCH product. While CASSCF revealed a 

shallow minimum for the diradical (Figure C8 in Appendix), NEVPT2//CASSCF single point 

energies led to the minimum region vanishing (Figure 4.5) for both PESs. In both cases, the 
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diradical resides on a flat region of the PES that connects to the [3,3] sigmatropic shift transition 

state structure and [2+2]-cycloaddition transition state structure. 
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Figure 4.5. S0-PES adjacent to the 1,4-cyclohexyl diradical under NEVPT2(6,6)/def2-TZVPP//SS-

CASSCF(6,6)/def2-SVP level. (a) 1,4-cyclohexyl diradical and Cope-rearrangement TS (b) 1,4-

cyclohexyl diradical and [2+2] cycloaddition TS. 

Given the various products formed upon DBO photoexcitation, it seems likely that 

multiple reaction events occur after the first C–N bond breaking transition state and subsequent 

flat region of the PES. In that competing transition structures leading to different products do 

not appear to exist, the rationalization of product distribution is, of course, difficult. Dealing 

with this scenario is difficult for ground state surfaces,3,4,8 but is even more difficult here when 

species must cross between excited and ground state surfaces. And, to make matters worse, 

according to our CASPT2//MC-PDFT computations and previous literature, the S0-S1 energy 

gap around the diazinyl diradical is small, indicating the feasibility of IC at this critical structure. 

Taken together, these factors strongly suggest that NAMD simulations are necessary for 

rationalization of product distributions in such a case. 

Here we employed the ML-NAMD approach of Lopez (see 4.7 Methods section and 

Appendix for details),31,33–35 initiated from different points along our computed MEP. 3600 

trajectories were obtained for each NAMD task. The ML-NAMD results are summarized in 

Figure 4.6. For the ensemble of trajectories initiated from the C–N dissociation transition 

structure at S1 state under 300K (Figure 4.6, left), 45% of the reactive trajectories form the HD 

product, while 55% form the BCH product, which is consistent with the product distribution 

observed in the experiment by Grissom et al. (Figure 4.6, right).38,43 Among all the HD-forming 

trajectories, the Z,E isomer is predicted to dominate (76%), again consistent with experiment 

(83% based on isotopic labeling).39 In addition, a significant excess of exo-product (96%) is 

observed, consistent with experiment again (83%).38,43 
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Figure 4.6 Comparison of ML-NAMD (left and center, initiated from different structures) and 

experimental (right) results.  

To investigate how initial momentum and geometry affects the reaction outcome we also 

ran trajectories at different temperatures and with different initial geometries. The product 

distribution was found to be almost independent of the temperature and initial geometry on the 

MEP, except for trajectories initiated from the diazenyl diradical, which display 16% more HD 

product (Figure 4.6, center). Note that the excess of HD product is not consistent with 

experiment, implying that a non-statistical dynamic effect associated with approaching the 

diazenyl diradical specifically from the C–N dissociation transition structure may play an 

important role. 

As expected, we observe that most of the NAMD trajectories hop back to S0 in the region 

of the diazinyl diradical, i.e., at the 4-fold crossing region where S0, S1, T1, T2 states are almost 

degenerate (Figure 4.4 and Figure C5 in Appendix). Due to the efficient IC rate, subsequent 

reaction events occur on the ground-state S0 surface. Thus, we now turn our attention to the 

issue of momentum effects on the 1,4-cyclohexyl diradical formed after surface hopping. 

4.4 Dynamic Properties of the 1,4-cyclohexyl Diradical 
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Detailed analysis of the trajectories, which lead to an outcome consistent with the known 

experimental results, allows us to evaluate the means by which momentum influences the 

conformational dynamics of the 1,4-cyclohexyl diradical thereby determining which products 

are formed as this diradical is left behind. The fate of the diradical is generally thought to 

depend on its conformation and spin multiplicity. For example, Grissom and co-workers 

proposed previously that boat conformations eventually lead to a statistical distribution of 

singlet and triplet diradicals, which each lead to distinct products.38 Short-lived boat 

conformations are thought to lead to the formation of BCH, while long-lived boat 

conformations undergo ISC to triplets, which then relax to energetically favored twist-boat 

conformations that lead to HD products. However, both HD and BCH products were observed 

in our NAMD simulations of pure singlets. Although we are not able to completely exclude the 

possibility of contributions from triplet reactions, the existing conformation-reactivity model 

appears to be in need of modification.  

The conformations of the 1,4-cyclohexyl diradical can be described by two dihedral angles, 

as illustrated in Figure 4.7 (left). Each dihedral angle has three different operations, CW 

rotation (the dihedral angle rotates clockwise), CCW rotation (the dihedral angle rotates 

counterclockwise) and R (the dihedral retains its original value in the DBO reactant, which is 

close to 0). There are three extreme dihedral angles for these three operations, which we name 

up (U), down (D) and middle (M). In total, there are nine extreme dihedral angle pairs (Figure 

4.7, right). The four structures on the two axes are half-chair conformations (UM,DM,MU,MD), 

with their two formal singly occupied p-orbitals approximately perpendicular to each other. 

The chair structures (UD and DU) are at the top right and bottom left corners, while the boat 

structures (UU and DD) are at the top left and bottom right. The transition state structure for 

the first C–N bond dissociation, which resides near the center of this plot, is MM. 
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Figure 4.7 Graphical depiction of the dihedral angle space of the 1,4-cyclohexyl diradical. For a better 

demonstration of how the second C-N bond dissociation affects dihedral angle A, the position of the 

diaza group from the previous step is shown. 

To address the relationship between the diradical conformation and the product 

distribution, we analyzed the dihedral angle evolution along trajectories initiated from the 

transition structure for breaking the first C–N bond. To distinguish the two reaction pathways 

(toward BCH and toward HD), we plotted the population difference of the dihedral angles for 

a given timeframe (Figure 4.8). The excess of the products is color-coded (red indicates an 

excess of HD and blue indicates an excess of BCH). As the first C–N bond cleaves, dihedral B 

acquires more freedom to spread out along the y-axis: depending on the degree of dissociation, 

dihedral B can do a CW rotation to approach the chair-like conformation (top right, UD), persist 

in a half-boat-like conformation (middle right, UM) or do a slight CCW rotation (bottom right, 

UD). As is evident from the separation of the blue and red regions in the first frame, the initial 
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geometry is correlated with the final product distribution. Along the propagation of the 

trajectories, starting from ~100 fs, the bifurcation of the reaction pathways leading to BCH and 

HD products becomes clear. Additionally, we have observed ‘flips’ of blue and red regions in 

the first 1800 a.u. (43 fs), which indicates “recoil” momentum arising from breaking the first 

C–N bond (more detailed illustrations with shorter time steps are displayed in SI). In the first 

40 fs, the recoil momentum causes dihedral angle B to vibrate back and forth while dihedral 

angle A is restrained by the second C–N bond. 

 

Figure 4.8 Population difference of the dihedral angle for the NAMD trajectories. To visualize, we 

define the population 𝜌	as the number of trajectories passing through the dihedral angle grid at one 

certain timestep. The population difference is the subtraction of the number of BCH-forming trajectories 

from the HD-forming trajectories (𝛥𝜌	 = 	𝜌$%&	–	𝜌&()  gives the population difference between the 
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two groups of trajectories. Red color indicates that the number of HD-forming trajectories exceeds that 

of BCH-forming trajectories and vice versa. The population difference is scaled to [-1,1] and a two-

slope normalization is employed. White color indicates that either the number of BCH-forming and HD 

forming trajectories are equal, or no trajectories populate this grid. (Due to the fact that the min and 

max of the population difference is not is not symmetrically distributed on both sides of zero and in 

each picture, the min and max value are not the same, we need to scale the plots with different 

parameters to make sure that white color always indicates an equal amount of BCH and HD trajectories 

(𝛥𝜌 = 	𝜌$%&	–	𝜌&( = 0 ). To do so we map the population number difference 𝛥𝜌)  on a grid to 

2 *+&,*+'()
*+'&*	–	*+'()

− 1. By doing so, all mapped data then fall into the range of [-1,1]. The equivalent point 

(equal amount of BCH and HD population) is mapped to  𝐸𝑞	 = ,.*+'()
*+'&*	,	*+'()

− 1. However, Eq is still 

not the middle point, because generally |𝛥𝜌/01| ≠ |𝛥𝜌/23|  . Thus, we employed a two-slope 

normalization of the data. The conceptual center, Eq, is placed at the center of the color bar and the two 

sides are normalized differently.  

The second C–N bond dissociates on a much shorter timescale, as the diazinyl diradical 

sits on the top of an exothermic downhill pathway (Figure 4.5). The resulting recoil momentum 

from the ejection of the N2 molecule leads to a CCW rotation of dihedral angle A. In the 

population difference plots, this manifests as an exploration of values along the -x direction. 

Due to the exothermicity and the absence of minima along the pathway, there is effectively no 

time for IVR. Consequently, for the majority of the trajectories, dihedral A undergoes a CCW 

rotation, producing exo-BCH and Z,E-HD (note that we overestimate the exo:endo selectivity. 

Figure 4.6). If dihedral B also initially undergoes a CCW rotation, a chair-like conformation is 

formed. The chair-like conformation of the 1,4-cyclohexyl diradical closely resembles the 

lower energy conformation of the transition structure for [3,3] sigmatropic shift,28,29 allowing 

for formation of HD products by just small elongation of one of the C–C bonds. In contrast, if 
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dihedral B initially undergoes a CW rotation, and dihedral A undergoes a CCW rotation, a 

double-inverted boat-like conformation that quickly falls to endo-BCH is expected. 

In short, during the breaking of the second C–N bond to break, the carbon that will bear 

the unpaired spin “flips away” from the nitrogen – this motion leads to the preferred 

stereoisomers of products. During that time, the distal carbon radical center can flip twice. If, 

at the transition state, the distal carbon was moving in the same direction as the N-bearing 

carbon, then the two radical carbons end up flipped away from each other as the 1,4-cyclohexyl 

diradical forms a chair-like structure, which tends to form HD products. Conversely, if the 

distal carbon was moving in the opposite direction as the N-bearing carbon, then the two radical 

carbons end up near to each other as the 1,4-cyclohexyl diradical forms a boat-like structure, 

allowing those radical centers to engage in bond formation, leading to BCH products. 

4.5 Multiple Exit Pathways from the 1,4-cyclohexyl Diradical 

The network of pathways from the 1,4-cyclohexyl diradical to BCH and HD products is 

complex. Two views of this network are shown in Figure 4.9a and b. Figure 4.9a shows a 3D 

scatter plot derived from the scanning the three critical forming/breaking C–C bonds that relate 

the BCH and HD products. The discontinuities in energy arise from dimensionality reduction, 

in particular, from changing dihedral angles. The three products – BCH and two equivalent 

HDs – are located in the three regions of low energy colored blue. Separating each pair of 

products, there is a ridge-like region of relatively high energy colored red. All of the diradical 

conformations discussed above reside at the center of the plot, as the bond length differences 

among these conformations are very small. Due to small energies required for conformational 

changes, this region is fairly flat. Another view of this network is shown in Figure 4.9b, where 

connectivity between key structures is emphasized. For example, the ridge-like regions in the 

3D scatter plot correspond to the pathways 4 and 8 (for [2+2] cycloaddition, Figure 4.9d) and 
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pathway 9 (for [3,3] sigmatropic shift, Figure 4.9c) in the connectivity plot. As shown in the 

trajectories in Figure 4.9c and d, the diradicals move along one of the three ridges and fall to 

one of the products, depending on their initial geometries and momentum. Specifically for the 

[3,3] sigmatropic shift branch, the trajectories explore different sides of the ridge before 

committing to one of the products, similar to behavior observed for some reactions with ground 

state PTSBs4–7,9. Also of note is that some of the trajectories in Figure 4.9d explore the diagonal 

region, which corresponds to the dissociation of the 1,4 cyclohexyl diradical into two allylic 

radicals28. In our original design, there would have been a single ridge and two downhill paths 

to the two HD products (Figure 4.1c), but we find here paths to the BCH product as well. 
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Figure 4.9 (a) 3D-PES adjacent to 1,4-cyclohexyl diradical with energies indicated by color. Energies 

are in kcal/mol. (b) Reaction network of cyclohexyl diradical (c) Cope-rearrangement branch of the 

PES with trajectories. (d) (2+2)-cycloaddition branch of the PES with trajecotories. 
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Previously we showed, for carbocation rearrangements, that ambimodal transition states 

can correlate with each other, being connected by relatively flat, low energy pathways that 

allow leakage of trajectories from one to the other.11 The scenario just described and 

summarized in Figure 4.9 constitutes a three-dimensional example in terms of PES topography, 

although access to the flat inter-connecting zone comes from an excited state surface in this 

case (Figure 4.10). 

 

Figure 4.10. The scenario observed for DBO photolysis. The paths to at least two of the 

products must actually not be in the plane of the picture. 

4.6 Conclusions 

Using state-of-the art ML-NAMD simulations, we have answered several lingering 

questions about a classical photochemical reaction: deazetization of DBO. Perhaps most 

importantly, we propose a new detailed model that rationalizes the product distribution based 

on non-statistical dynamic (i.e., momentum, dynamic matching) effects on conformational 

behavior of 1,4-cyclohexyl diradicals formed via hopping from the S1 surface. In short, if the 

momentum as the 1,4-cyclohexyl diradical is reached is such that rotation of dihedral B leads 
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to UM or UD conformations (Figure 7), HD products dominate. Otherwise, BCH products 

form. The exo:endo ratio appears to be determined by momentum associated with dihedral A. 

We do not need to invoke triplets to rationalize the experimental product distribution. 

This project was initiated as a means of testing the design principle outlined in Figure 

4.1c: access to a transition state connecting two possible products from an excited state surface 

could allow control of product ratios by non-statistical dynamic effects, in analogy to ground 

state reactions involving PTSBs (Figure 4.1b). We demonstrate here that photochemical 

deazetization of 2,3-diazabicyclo[2.2.2]oct-2-ene does involve hopping from an excited state 

surface to a ground state surface near to a product-interconverting transition state, and the 

manner in which trajectories navigate from the excited state to the products is influenced by 

non-statistical dynamic effects – results that bode well for future design. The reaction studied 

here is even more complex, however, with exit routes to ladderane (BCH) products; one could 

view the presence of an additional competing product as a problem for design or an opportunity 

to tune for said product. We are excited about the latter possibility. 

4.7 Methods 

  MC-PDFT, CASPT2 and MS-CASSCF calculations were carried out using 

OpenMolcas 21.74,75 NEVPT2 and SS-CASSCF calculations were carried out with ORCA 

5.0.376–81 Unless otherwise stated, all calculations were performed with MC-PDFT 

(revPBE)55,56 and the ANO-S-VDZP basis set.57–60 An active space of 8 orbitals and 8 electrons 

was chosen for C6H10N2 species, and 4 electrons and 4 orbitals for 1,4-cyclohexyl diradicals. 

Multiwfn software was used for the visualization of the active orbitals.82 For the ML-

accelerated NAMD, we followed the general procedure developed by Lopez and coworkers for 

dataset generation. Model training NAMD was performed with PyRAI2MD.31,33,35 The model 

was trained with dataset containing 9670 structures and it displays small error for energies 
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(MAE=0.049 eV, R2= 0.9987) and gradients (MAE=0.15 eV/Å, R2= 0.9923). For each 

simulation, 3600 trajectories were initiated from a Wigner sampling of the transition state and 

the trajectories were propagated with a step size of 20 a.u. (0.48 fs). The total energy is 

conserved in the S1 state and the Nosé-Hoover thermostat is applied in the S0 state (T=300K). 

The surface hopping probability was computed based on the Zhu-Nakamura theory83 (see 

Appendix for details of the model training, grid searching, performance and NAMD 

simulation). 
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Chapter 5  

Mechanistic Study of the Synthesis of Pupukeanane 

Core through a Bio-Inspired Rearrangement. 
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5.1 Introduction 

Recently, the Sarpong group at UC Berkeley reported a formal synthesis of 2-

isocyanoallopupukeanane (3, Scheme 1A), a downstream secondary metabolite in the 

pupukeanane family, and demonstrated the utility of the allopupukeanane skeleton in accessing 

a related scaffold that is biosynthetically upstream. 

 

Scheme 5.1 (A) pupukeanane natural products; (B) proposed biosynthesis of the allopupukeanane 

skeleton (6) 

The pupukeananes (selected members shown in Scheme 5.1A) are a family of structurally 

diverse marine-derived sesquiterpenes that possess caged tricyclic skeletons.1 Many related 

natural products that possess diverse skeletons, as well as related functional groups,2 have also 

been isolated. Notably, there is renewed interest in isocyanoterpenes such as the pupukeananes 

because of their emerging antimalarial activity which is associated with a novel mechanism of 

action.3  



110 

 

 

Scheme 5.2. Proposed retrosynthesis of 2-isocyanoallopupukeanane and the pupukeanane core. 

Biosynthetically, the pupukeanane skeleton is proposed to arise from amorphene (4, 

Scheme 5.1B), which is converted to the pupukeanyl skeleton (5).4 The 9-pupukeanyl cation 

(5) is proposed to undergo a Wagner–Meerwein type shift to give the 2-allopupukeanyl cation 

(6). Trapping of carbocation intermediates (5 and 6) with cyanide5 would lead to the 

corresponding natural products 9-isocyanopupukeanane (1) and 2-isocyanoallopupukeanane 

(3) respectively. While many approaches to prepare natural products with the pupukeanane 

core have been reported,6 only a single total synthesis, of (±)-2-isocyanoallopupukeanane (3), 

has been achieved to date.7  

The Sarpong group proposed a short synthesis of 3 using strategic C–C bond 

disconnections that provide the opportunity to access the related pupukeanane natural products 

(Scheme 5.2). It is anticipated that carbocation 6 would lead to 3 through direct cyanide capture, 

whereas a late-stage ‘contra-biosynthetic’ rearrangement of 6 could yield 5 and ultimately 9-

isocyanopupukeanane (1). The key intermediate, carbocation 6 could arise from corresponding 

alkene 7. However, the formation of the pupukeanane core from an allopupukeanyl precursor 

proved particularly challenging. The Sarpong group observed only decomposition or capture 

of 6 by the exogenous nucleophile and when allopupukeanene 7 was subjected to H2SO4 and 
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glacial AcOH at elevated temperatures, the formation of small amounts of pupukeanyl sultone 

15 is observed (Scheme 5.3). In this regard, computation is necessary to gain further 

mechanistic insights. 

 

Scheme 5.3 Rearrangement to the pupukeanyl core. 

 

Scheme 5.4 Computational studies on the rearrangement of the allopupukeanane core 

5.2 Method 
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Geometry optimizations were carried out with the Gaussian 16 software and the ωB97X-

D(SMD, solvent=acetic acid)/def2-SVP level of theory. Potential energy surface (PES) minima 

and transition state structures (TSS) were identified by the number of imaginary frequencies 

obtained in frequency calculations conducted at the same level, with 0 for minima and 1 for 

TSS. 

5.3 Results and Discussion 

Calculations were conducted on the capture of 6 with a nucleophilic cyanide source, 

trimethylsilyl cyanide (Scheme 5.4). The corresponding transition state structure for TMSCN 

addition was located (B-TS1) and, as expected, the direct capture of 6 to give 2-

isocyanoallopupukeanane (3) was calculated to be both kinetically and thermodynamically 

feasible. Additionally, the 9-pupukeanyl cation (5) was not observed to be a minimum on the 

potential energy surface. An alternative transition state structure for concerted attack of 

TMSCN and alkyl shift (see B-TS2) could not be located, despite the fact that 9-epi-9-

isocyanopupukeanane (2) was predicted to be thermodynamically more stable than the 2-

isocyanoallopupukeanane congener (3). 

We have also modeled the reaction coordinate for the sulfonation of 7 with an activated sulfur 

electrophile to form intermediate 2A. From this intermediate, the rearrangement is nearly 

barrierless, proceeding through a nonclassical carbocation (3A) on a flat region of the potential 

energy surface to reach protonated pupukeanyl sultone 15-H+ as an energy minimum. Thus, it 

would appear that while a direct capture of the 9-pupukeanyl cation (5) is not feasible, by 

coupling the generation of 5 with a sulfonation process, it is possible to trap the 

allopupukeanane skeleton in the form of pupukeanyl sultone 15. This transformation 

effectively reverses the proposed biosynthetic pathway to access the pupukeanane core from a 

downstream biosynthetic intermediate.  
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Chapter 6 

Difunctionalization of Nitrogen-containing Strained 

Carbocycles: DFT Reveals the Origin of Reactivity and 

the role of TMSCN. 
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6.1 Introduction 

Distonic radical cation (DRC) is a class of chemical species that carry separate cation and 

radical sites in one molecule.1 Traditionally, DRCs have been generated through the homolysis 

of charged molecules or via rearrangement of radical cations.2 Since a DRC often entails a 

reactive radical site with an inert charge site, it has become an important tool for organic 

chemists to understand radical chemistry via online analysis of the charged species through 

mass spectrometry.3 This approach is highly informative on neutral radical reactivities, such as 

reaction rate and product distribution, provided that the radical site on a DRC behaves similarly 

to neutral molecules.4   

Ring-opening of cyclopropylamines to form DRC is one of the most studied systems due 

to its biological implication in enzyme inhibition.4 The Zheng group at the University of 

Arkansas recently reported intermolecular [3+2] and [4+2] annulations5 involving DRC under 

photoredox catalysis.6 By comparing the DRC structures of N-aryl amine and N-alkyl amine, 

they hypothesized that the two types of amines would exhibit similar behaviour at the radical 

site unless the charged site does affect the reactivity of the radical site, despite being spatially 

separated from it.3c, 3e, 7 The reaction is displayed in Scheme 6.1 

 

Scheme 6.1 Photoredox catalyzed annulation of N-alkyl amines. 

Experiments on distinct N-alkyl amines and under different reaction conditions (whether 

TMSCN is added) demonstrated that this is a practical difunctionalization protocol (Scheme 

6.2). Initially, TMSCN is added in the hope of quenching the charged site (iminium ion) of the 
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generated distonic radical cation to unveil a neutral radical for subsequent radical addition to 

olefins.  

However, as can be seen in Scheme 6.2, TMSCN seems to have displayed additional roles 

more than charged site quencher and we were interested in whether the charged iminium ion 

site of DRC can affect the reactivity of terminal carbon radical. Control studies have shown 

that the presence of TMSCN is critical for radical addition to alkene. Without TMSCN, even 

with 20% of photocatalyst Ir[dF(CF3)ppy]2(dtbbpy)PF6, no conversion of cyclobutylamine has 

been observed. Moreover, the reactivity is altered for spirocyclic cyclobutylamines when an 

amidinium ion or conjugation to an arene is introduced (Scheme 6.2) and the reaction occurs 

in decent yield without the presence of TMSCN, leading us to question the reactivity model 

and the role of TMSCN. 

 

Scheme 6.2 reaction outcome of different N-alkyl amines. 

The general reaction mechanism is depicted in Scheme 6.3. The excited-state 

Ir[dF(CF3)ppy]2(dtbbpy)PF6 generated via absorption of visible light can undergo single 

electron transfer to oxidize the cyclobutylamine 1a to its radical cation. The radical cation 
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induces adjacent C-C bond cleavage to form distonic radical cation (DRC). If TMSCN is 

present, it will quench the distonic radical cation via a Strecker reaction to give α-amino 

cyanide with a neutral radical. Subsequently the neutral radical undergoes addition reaction to 

olefin, followed by single electron transfer and elimination of fluoride to yield product 1. 

 

Scheme 6.3 Proposed catalytic cycle. 

We initially speculate the unusual role of TMSCN and reactivity of spirocyclic 

cyclobutylamines lies in that an electrophilic iminium ion site interacts intramolecularly with 

nucleophilic carbon radical to reduce the reactivity of the radical. Hence, the addition of 

TMSCN serve as a quencher of the iminium ion to resume the reactivity of a neutral radical. 

The reduction of the electrophilicity of the iminium ion by attaching a π-electron donating 

group can weaken the interaction between the electrophilic charged site and nucleophilic 

radical site, thus increasing the reactivity of the radical site.  

6.2 Computational Results and Discussion 
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To verify the proposed mechanism, we have calculated the reaction coordinate under 

M06-2X (SMD, solvent=DCM)/ma-def2-TZVP//def-TZVP level of theory using Gaussian 16 

software, as shown below. On the doublet cationic radical surface, the cyclobutyl-ring opening 

and closing is kinetically reversable, with the DCR as a more thermodynamically stable radical. 

The following addition reaction is also kinetically feasible (barrier height of 15.6 kcal/mol). So 

one would expect an efficient addition to CF3-styrene once DCR is formed, while it is not 

observed in the experiment. Other possibilities that could potentially hamper the addition 

reaction, including explicit solvent effect, counterion effect, defluorination and deprotonation 

of the iminium cation, are all ruled out. So what could be the factor that prevents the addition 

reaction from happening? 

We first turned our attention to the cation radical DCR (A-2). There are two possible 

exit pathways, one is undergoing addition to CF3-styrene or oxidize the Ir(II) photocatalyst. 

According to the experimental redox potential of the Ir-photocatalyst (Ir(III)/Ir(II) = -1.75 V 

vs SHE, -40 kcal/mol), cationic radical A-2 is  able to oxidize the Ir(II) photocatalyst (-61.3 

kcal/mol < -40 kcal/mol) to the Ir(III) photocatalyst. That means although the starting N-alkyl 

amine can be oxidized to a cationic diradical, its ring-opening product can take back the lost 

electron and return to the starting material. Since electron transfer is much faster than 

bimolecular reaction, the cationic radical is quenched to diradical before any addition 

reaction can happen. The diradical ring-closure is much lower in energy (ΔG = 5.7 kcal/mol) 

comparing to the radical addition to styrene (ΔG = 14.5 kcal/mol). Thus, no product is 

observed and the radical cannot be trapped by any radical acceptors. On the other hand, when 

TMSCN is present, the cation radical is quenched to a radical that can undergo a nucleophilic 

addition to the styrene (Scheme 6.3).  
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Scheme 6.3 Reaction coordinate of non-spirocyclic N-benzylcyclobutanamine with CF3-styrene. 

Energies are in kcal/mol. 

However, for spirocyclic cyclobutylamines that can react without TMSCN, the cationic 

radical is unable to be reduced by the photocatalyst (-25.6 kcal/mol > -40.0 kcal/mol), 

making it possible for DRC to undergo the subsequent addition reaction with CF3-styrene 

(Scheme 6.4). 
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Scheme 6.4 Reaction coordinate of spirocyclic cyclobutylamines with CF3-styrene. Energies are in 

kcal/mol. 

6.3 Conclusion 

In conclusion, we have modelled the photoredox catalyzed difunctionalization of N-alkyl 

cyclobutyl arenes. Our calculation successfully revealed that without the presence of TMSCN, 

DRC would be easily reduced by the Ir(II) photocatalyst and no reaction occur. Adding 

TMSCN can open up the pathway of anionic nucleophilic addition. Additionally, DRCs from 

spirocyclic cyclobutylamines exhibit higher reduction potential and the reaction can happen 

without TMSCN. 
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Chapter 7 

Origin of Regioselectivity in the electrophilic aromatic 

substitution of nitronium ions.  

  

*Material in this chapter reproduced with permission from Chemistry Europe: Muhmmad Kazim, Zhitao Feng, 
Srini Vemulapalli, Maxime A. Siegler, Anant Chopra,1 Phuong Minh Nguyen, Maxwell Gargiulo Holl, Liangyu 
Guan, Dean J. Tantillo*, Travis Dudding*, Thomas Lectka* Chem. Eur. J. e202301550. 
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7.1 Introduction 

Electrophilic aromatic substitution (EAS) constitutes one of the most important classes of 

transformations in the entirety of chemical synthesis.1,2 To the present day, synthetic chemists 

rely heavily on traditional methods of attaching activating (or deactivating) groups directly to 

aromatic rings to control the rates and selectivities of substitutions.  Imagine instead a 

functional group containing a lone pair of electrons suspended over the p-cloud of an aromatic 

ring. Theoretically, such an arrangement should activate the aromatic ring to approach of an 

electrophile. To test this hypothesis, the Lectka group at Johns Hopkins University has 

employed rigid bicyclic structures based on fused 9,10-dihydroanthracene-bicycloheptane 

scaffolds to lock select heteroatoms (e.g., fluorine, oxygen) in close spatial proximity to 

aromatic rings.3, 4 To their delight the probe ring was functionalized almost exclusively, and 

intermolecular experiments indicated several hundred-fold rate enhancements (Scheme 7.1). 

 

Scheme 7.1 Original model system of electrophilic aromatic substitution. 

Conventionally, it is assumed that a direct activation of the probe ring by the proximate 

group would affect the electron density of the ring and lower the transition state energy 

(Scheme 7.2, I). This process is modeled and rationalized previously through the calculation of 

the corresponding Wheland intermediates, or σ-complexes.5 However, there is no further 

evidence supporting this thermodynamic-controlled selectivity. 
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Scheme 7.2 Possible modes of mechanisms; direct activation through -complex stabilization (Types I, 

II) vs. relay mechanism (Type III). 

Other modes of activation are also possible, including rate-determining deprotonation 

(Scheme 7.2, IIa)6,7 and stabilization of the transition state through hydrogen bonding (Scheme 

7.2, IIb). In this work, we show through calculation that the precomplexation of the electrophile 

to the LB serves as a relay to the aromatic ring (Scheme 7.2, III). The Lectka group have 

examined multiple scaffolds and several more basic functional groups that would appear to 

favor precomplexation. 

Singleton and co-workers have showed that modeling the regioselectivity of toluene 

nitration required careful consideration of the solvent complex coupled to molecular dynamics 

simulations, as a result of the flat potential (and free) energy surfaces associated with 

electrophilic addition.8 Our computational results also point to fairly flat potential energy 

surfaces around the transition states through which activator–NO2+ π-complexes transform into 

σ-complexes that also make it difficult to predict the regioselectivity.  Although a complete 

picture of regioselectivity would require exhaustive ab initio molecular dynamic simulations 

our current resources, our computation is able to rationalize these reactions and provide a 

practical model for rational design. 

7.2 Experimental Results  
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The Lectka group have designed three different scaffolds (Scheme 7.3). Scaffold I has the 

virtue of rigidly positioning the Lewis basic site very close to the probe ring. Unfortunately, 

only analogues containing fluoro and hydroxy groups can be synthesized in. Scaffold II affords 

more choices, although the trade-off is that the Lewis base is positioned further from the probe 

ring. Scaffold III allows the placement of biologically relevant Lewis bases such as amides and 

esters. 

 

Figure 7.3 Representative model systems I, II, and III. 

The original model based on scaffold I located heteroatoms in spatial proximity to the top 

aromatic ring while the bottom ring served as a control.3,4 Interestingly, when was subjected to 

nitrating conditions, the alcoholic oxygen formed a nitrate ester before substitution occurred 

on the probe ring, thereby providing us the first hint of a possible relay mechanism rather than 

direct activation (Scheme 7.4).3 Nevertheless, the nitrated alcohol still directs electrophilic 

nitration on the probe ring, in the presence of additional nitronium ions.  

 

Scheme 7.4 Formation of nitrate ester 3 and its subsequent nitration. 
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The Lectka group attempted to generate secondary carbocation 4a1 (Figure 6), stabilized 

by a cation-π interaction, as a characterizable species inspired by a serendipitous discovery.9-14 

The distance between the carbon bearing positive charge and the adjacent aromatic ring 

decreases from 3.06 Å (in compound 5) to 1.65 Å, congruent with expectations. 

When subjected to nitrating conditions,15 6 predominantly nitrates the “top” ring at the 

positions indicated in Scheme 7.5 (~1.7:1 for 7a:7b). 

 

Scheme 7.5 Nitration of compound 6. 

We first performed energetic analysis of σ-complexes that predicts those derived from the 

“top” ring to be 8.6 kcal/mol lower in energy than those anchored on the bottom ring.  At the 

same level, however, σ-complexes at the top ring were predicted to be 5.2 kcal/mol lower in 

energy in 1,4a despite the shorter distance of the fluorine atom from the positively charged 

carbon atom of the probe ring. Quite possibly, the bottom ring in 6 is being affected by the 

inductive effects of fluorine. 

Alternatively, the Lectka group envisioned that replacing the hydrogen atom in 6 (HA, 

Scheme 7.5) with a phenyl group can provide an additional control ring free of steric as well 

as inductive effects.  This molecule serves as another candidate for our investigation as it 

provides two control rings B and C, wherein C is free from ring strain and inductive effects, 

although its reactivity is relatively diminished by mono-substitution, as opposed to di-

substitution. 
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Subjecting 10 to nitrating conditions resulted in two major products 11a and 11b (~1.5:1) 

with nitration predominately on the probe ring A (Scheme 7.6).  The exact positions of the nitro 

groups were confirmed by X-ray crystallographic analysis.  1H NMR analysis of the reaction 

mixture, however, also revealed some unreacted 10 and very small amounts of seemingly di-

nitration products. They correspond to subsequent nitration of control ring C, after initial 

nitration of the probe ring (vide infra). DFT calculations predict the σ-complexes of the probe 

ring to be 8.0 kcal/mol more favorable than those of both control rings.  If the selectivity is 

thermodynamically controlled, we should not have observed formation of dinitrated products 

before 10 is completely nitrated, thereby providing hint at the insufficiency of evaluating 

energetics of σ-complexes. 

 

Scheme 7.6 Nitration of compound 10  

The synthetic exploitation of the structural rearrangement of secondary carbocation 4b 

provides an attractive means to incorporate larger moieties within scaffold II.  Tetrazoles, for 

instance, constitute an important class of organic molecules in medicinal chemistry, stemming 

from their isosterism with carboxylic acids and their relative metabolic stabilities.15-22 While 

literature on their biological activities as well as physical properties is bountiful, their effect on 

aromatic reactivity is not as well-explored. When subjected to nitrating conditions, tetrazole 18 

underwent exclusive nitration of the probe ring, predominantly on positions 2 and 3, as 

confirmed by X-ray analysis of the isolated products, but also to a lesser extent on positions 1 

and 4 (Scheme 7.7). 
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Scheme 7.7 Nitration of tetrazole 18. 

For Scaffold III, the Lectka group initiated the investigation of carboxyalkyl group 

mediated arene activation with attempted nitration of cis-di-ester 21.23 They observed exclusive 

nitration of the probe ring at the “ortho-meta” position (Scheme 7.8). 

 

 

Scheme 7.8 Nitration of cis-diester 21. 

 

Scheme 7.9 Synthesis and nitration of compounds 25. 

Additionally, compound 25 is synthesized by functionalization of mono-ester, which in 

turn yielded exclusive nitration of the probe ring at the positions indicated in Scheme 7.9 (~1:1 

ratio for 26a:26b) as confirmed by the [1H,1H]-NOESY spectrum of the isolated products, 

wherein no aromatic proton on the substituted ring engages in through-space coupling with the 
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amide α-proton.  It represents a clear failure of the Wheland intermediate model.  By this 

juncture, we have already developed some skepticism that simply calculating energies of σ-

complexes could provide a good energetic picture of this reaction and concluded that a more 

realistic approach would be called for. 

7.3 Computational Results and Discussion 

We initially assumed that in most cases the directing group stabilizes the forming arenium 

ion as the electrophile approaches from the opposite face of the aromatic ring (Scheme 7.2, 

Type I).  However, our prior calculation (see Fig F1, F2, F3, F4 in Appendix) and a critical 

experimental observation (the nitration of the OH group, Scheme 7.4) prompted us to think 

something else may be going on. Combine these reasons with the failure of σ-complex analysis, 

a more rigorous approach to modeling was mandated.  To start, we calculated the free energy 

profiles up to the formation of the putative σ-complexes to understand the roles of various 

through-space interactions in promoting selectivity.  As mentioned above, Singleton has 

pointed out that the regioselectivity of nitration in toluene can be complicated to rationalize 

and predict, requiring MD simulations. In our case, we were initially interested in the problem 

of selectivity between different aromatic rings, which, we believe, can be controlled by 

precomplexation and a stabilizing relay between the directing group and the substrate aromatic 

ring. 

We started our theoretical investigation with the trickiest case of diester. Experimentally 

a 1:1 mixture of compounds 21 and 23 is treated with 1 eq. of nitrating reagent. Integration of 

relevant peaks in the 1H NMR of the reaction mixture revealed that cis-diester 21 reacts four 

times as fast as trans-di-ester 23.  

Our computation indicated that, after being generated, the electrophilic nitronium ion can 

form two different complexes with compound 21.  A typical π-complex involving the 
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unperturbed ring (22b-PC wherein the nitronium ion is perpendicular to the ring), is 7.1 

kcal/mol endergonic comparing with isolated reactants.  On the other hand, electron-rich 

carbonyl groups can interact with the nitronium ion to form complex 22a-PC and it releases 

9.5 kcal/mol free energy. The subsequent barrier that connects the precomplexation and their 

corresponding σ-complexes are very low, indicating a very shallow potential energy surface 

(PES) and a rapid transition from π-complex (or lone-pair) to σ-complex (Fig 7.1).  Clearly 

from the potential energy surface, the selectivity-determining step is the precomplexation step 

and the formation of 22a-PC, being exothermic, is preferred and it leads to the exclusive 

nitration of the adjacent probe ring. The precomplex then transforms to its corresponding σ-

complex passing through transition state 22a-TS. The vibration mode of the imaginary 

frequency displays migration of NO2+ from the carbonyl group to the benzene ring. 
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Figure 7.1 Free energy profile up to the formation of s complexes in cis- and trans-diesters 21 and 23 

respectively involving precomplexes and transition states. 

The precomplexation model is also capable of explaining the faster rate of 21 nitration. 

Although the trans-di-ester 23 is intrinsically 1.7 kcal/mol more stable than the cis-diester 21, 

the cis-π-complex 22a-PC is much lower in energy than the trans-π-complex 23a-PC.  

Furthermore, the binding energy ΔGbind is 3.8 kcal/mol lower for the formation of 22a-PC.  

This implies that in solution, the concentration of the cis-π-complex is higher than the trans-π-

complex, leading to a faster reaction rate.  To validate that the cis-π-complex is indeed more 

stable, we calculated the binding energies with different functionals and a much larger basis 

set (def2-TZVPP), as accurately calculating energies of weakly-bound systems can be 

challenging.  The results, shown in Table 1, reveal that nitronium-carbonyl binding is 

consistent across all levels and the ΔG for the formation of cis-π-complex is roughly 2-3 

kcal/mol lower than the corresponding trans-π-complex.  In all, the observed 4:1 cis/trans 

nitration can be rationalized with the thermodynamic stability of the π-complexes.  

Table 7.1 Binding energies for the formation of cis/trans π-complexes, calculated at different 

functionals with def2-TZVPP basis set (ΔΔG = ΔGtrans – ΔGcis) 

Functional ΔGcis ΔGtrans ΔΔG 

M06-2X -4.8 -1.5 3.3 

ωB97X-D -2.8 -0.7 2.1 

MN15 -5.0 -1.4 3.5 

 

Similar computational results are revealed on amides, in which exothermic formation of 

the carbonyl–NO2+ π-complex (29a-PC) overcomes its endothermic complexation with the 
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unperturbed ring (29b-PC), thereby directing it to the probe ring selectively in amide x.  The 

complex (29a-PC) then passes through 29a-TS to form the corresponding σ-complex.  

Finally, to confirm that precomplexation is really the selectivity controlling factor, we 

aimed at turning off this selectivity enhancement by synthesizing control imide 3024 whose 

structural restraints lock both carbonyl oxygens farther and orthogonally from the probe ring. 

Our model predicts that the position and the orientation of the carbonyl is not able to form 

reactive complex.   A complex mixture of unreacted, mono-nitrated and dinitrated products is 

observed when 9 is treated with 1 eq. of nitrating agent (Scheme 7.10).   

 

Scheme 7.10 Nitration of compound 30. 
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A. Supporting Information for chapter 2 

Method, Conformation, Excess Energy Exploration and additional details of 

Molecular Dynamics 

Influence from level of theory 

Table A1. Uphill AIMD simulations of system 4 (R1 = H, R2 = Vinyl) with different level of theories. 

Level of theory H% Vinyl% 
Total trajectory 

number 

M06-2X-D3/6-31G(d)  27 73 75% 

ωB97X-D/6-31G(d) 14 86 79% 

M06-2X-D3/6-311G(d,p) 25 75 83% 

 

Influence from conformation 

The structure of the skeleton of the carbocation is overall rigid and we would expect small 

influence from conformational flexibility. Nonetheless, to confirm that the product distribution 

is invariant with the conformations, we have initiated uphill dynamic simulation of system 17 

with different orientations of the vinyl group. The ratio of ethyl:vinyl migration is shown in 

Fig A1. The 3% difference is small and negligible.  
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Figure A1. Uphill AIMD simulations of system 17 (R1 = Ethyl, R2 = Vinyl) with different 

conformations as shown. The difference in the overall product ratio is small (3%) 

Influence from excess energy 

Table A2. Uphill AIMD simulations of the R1 = Me, R2 = acyl system with different excess energies 

(kcal/mol). 

Excess Energy 
# of Me migration 

trajectories 

# of acyl migration 

trajectories 

% of acyl 

migration 

22.0  25 76 75% 

25.0  26 74 74% 

28.0  22 84 79% 

31.0  17 81 83% 

 

To verify that choosing different excess energy will not make significant influence on the 

dynamic outcome, we compared the results with the experimental data shown below in Table 

A3. It is clear that with excess energy ranging from 0 to 30 kcal/mol, the results of AIMD 

simulation are within ± 5% range of the experimental outcome. Thus the amount of excess 

energy accessible in the MD simulation will not affect our conclusions. 
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Table A3. Uphill AIMD simulations of the R1 = Me, R2 = acyl system with different excess energies 

(kcal/mol). 

Excess Energy 
Total number of 

trajectories 

% of ring 

expansion 

0.0 79 93% 

15.0 84 94% 

20.0  78 93% 

25.0  365 89% 

30.0  96 86% 

Experiment - 88% 

 

Detailed derivation of R1/R2 ratio incorporating recrossing in Table 1.2. 

Since significant amount of recrossings are observed in the downhill dynamic simulations 

starting from VTSs, it is vital to reflect this in our predicted ratio. We can divide all trajectories 

from the same VTS-1 into three parts, the R represents the ratio of such type of trajectory: 

𝑅BCD%% + 𝑅BCD%" +	𝑅BCD%
EFGEHII!4J = 100%	 

In which the superscripts correspond to each product. Assume that the possibility of arriving 

at any of the VTSs follows the Boltzmann distribution, the product contributions from VTS-1 

and VTS-2 are: 

𝑃BCD% =
1

1 + 𝑒"
KKL
M"C

 

𝑃BCD" =
1

1 + 𝑒,"
KKL
M"C

 



142 

 

Since both of the two VTSs are ambimodal VTSs, meaning that we need to add the 

contributions from the two VTSs together. 

𝑅% = 𝑅BCD%% 𝑃BCD% + 𝑅BCD"% 𝑃BCD" =
𝑅BCD%%

1 + 𝑒"
KKL
M"C

+
𝑅BCD"%

1 + 𝑒,"
KKL
M"C

 

And similarly,  

𝑅" = 𝑅BCD%" 𝑃BCD% + 𝑅BCD"" 𝑃BCD" =
𝑅BCD%"

1 + 𝑒"
KKL
M"C

+
𝑅BCD""

1 + 𝑒,"
KKL
M"C

 

And the ratio can be written as: 

𝑅%

𝑅" =

𝑅BCD%%

1 + 𝑒"
KKL
M"C

+ 𝑅BCD"%

1 + 𝑒,"
KKL
M"C

𝑅BCD%"

1 + 𝑒"
KKL
M"C

+ 𝑅BCD""

1 + 𝑒,"
KKL
M"C

=	
𝑅BCD%% 𝑃BCD% + 𝑅BCD"% 𝑃BCD"
𝑅BCD%" 𝑃BCD% + 𝑅BCD"" 𝑃BCD"

 

Dynamic simulation of secondary carbocations without water 

Table A4. Dynamic simulation results of secondary carbocations without water, which serves as a 

putative model of ‘equilibrated carbocations’. The results are compared with the uphill dynamic 

simulations with water and predictions from TST, VTS and VTS with corrections on recrossing. 

 R1 % R2 % 

R1/R2 

ratio (w/ 

water) 

R1/R2 ratio 

(w/o water) 
VTS ratio 

R1/R2 ratio 

(recrossing) 

Total 

trajectories 

3 
 

29% 
 

69% 30:70 28:72 2:98 12:88 116 

6 
 

79% 
 

13% 86:14 62:38 54:46 54:46 65 

11 
 

59% 
 

29% 67:33 62:38 89:11  63 

17 
 

33% 
 

58% 36:64 50:50 8:92 5:95 143 

 

Variational TST Calculations with Gaussrate/Polyrate 

H R R

H3C R O R

R
R

R R
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General methods 

All variational TSs calculations and related IRCs were obtained with gaussrate/polyrate. See 

attached Gaussrate input file below for details of options we chose 

*General 

 

  TITLE 

H-Me 

  END 

 

  ATOMS 

 1 C 

 2 C 

 3 C 

 4 C 

 5 O 

 6 C 

 7 C 

 8 H 

 9 H 

 10 H 

 11 H 

 12 C 

 13 C 

 14 H 

 15 C 

 16 H 

 17 H 

 18 H 

 19 C 

 20 H 

 21 H 

 22 H 

 23 C 

 24 H 

 25 H 

 26 H 

 27 C 

 28 H 

 29 H 

 30 H 

  END 
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  NOSUPERMOL   

 

  INPUNIT AU 

   

  MDMOVIE ON 

 

  *OPTIMIZATION 

 

    OPTMIN  OHOOK 

    OPTTS   OHOOK 

 

  *SECOND 

    HESSCAL HHOOK 

   

  *REACT1 

  INITGEO  HOOKS 

  SPECIES NONLINRP 

  STATUS 0 

  GEOM 

   1 

   2 

   3 

   4 

   5 

   6 

   7 

   8  

   9 

   10 

   11 

   12 

   13 

   14 

   15 

   16 

   17 

   18 

   19 

   20 

   21 

   22 

   23 

   24 
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   25 

   26 

   27 

   28 

   29 

   30 

  END 

# end of react1 section 

 

  *PROD1 

  INITGEO  HOOKS 

  SPECIES NONLINRP 

  STATUS 0 

  GEOM 

   1 

   2 

   3 

   4 

   5 

   6 

   7 

   8  

   9 

   10 

   11 

   12 

   13 

   14 

   15 

   16 

   17 

   18 

   19 

   20 

   21 

   22 

   23 

   24 

   25 

   26 

   27 

   28 

   29 

   30 
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  END 

# end of prod1 section 

 

  *START 

  INITGEO  HOOKS 

  SPECIES NONLINRP 

  STATUS 0 

  GEOM 

   1 

   2 

   3 

   4 

   5 

   6 

   7 

   8  

   9 

   10 

   11 

   12 

   13 

   14 

   15 

   16 

   17 

   18 

   19 

   20 

   21 

   22 

   23 

   24 

   25 

   26 

   27 

   28 

   29 

   30   

    

   END 

# end of start section 

 

  *PATH 

  SCALEMASS  1.00 
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  INTMU 3 

  SSTEP   0.005 

  INH     9 

 

  SRANGE 

    SLP   3.6 

    SLM  -1.0 

  END 

 

  RPM pagem 

 

  SIGN REACTANT 

  

  IDIRECT 1 

 

  COORD CART 

 

   

RODS 

  PRPATH 

  COORD    1 11 

  INTERVAL 1 

  XMOL 

   

  END 

 

   *RATE 

 

    FORWARDK 

 

    SIGMAF 1 

    CVT 

    CUS 2 

    PRDELG ON 

    #PRGIGT ON 

    #ICVT ON 

    # MUVT ON 

    # MUVTOPT 

    # prenergy 4 

    # niter 30 

    # END 

 

    TEMP 

    # 200. 
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      298.15 END 

Supplementary free energy IRC  

 

Figure A2. IRC of (R1 = H, R2 = Me) 
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Figure A3. IRC of (R1 = H, R2 = Cyclopropyl) 

 

Figure A4. IRC of (R1 = H, R2 = Vinyl) 
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Figure A5. IRC of (R1 = H, R2 =Phenyl) 
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Figure A6. IRC of (R1 = i-Pr, R2 =Allyl) 
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Figure A7. IRC of (R1 = i-Pr, R2 =Cyclopropyl) 
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Figure A8. IRC of (R1 = i-Pr, R2 =Cyclopropyl) 

 

Figure A9. IRC of (R1 = Ethyl, R2 =Acyl) 
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Figure A10. IRC of (R1 = Methyl, R2 =Acyl) 

 

Figure A11. IRC of (R1 = Ethyl, R2 =Vinyl) 
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Figure A12. IRC of (R1 = i-Pr, R2 =Vinyl). 
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Figure A13. IRC of the Nopsane system. 

Supplementary electronic potential energy (PE) and zero-point energy (ZPE) 

6. (R1 = Methyl, R2 = Methoxymethyl) 

Figure A14. PE and ZPE along IRC for (R1 = Methyl, R2 = Methoxymethyl) 
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Figure A15. PE and ZPE along IRC for (R1 = i-Pr, R2 =Acyl) 

Figure A16. PE and ZPE along IRC for (R1 = Ethyl, R2 =Acyl) 
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Free Energy Barriers in Nopsane Synthesis 

To verify how different levels of theory could affect the ΔΔG‡ of the migrations, we have 

picked several methods, basis sets and solvation models to do geometry optimizations and 

single point energies. Tight-PNO is used for all DLPNO-CCSD calculations. 

Table A5. Relative free energies of carbocation rearrangement in the synthesis of nopsane 

sesquiterpene in vacuum.  

Level of theory △G(TS-A) △G (TS-B) △△G‡ 

M06-2X-D3/6-31G* 3.9 8.6 4.8 

M06-2X-D3/def2-SVP 5.0 9.3 4.3 

M06-2X-D3/6-311G* 3.0 8.1 5.1 

M06-2X-D3/def2-TZVP 2.0 4.4 2.4 

B3LYP-D3(BJ)/def2-TZVP -0.6 1.8 2.5 

ωB97X-D/ def2-TZVP 0.8 2.7 2.0 

PBE0-D3(BJ)/def2-TZVP 1.0 3.6 2.5 

MN15/def2-TZVP 1.6 4.4 2.9 

DLPNO-CCSD(T)/def2-TZVPP1 0.2 3.1 3.0 

DLPNO-CCSD(T)/def2-QZVPP1 0.4 3.7 3.3 

1. Optimization at M06-2X-D3/def2-TZVP level of theory 
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Gibbs free energy plot of hydride affinity 

 

Fig A17. Hydride affinity of Gibbs free energy. The calculation is performed at M06-2X-D3/def2-

TZVPP level of theory. The result is consistent with that of the enthalpy. 

Further discussions on solvent effect. 

Most of the results discussed in the main text are in the context of the gas-phase. Although 

implicitly or explicitly incorporating solvent, raises concerns and can be associated with 

technical difficulties, its potential significance should not be overlooked. To verify how solvent 

could affect our conclusions, we performed additional studies using an implicit solvent model. 

First, we examined the influence on ∆∆G‡ from solvent for the nopsane synthesis case. 

The SMD model was employed and the activation barriers were calculated at several levels. 

Although the absolute barrier heights are generally higher than those in the gas phase, all the 
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∆∆G‡ values are still significantly higher than 1.1 kcal/mol. Thus, taking solvent into account 

in this way does not improve the overall TST predictions.  

Table A6. Relative free energies of carbocation rearrangement in the synthesis of nopsane 

sesquiterpene with SMD solvation model (acetone).  

Level of theory △G(TS-A) △G (TS-B) △△G‡ 

M06-2X-D3/6-31G* 8.3 12.7 4.4 

M06-2X-D3/def2-TZVP 5.6 7.9 2.4 

B3LYP-D3(BJ)/def2-TZVP 0.3 3.9 3.6 

B2PLYP-D3(BJ)/ def2-QZVPP1 1.8 5.0 3.3 

ωB97M-V/def2-QZVPP 1 4.9 6.9 2.0 

1. Optimization at M06-2X-D3(SMD)/def2-TZVP level of theory. 

The solvent effect also can impact the shape of the PES or Free energy surface (FES). 

Consequently, we computed the free energy IRC and located the VTS using SMD, as shown 

in Fig A17. The ∆∆G‡ based on this VTS is 4.0 kcal/mol, which again fails to rationalize the 

experimental selectivity. 
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Figure A18. Free energy profiles for the nopsane system under M06-2X-D3(SMD)/6-31G(d) level of 

theory. 

As is indicated in the main text, only by taking non-statistical effects into consideration 

were we able to reproduces the experimental selectivity. Thus, we incorporated implicit solvent 

into uphill dynamics simulations and observed essentially no change to the product ration from 

gas phase uphill AIMD (89:11, 118 trajectories). 

We also examined the influence of implicit solvation for our model systems. First, the 

∆∆G‡ for various pairs of functional groups were calculated, and the results are shown in Table 

A7. In general, the barriers for migration are higher when solvent effect is taken into account, 

but ∆∆∆G‡ values are much less affected. 

Table A7. Results of conventional free energy barriers in gas-phase and solvent (M06-2X-D3/6-31G*), 

energies in kcal/mol). 

  ∆G‡
TSS(gas) ∆G‡

TSS(sol)  ∆G‡
TSS(gas) ∆G‡

TSS(sol) ∆∆G‡
TSS(gas) ∆∆G‡

TSS(sol)
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1 
 

9.5 15.4 
 

9.7 16.5 0.2 1.1 

3 
 

9.2 14.9 
 

6.6 14.1 -2.6 -0.8 

4  8.8 16.0  4.8 12.7 -4.0 -3.3 

5 
 

9.0 16.0  4.6 13.1 -4.4 -2.9 

6 
 

9.6 15.9 
 

9.7 17.1 0.1 1.2 

11 
 

5.1 14.2 
 

7.9 15.6 2.8 1.4 

13 
 

6.2 15.7 
 

5.2 14.4 -1.0 -0.7 

14 
 

6.5 15.5 
 

4.7 13.9 -1.8 -1.6 

15  7.0 14.3  5.1 15.3 -1.9 1.0 

 

In addition, we ran uphill AIMD for a selection of systems: 4 (R1 = H, R2 = vinyl) and 15 

(R1 = methyl, R2 = acyl). The results differ from the gas phase results. For system 4, the ratio 

of vinyl:H migration is 54:46 (136 trajectories), indicating much worse selectivity. The 

selectivity of system 15 is reversed, with a methyl:acyl ratio of 67:33 (58 trajectories) 

comparing to a 26:74 ratio in the gas-phase. Future work will involve looking into the origins 

of such effects for this and other systems – we are not convinced that continuum solvation is 

sufficient for capturing the influence of solvent on non-statistical dynamic effects.Error! Reference 

source not found.  

PROGDYN setup 

This is the configuration file for PROGDYN.  This file is read by progdynstarterHP and 

# the awk programs proggenHP, prog1stpoint, prog2ndpoint, and progdynb. 

#The programs won't read anything past the first blank line, 

#and this file must end with a blank line.  

#The program has a number of default values but they are unlikely to be what you want. 

#Do not delete lines - rather, comment out lines for unwanted options. 

H R H3C R

H R R

H R R

H R

H3C R O R

R
R

R R

O

R R

O

H3C R
R

O
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#The values here are read repeatedly and most can be changed in the middle of running jobs 

#***The keywords are case sensitive.  The following keywords should always be defined:*** 

#***method, charge, multiplicity, memory, processors, title 

#*** method --The following word is copied exactly to the gaussian input file. 

method m062x/6-311G(d,p) 

#*** method2 --The options here are restricted, unrestricted, and read. restricted is the default 

#If the method is U..., put unrestricted here and the .com files will have in them guess=mix. 

#If you put read here, the .com files will contain guess=tcheck, which sometimes makes things faster, sometimes not. 

#The use of read requires a specifically defined checkpoint file name using the keyword checkpoint. 

method2 restricted  

charge 1 

multiplicity 1 

processors 16 

#*** memory --The following "word" is copied exactly to the gaussian input file after %mem=. 

memory 48GB 

#*** killcheck and checkpoint -- You can use a specifically defined checkpoint file name by putting 

#the name after the keyword checkpoint.  This is necessary if you use the read option with method2. 

#Defined checkpoint names are an unnecessary modest hastle and if you do not want to bother, use killcheck 1 

killcheck 1 

#checkpoint dyn20.chk  

#*** diagnostics -- 0 prints out nothing extra, 1 (default) prints out extra stuff to a  

#file "diagnostics", 2 adds more stuff, 3 adds velocities to a file "vellist" 

diagnostics 0 

#*** title -- the title keyword must be followed by exactly four words 

title a b c d 

#*** initialdis -- 0 (default) turns off displacement of the normal modes, so that all trajectories start from the same place 

# and only the energies and signs of the motion in the modes are randomized 

# 1 gives a flat distribution of displacements where all of the possible values are equally likely 

# 2 (recommended) gives a QM-like gaussian distribution of displacements, so that displacements in the middle are more likely 

that 

# those at the end by 1/e 

initialdis 2 

#*** timestep -- this is the time between points in the trajectory.  Typical values would be 1E-15 or 0.5E-15 or 0.25E-15 

timestep 1E-15 

#*** scaling -- this lets you scale the gaussian frequencies by a constant  

scaling 1.0 

temperature 298.15 
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#*** method3, method4, method5, and method6 -- These keywords let you add extra lines to the gaussian input file. 

#method3 and method4 add lines at the top of the input after the lines defining the method, and  

#this is useful to implement things like the iop for mPW1k 

#method5 and method6 add lines after the geometry, after a blank line of course 

#only a single term with no spaces can be added, one per method line.  Here are some examples to uncomment if needed 

#method3 IOp(3/76=0572004280) 

#method3 scrf=(pcm,Solvent=water) 

#add the line below with big structures to get it to put out the distance matrix and the input orientation 

method3 empiricaldispersion=gd3 

#method4 int=ultrafine 

#method5 radii=bondi 

#method6  

#*** methodfile -- This keyword lets you add more complicated endings to gaussian input files 

#such as a gen basis set.  Put after the keyword the number of lines in a file you create called 

#methodfile that contains the test you want to add to the end of the gaussian input 

methodfile 0 

#*** numimag --This tells the program the number of imaginary frequencies in the starting structure. 

#if 0, treats as ground state and direction of all modes is random 

#if 1, motion along the reaction coordinate will start out in the direction defined by searchdir 

#if 2, only lowest freq will go direction of searchdir and other imag mode will go in random direction 

numimag 1 

#*** searchdir -- This keyword says what direction to follow the mode associated with the imaginary frequency. 

#The choices are "negative" and "positive".  Positive moves in the direction defined in the gaussian frequency calculation 

#for the imaginary frequency, while negative moves in the opposite direction.  The correct choice can be made either 

#by a careful inspection of the normal modes and standard orientation geometry, or by trial and error. 

searchdir positive 

#*** classical --  for quassiclassical dynamics, the default, use 0.  for classical dynamics, use 1 

#if there are no normal modes and the velocities are to be generated from scratch, use classical 2 

classical 0 

#*** DRP, saddlepoint, and maxAtomMove --to run a DRP use 'DRP 1' in the line below, otherwise leave it at 0 or comment it out 

#the treatment of starting saddlepoints is not yet implemented so use saddlepoint no 

#if DRP shows oscillations then decrease maxAtomMove 

#DRP 1 

#saddlepoint no 

#maxAtomMove 0.01 

#*** cannonball -- The program can "fire" a trajectory from a starting position toward a particular target, such as toward 

#a ts.  To use this, make a file cannontraj with numAtom lines and three numbers per line that defines the vector 
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#for firing the trajectory, relative to the starting geometry's standard orientation.  The number following cannonball sets  

#the extra energy being put into the structure in kcal/mol 

cannonball 25 

#*** keepevery --This tells the program how often to write the gaussian output file to file dyn, after the first two points. 

#Use 1 for most dynamics to start with, but use a higher number to save on disk space or molden loading time. 

keepevery 1 

#*** highlevel --For ONIOM jobs, the following line states the number of highlevel atoms,  

#which must come before the medium level atoms.  Use some high value such as 999 if not using ONIOM 

highlevel 999 

#*** fixedatom1, fixedatom2, fixedatom3, and fixedatom4 - These fix atoms in space. 

#Fixing one atom serves no useful purpose and messes things up, while fixing two atoms  

#fixes one distance and fixing three has the effect of fixing three distances, not just two 

#in current form fixed atoms only are meant to work with no displacements, that is, initialdis=0 

#fixedatom1 2 

#fixedatom2 3 

#fixedatom3 19 

#*** boxon and boxsize - With boxon 1, a cubic box is set such that atoms that reach the edge  

#are reflected back toward the middle.  Useful for dynamics with solvent molecules.  This is a crude  

#implementation that is ok for a few thousand femtoseconds but will not conserve energy long term. 

#Set the box size so as to fit the entire initial molecule but not have too much extra room.   

#The dimensions of the box are two times the boxsize, e.g. boxsize 7.5 leads to a box that is 15 x 15 x 15 angstroms 

boxon 0 

boxsize 7.5 

#*** displacements -- This keyword lets you set the initialdis of particular modes by using a series of lines of the format 

# displacements NumberOfMode InitialDisForThatMode, as in the example below. You should be able to do as many of these as 

you like 

# you might consider this for rotations where a straight-line displacement goes wrong at large displacements 

# The choices for InitialDisForThatMode are 0, 1, 2, and 10, where 10 does the same thing as 0 but is maintained for now because 

# a previous version of the program had a bug that made 0 not work.   

#displacements 1 0 

#*** etolerance --This sets the allowable difference between the desired energy in a trajectory and the actual 

#energy, known after point 1 from the potential energy + the kinetic energy in the initial velocities. 

#The unit is kcal/mol and 1 is a normal value for mid-sized organic systems.  For very large and floppy molecules, a larger value  

#may be needed, but the value must stay way below the average thermal energy in the molecule (not counting zpe).   

#If initialdis is not 0 and few trajectories are being rejected, decrease the value. 

etolerance 999999 

#*** controlphase --It is sometimes useful to set the phase of particular modes in the initialization of trajectories.  
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#The format is controlphase numberOfModeToControl positive or controlphase numberOfModeToControl negative. 

#controlphase 2 positive 

#*** damping -- The damping keyword lets you add or subtract energy from the system at each point, by multiplying the velocities 

#by the damping factor.  A damping of 1 has no effect, and since you mostly want to change the energy slowly, normal values 

range 

#from 0.95 to 1.05.  The use of damping lets one do simulated annealing - you add energy until the structure is moving enough 

#to sample the kinds of possibilities you are interested in, then you take away the energy slowly.   

damping 1 

#*** reversetraj --This keyword sets the trajectories so that both directions from a transition state are explored. 

reversetraj false 
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B. Supporting Information for chapter 3:  

Intrinsic Reaction Coordinates 

 

TS-a 

 

TS-b 

Figure B1. IRC under B3LYP-D3/6-311+G(d,p) level of theory. 
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TS-a 

 

TS-b 

Figure B2. IRC under M06-2X/6-311+G(d,p) level of theory. 
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TS-a 

 

TS-b 

Figure B3. IRC under M06-2X/6-311G(d) level of theory. 
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TS-a 

 

TS-b 

Figure B4. IRC under PCM(DMSO)-M06-2X/6-311G(d) level of theory. 
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TS-a 

 

TS-b 

Figure B5. IRC under wB97X-D/6-311G(d) level of theory. 

Projections of trajectories onto the PCM(DMSO)-M06-2X/6-311G(d) PES. 
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Figure B6. Projections of trajectories onto the potential energy surface at PCM(DMSO)-M06-2X/6-

311G(d) level of theory. The left and right plots demonstrate (4+3) and (2+3) addition trajectories, 

respectively. 

Timing of reactions 

 

Figure B7. Histograms that bin (top) uphill trajectories (bin widths of 0.5 ps) based on the timing of 

formation for Prod-1 and Prod-2 calculated at three different levels of theory. (left to right: M06-

2X/6-311G(d), ωB97X-D/6-311G(d) and PCM(DMSO)-M06-2X/6-311G(d)). Green bins correspond 

to Prod-1 (P1) formation (i.e., when the C5−C7 distance drops below 1.7 Å) while yellow bins 

correspond to Prod-2 (P2) formation (i.e., when the C2−C7 distance drops below 1.6 Å). (2) 

Histograms that bin (bottom) uphill trajectories based on the timing of product-forming “turn back” 
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trajectories discussed at M06-2X/6- 311G(d) level of theory. Green bins correspond to Prod-1-

forming “turn back” trajectories and yellow bins correspond to Prod-2-forming “turn back” 

trajectories. Pink bins correspond to “no turn back” trajectories. 

Results of “turn back” trajectories in uphill dynamics simulations. 

Table B1. Results of “turn back” trajectories in uphill dynamics simulations in M06-2X/6-

311G(d) level of theory. 
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C. Supporting Information for Chapter 4:  

NN model and validation. 

We follow the general procedure developed by Lopez and coworkers in dataset generation 

and training the neural network. We employed a modified version of Lopez’s PyRAI2MD 

software to accommodate for MC-PDFT energy and gradient. To capture all relevant structures 

in the photochemistry of DBO, the initial dataset consists of Wigner sampling of the critical 

stationary points (minima and TSs) and the interpolation of the reaction pathway connecting 

them ([2+2] cycloadditions, [3,3] sigmatropic shift and C-N bond dissociations). Each reaction 

pathway (a, b, c, d and e shown in Fig C1) consists of 10 interpolated intermediate structures 

and we sample 64 points around each structure, making in total 3200 datapoints. We have put 

an emphasis on sampling the S1-TS (2) and the four-fold crossing point (3) with additional 

1024 datapoints and the rest of the data points are Wigner sampling of structure 1, 4 and 5. 

 

Figure C1. Pathways and structures sampled for the initial dataset. 

In this way, the initial dataset is able to adequately describe the equilibrium geometries 

while capturing the geometrical changes during the photochemistry process. 

With the initial dataset containing 5112 structures, the NN was trained with the inverse 

distance matrix as the input and a loss function of 1:1 combination of energies and sum of 

gradients. The model predicts the energies and atomic forces on S0 and S1 states. We used L2 
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regularization to prevent overfitting. We utilized a stepwise learning rate schedular that reduces 

the learning rate (1e-3, 5e-4, 1e-4, 1e-5) after (500,1200,250,50) epochs. 
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Since 2,3-diazabicyclo[2.2.2]octhept-2-ene (DBO) belongs to C2v point group, we take the 

advantage of symmetry and expand the dataset by adding symmetrically equivalent structures. 

Utilizing the permutation map method embedded in PyRAI2MD software, we achieved 3-fold 

expansion of the dataset. The permutation is illustrated in Fig C2. 

 

Figure C2. Demonstration of the permutation map. Atom indices are color-coded. 

We conducted grid search to determine the best set of hyperparameters. The initial dataset 

is split to 90% of training set and 10% of test set. The results are displayed in Table C1.  

Table C1. Grid search result 

Layers Nodes L2 Energy1 Gradient1 

3 200 1.00E-09 0.08974 0.25699 

3 200 1.00E-08 0.093516 0.256423 

3 200 1.00E-07 0.08652 0.257686 

3 200 1.00E-06 0.091318 0.256556 

3 200 1.00E-05 0.09363 0.255197 

3 300 1.00E-09 0.069295 0.211828 
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3 300 1.00E-08 0.069304 0.207927 

3 300 1.00E-07 0.06445 0.207525 

3 300 1.00E-06 0.070471 0.211158 

3 300 1.00E-05 0.078633 0.22538 

3 400 1.00E-09 0.057357 0.183499 

3 400 1.00E-08 0.055999 0.179409 

3 400 1.00E-07 0.057685 0.186341 

3 400 1.00E-06 0.054209 0.175639 

3 400 1.00E-05 0.072187 0.208564 

3 500 1.00E-09 0.042728 0.147208 

3 500 1.00E-08 0.04622 0.16068 

3 500 1.00E-07 0.048593 0.163302 

3 500 1.00E-06 0.047531 0.162337 

3 500 1.00E-05 0.065958 0.195072 

3 600 1.00E-09 0.036269 0.134254 

3 600 1.00E-08 0.041173 0.146372 

3 600 1.00E-07 0.036821 0.135466 

3 600 1.00E-06 0.04089 0.143994 

3 600 1.00E-05 0.066458 0.193743 

4 200 1.00E-09 0.085228 0.242334 

4 200 1.00E-08 0.081547 0.236145 

4 200 1.00E-07 0.088395 0.248581 
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4 200 1.00E-06 0.084593 0.240169 

4 200 1.00E-05 0.095532 0.257752 

4 300 1.00E-09 0.060514 0.194287 

4 300 1.00E-08 0.060281 0.189274 

4 300 1.00E-07 0.063824 0.199396 

4 300 1.00E-06 0.063753 0.198708 

4 300 1.00E-05 0.078635 0.225855 

4 400 1.00E-09 0.048711 0.16704 

4 400 1.00E-08 0.047235 0.162927 

4 400 1.00E-07 0.049191 0.164794 

4 400 1.00E-06 0.048919 0.162164 

4 400 1.00E-05 0.068269 0.201342 

4 500 1.00E-09 0.037381 0.134861 

4 500 1.00E-08 0.037738 0.138001 

4 500 1.00E-07 0.042422 0.147838 

4 500 1.00E-06 0.043304 0.150101 

4 500 1.00E-05 0.064382 0.195853 

4 600 1.00E-09 0.028384 0.10976 

4 600 1.00E-08 0.032324 0.123292 

4 600 1.00E-07 0.035247 0.133335 

4 600 1.00E-06 0.038218 0.137657 

4 600 1.00E-05 0.063454 0.189839 
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5 50 1.00E-08 0.177547 0.382242 

5 100 1.00E-08 0.128301 0.317618 

5 200 1.00E-08 0.080571 0.232537 

5 300 1.00E-08 0.0608 0.194685 

5 400 1.00E-08 0.05235 0.172645 

5 500 1.00E-08 0.043062 0.148911 

5 600 1.00E-08 0.032441 0.12232 

5 700 1.00E-08 0.034867 0.128552 

5 800 1.00E-08 0.03592 0.13573 

6 50 1.00E-08 0.179693 0.385689 

6 100 1.00E-08 0.118656 0.300128 

6 200 1.00E-08 0.082048 0.236378 

6 300 1.00E-08 0.067041 0.203851 

6 400 1.00E-08 0.054893 0.178979 

6 500 1.00E-08 0.047234 0.161144 

6 600 1.00E-08 0.049803 0.163498 

6 700 1.00E-08 0.078247 0.226325 

6 800 1.00E-08 0.056601 0.184724 

7 50 1.00E-08 0.176471 0.381513 

7 100 1.00E-08 0.125942 0.314563 

7 200 1.00E-08 0.08536 0.240333 

7 300 1.00E-08 0.081234 0.233579 
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7 400 1.00E-08 0.054779 0.17502 

7 500 1.00E-08 0.065086 0.202756 

7 600 1.00E-08 0.090721 0.261724 

7 700 1.00E-08 0.09244 0.269161 

7 800 1.00E-08 0.142156 0.348524 

8 50 1.00E-08 0.17323 0.386057 

8 100 1.00E-08 0.122711 0.305378 

8 200 1.00E-08 0.095223 0.262289 

8 300 1.00E-08 0.06873 0.208273 

8 400 1.00E-08 0.091078 0.256849 

8 500 1.00E-08 0.081801 0.240414 

8 600 1.00E-08 0.093068 0.265962 

8 700 1.00E-08 0.110138 0.287005 

8 800 1.00E-08 0.1976 0.460217 

9 50 1.00E-08 0.175029 0.386673 

9 100 1.00E-08 0.132743 0.323126 

9 200 1.00E-08 0.098073 0.267416 

9 300 1.00E-08 0.101187 0.277633 

9 400 1.00E-08 0.080541 0.244347 

9 500 1.00E-08 0.091577 0.257502 

9 600 1.00E-08 0.141488 0.349767 

9 700 1.00E-08 0.106032 0.279388 
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Table C2. Search of batch size 

Layers Nodes Batch Size Energy1 Gradient1 

4 400 32 0.075246 0.224985 

4 400 64 0.061949 0.19048 

4 400 128 0.049104 0.161013 

4 400 512 0.046369 0.161518 

4 400 1024 0.072855 0.222251 

 

Table C3. Hyperparameters chosen for the two working models. 

Model Layer Neurons/Layer L2 alpha Batch size Activation alpha 
1 4 400 1e-8 512 0.03 
2 5 300 1e-8 512 0.03 

 

We eventually picked the following hyperparameters shown in Table C3, as they achieve 

a reasonable balance between accuracy and model complexity. 

MD simulations often explore much broader conformational space than the interpolated 

initial dataset. An adaptive sampling procedure is followed after obtaining the initial NN model 

to include the underrepresented structures. To evaluate the uncertainty of the predictions, two 

distinct NNs were trained with different hyperparameters (Table C3). Trajectories are 

propagated until the prediction uncertainty exceeds the threshold (MAE (energy) = 0.03 eV, 

MAE (gradient) = 0.15 eV/Å). The last uncertain structure is added to the dataset, and a new 

model is trained based on the new dataset. This iterative procedure is carried out until the model 

converges, i.e., all the trajectories either reach the 4000fs time limit, or form one of the three 

products.  
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The adaptive sampling takes 20 iterations and 240 trajectories were run for each iteration. 

In total 4800 trajectories were sampled and 4558 points were added into the dataset. The final 

dataset contains 9670 (38680 including symmetry) structures.  

Fig C3 displays the geometrical distribution of the initial dataset and the following 

adaptive sampling. The adaptive sampling procedure clearly explores a broader range of the 

geometry space. 

Fig C4 displays how the model is adapted and refined by evaluating the average trajectory 

length. Longer trajectory length indicates higher confidence of on the energy and gradient 

prediction. 
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Figure C3. Distribution of the initial dataset (grey) and the data points included from adaptive 

sampling (colored) 
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Figure C4. Average trajectory length of each iteration in adaptive sampling process. 

MCPDFT-NAMD using SHARC 
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Figure C5. Population evolution of electronic states in SHARC-NAMD trajectories. 

We performed full-QM based NAMD with MC-PDFT method with NACs and SOCs 

calculated on-the-fly during each step utilizing SHARC software. Thus singlet-singlet internal 

conversion and singlet-triplet intersystem crossings are both considered in order to compare 

their rate. Two singlets and three triplet states were included in state-average calculation and 

S0, S1, T1, T2 states are set active in NAMD simulation. The timestep of the simulation is 0.5fs. 

We have employed an EDC decoherence scheme with a factor of 0.1 and kinetic correction to 

maintain energy conservation. The trajectories were initiated from TSS optimized under 

trevPBE(8,8)/ANO-S-VDZP level of theory. 

From the full-QM NAMD simulation, we can see a fast S1-S0 IC within the 100fs range. 

This is due to the reduction of S1-S0 energy gap along the first C-N bond dissociation, in 

consistent with MEP calculation. When either of the product is formed, it will stay on the 
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ground-state surface. At the same time, the population of the two triplets slightly increases, 

implying an increase in the SOC along the pathway. However, the triplet population is less 

than 5% and is negligible comparing with S1-S0 transition. One possible source of error is that 

the SOC calculated by MC-PDFT level utilizes CASSCF wavefunction. Nonetheless we 

believe that IC is much faster than ISC and it is reasonable to neglect ISC in modelling the 

direct photochemistry of DBO. 

We have also calculated the magnitude of SOC between S1 and T2 state, displayed in Fig 

C6. 

 

Figure C6. SOC magnitude between S1 and T2 state 
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Figure C7. Comparison of ML-NAMD and SHARC QC-NAMD of S1 population evolution. 

We have compared the S1 population derived from ML-NAMD and QC-NAMD 

trajectories (Fig C7). Both of them indicate short-live S1 state and a fast decay to ground state 

within 200fs. 

CASSCF Potential Energy Surfaces 

Potential energy surfaces adjacent to Cope rearrangement and [2+2] cycloaddition TSS 

under SS-CASSCF(6,6)/def2-SVP level of theory are shown in Fig S3 and S4. The most 

notable difference in comparison with NEVPT2 PES is the presence of a 1,4-cyclohexyl 

diradical minima. Higher-precision CASPT2 calculations have eventually proved that such 

minimum is a flaw of CASSCF level.  
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Figure C8. S0-PES adjacent to the 1,4-cyclohexyl diradical and Cope rearrangement TS under SS-

CASSCF(6,6)/def2-SVP level. ((b) 1,4-cyclohexyl diradical and [2+2] cycloaddition TS. 
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Figure C9. S0-PES adjacent to the 1,4-cyclohexyl diradical and [2+2] cycloaddition TS under SS-

CASSCF(6,6)/def2-SVP level.  

MEP under MC-PDFT and CASSCF Level of Theory 

We have calculated single-point energies of each point on the MC-PDFT based MEP. 

MC-PDFT shows remarkable agreement with CASPT2 level of theory in terms of shape and 

the 4-fold crossing region. CASSCF, on the contrary, significantly overestimates the S1-S0 gap 

around the diazinyl region, implying the importance of incorporating dynamic correlation in 

our simulations. 
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Fig C10. Minimal energy pathway (MEP) starting from the S1-TS of first C-N bond dissociation on 

computed with revPBE(8,8)/ANO-S-VDZP level of theory. ‘0’ point of the MEP is defined as the S0 

energy of the corresponding TS. Relative energies are in kcal/mol. 
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Figure C11. Minimal energy pathway (MEP) starting from the S1-TS of first C-N bond dissociation 

on computed with SA(2)-CASSCF(8,8)/ANO-S-VDZP//revPBE(8,8)/ANO-S-VDZP level of theory. 

‘0’ point of the MEP is defined as the S0 energy of the corresponding TS. Relative energies are in 

kcal/mol. 

Second C-N Bond Dissociation 

To prove that the second bond dissociation is a barrierless transition, we scanned the C-N 

bond starting from the diazinyl structure under SS-CASSCF(8,8)/def2-SVP level of theory and 

calculated single point energies under NEVPT2/def2-TZVPP level using ORCA 5.0.3 (Fig 

C12). Both levels of theory display a flat surface around the diazinyl diradical. Although there 
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is a small barrier of 1.8 kcal/mol under level of theory, we believe that it is trivial comparing 

with the massive energy released from the first C-N bond dissociation. 

 

Figure C12. Energy profile of the C-N bond scan. (1). SS-CASSCF(6,6)/def2-SVP (2). 

NEVPT2(6,6)// SS-CASSCF(6,6)/def2-SVP (3). M06-2X/def2-SVP. Energies are in kcal/mol. 

Active orbitals 
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Fig C13. Active orbitals for 1,4-cyclohexyl diradical 

 

Fig C14. Active orbitals for C6H10N2 species 

 

Additional information of 1,4-cyclohexyl diradical. 
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1,4-cyclohexyl diradical structure displays unique sensitivity on computational level. To 

prove this, we employed CASPT2 level for the optimization of the diradical (Fig C15). When 

started from chair-conformation, the optimization eventually lands on the Cope rearrangement 

TSS, while the boat conformation lands on a fairly twisted structure that is 7.8 kcal/mol in 

energy than the Cope rearrangement TSS. 

 

Fig C15. CASPT2 optimized S0 structures starting from chair and boat conformations. 

revPBE optimization starting from S0-chair diradical eventually converge to the HD 

product. If we start from S0-boat conformation, however, it will end up at BCH product. All 

SA-CASSCF optimizations converge to BCH product. SS-CASSCF and DFT (M06-2X and 

B3LYP) computations with ORCA all located a diradical structure. 

Surface Hopping Structures 

As is shown in Fig C16, C17 and C18, surface hopping structures mainly populate around 

the diazinyl radical structure, which is at the 4-fold crossing region. 
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Fig C16. Population density of dihedral angle A and B of hopping point for (Z,E)-HD forming 

NAMD trajectories. 
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Fig C17. Population density of dihedral angle A and B of hopping point for exo-BCH forming 

NAMD trajectories. 
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Fig C18. Overlay of surface hopping structures. 

Additional Population Difference Plot 
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Fig C19. Population difference of the dihedral angle for the NAMD trajectories within 57.6 fs. 

Verification of Functional, Basis Set and Active Space 

Table C4. Benchmark of functional and basis set, an active space of (8e,8o) is used for all 

calculations. 

level of theory Vertical Excitation Energy 

ftrevPBE/ANO-S-VDZP 87.3 

trevPBE/ANO-S-VDZP 87.2 

ftpbe/ANO-S-VDZP 87.5 

tpbe/ANO-S-VDZP 87.5 
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ftblyp/ANO-S-VDZP 87 

tblyp/ANO-S-VDZP 86.9 

trevPBE/cc-pVDZ 96.7 

trevPBE/cc-pVTZ 97.1 

trevPBE/ANO-L-VTZP 86.2 

trevPBE/ANO-L-VQZP 86.2 

trevPBE/6-31G(d) 97.3 

trevPBE/6-31G(d,p) 97.3 

Experiment 76.4 

CASPT2(8,8)/ANO-S-VDZP//revPBE(8,8)/ANO-S-VDZP 80.5 

 

Table C5. Benchmark of active space. revPBE functional of MCP-DFT is used for all calculations. 

 
Vertical Excitation Energy S1-TS barrier 

(2e,2o) 85.3 
 

(4e,4o) 86.7 
 

(6e,6o) 85.1 13.0 

(8e,8o) 87.2 9.4 

 

Product Distribution of ML-NAMD with Different Thermostat 
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Figure C20. (a) NVE ensemble in S1 state and NVT in S0 state. (b) NVE ensemble for both states. 

Training procedure 
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Figure S22. Training procedure of the ML potential. 
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D. Supporting Information for chapter 5 

Approach of HSO3+ from the concave face of allopupukeanane  

When considering the approach of HSO3+ from the bottom (concave) face of 

allopupukeanane 7, the 3D structure of 7 indicates that this is energetically unfavorable due to 

hindrance by the adjacent isopropyl group (Fig D1).  

 

Figure D1. Two face attack of the allopupukeanane 7. 

This is indirectly supported by the relative energies of the two isomers (Scheme D1). 

 

Scheme D1. Two isomers of the allopupukeanane 7. 

During our computational analysis of the approach of HSO3+ to 7, an alternative pathway 

emerged (Scheme D2). 
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Scheme D2. An alternative H-shift pathway. 

From an optimized trajectory where HSO3+ resides on the concave face, HSO3+ would 

first abstract a hydride (in red) from 7, leading to a 1,2-H shift to give tertiary carbocation SI-

3. Interaction of the carbocation with the proximal C=C bond leads to non-classical carbocation 

SI-4. These findings imply that an entirely different reaction could occur when HSO3+ 

approaches the bottom face. This reaction is very exothermic, and a very early transition state 

is expected, thus it is very difficult to locate the transition state using standard techniques. We 

employed the nudged elastic band (NEB) algorithm to depict the minimal-energy path (MEP) 

and a TSS with an electronic energy barrier of 0.3 kcal/mol was located (ωB97X-D3/def-

SV(P),CPCM(water)), shown in Fig D2.  
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Figure D2. MEP connecting allopupukeanane 7 with SI-4 derived from NEB calculation, energies are 

in kcal/mol. 

Both this pathway to non-classical carbocation SI-4 and the pathway leading to 

pupukeanyl sultone 15 are very exergonic and barrierless. While the pathway to 15 is more 

exergonic, both pathways could potentially occur. It is almost impossible to enumerate all 

pathways, and, in order to predict the predominant pathway, one would need to carry out ab 

initio molecular dynamics simulations. Our results demonstrate the complexity of the reaction 

(which is consistent with the 38% yield of 15) and a possible pathway that leads to the observed 

product. 

Direct capture of the tertiary carbocation to form the C–O bond 

 We also considered the possibility of the pathway beginning with the direct formation 

of the C–O bond. However, this is expected to be reversible under the reaction conditions. The 
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energetics of the following reaction indirectly support the reversibility of this transformation, 

depicted in Scheme D3. 

 

Scheme D3. Direct formation of C-O bond. 

Once the corresponding sulfonation product (SI-5) is protonated, the dissociation is 

exothermic and carbocation 6 is calculated to form easily. 

Capture of the sulfonated hydrocarbon as a β-sultone  

 

Scheme D4. Intramolecular direct capture of the tertiary carbocation 2A. 

One could also envision a direct capture of the tertiary carbocation 2A to form β-sultone 

SI-6. We calculated that this possibility was energetically disfavored and would be easily 

reversible were it to occur. 

NMR calculations 
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Figure D3. NMR confirmation of the product 
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E. Supporting Information for chapter 6 

 

Scheme E1 Reaction coordinate of non-spirocyclic N-benzylcyclobutanamine with styrene. Energies 

are in kcal/mol. 
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Scheme E2 Reaction coordinate of non-spirocyclic N-(naphthalen-1-ylmethyl) cyclobutanamine with 

CF3-styrene. Energies are in kcal/mol. 
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Scheme E3 Reaction coordinate of non-spirocyclic N-(naphthalen-1-ylmethyl) cyclobutanamine with 

-styrene. Energies are in kcal/mol. 

 

Scheme E4 Reaction coordinate of spirocyclic cyclobutanamine with CF3-styrene. Energies are in 

kcal/mol. 
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F. Supporting Information for chapter 7 

 

Fig F1. Reaction coordinate of Scaffold I with nitronium ion under M06-2X(SMD)/def2-

TZVPD//M06-2X/6-311G(d) level of theory. Energies are in kcal/mol. 
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Fig F2. Reaction coordinate of 6 with nitronium ion under M06-2X(SMD)/def2-TZVPD//M06-2X/6-

311G(d) level of theory. Energies are in kcal/mol. 
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Fig F3. Reaction coordinate of 10 with nitronium ion under M06-2X(SMD)/def2-TZVPD//M06-2X/6-

311G(d) level of theory. Energies are in kcal/mol. 
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Fig F4. Reaction coordinate of 18 with nitronium ion under M06-2X(SMD)/def2-TZVPD//M06-2X/6-

311G(d) level of theory. Energies are in kcal/mol. 

 




