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Abstract  

The building evidence that evolution can be extremely rapid leads us to consider the 

convergence of ecological and evolutionary timescales. The convergence of timescales implies 

that evolution has the potential to significantly affect ecological processes and vice versa. The 

models and experiments presented here fall under this shared framework of eco-evolutionary 

feedbacks. Chapter 1 uses a general model to consider one way in which evolution affects 

ecology. It asks the question how rapid evolution affects short-term population dynamics and 

extinction risk in a population facing extreme climate events. We found that evolution can 

increase extinction risk if the extreme event is short-lived. Chapters 2 and 3 consider the other 

direction: how ecological contexts drive evolutionary change. In a controlled laboratory 

experiment using the common freshwater zooplankton Daphnia, we explored two selective 

mechanisms through which predators can cause prey life-history evolution. We found that both 

density-dependent selection and size selection are important drivers of life-history evolution. 

Then, in an outdoor experiment, we explored to what extent rapid evolution in Daphnia is 

predictable in a natural environment. We found consistent changes across replicate populations 

that are potentially driven by the ability of different clones to utilize resources. Finally, Chapter 4 

documents a purely ecological feedback. In a lab experiment, we exposed multiple naturally 

diverse communities of phytoplankton to zooplankton grazing and showed that the composition 

of primary producers was altered as a result of the changes they imposed on the composition and 

feeding behavior of consumers. 
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Introduction 

Although it has long been recognized that ecological conditions set the stage for 

evolution, the traditional view has been that evolution did not have much impact on ecology 

because it occurred on a much longer timescale (Hutchinson 1965). More recently, the 

accumulating examples of rapid contemporary evolution in the wild (Hendry and Kinnison 1999) 

have renewed interest in the reciprocal interactions between ecology and evolution on short 

timescales (Ellner et al. 2011, Fussmann et al. 2007, Schoener 2011). This reciprocal interaction 

has been termed an eco-evolutionary feedback, in which ecological changes drive selection to 

produce rapid evolutionary change and the resulting evolutionary change impacts the 

environment. Eco-evolutionary feedbacks can operate within populations (e.g. density-dependent 

selection), among species (e.g. host-parasite coevolution), or at the community or ecosystem 

level (e.g. evolution impacting nutrient flux).  

The need to better understand the interplay between ecological and evolutionary 

dynamics is especially important given the pace at which humans are modifying the 

environment. Anthropogenic activities can drive evolution directly, as in the case of the 

harvesting and exploitation of commercially important species (Olsen et al. 2004), or indirectly, 

as in the case of global atmospheric changes that lead to warming and increased frequency and 

intensity of extreme climate events like hurricanes and floods (Donihue et al. 2018). These 

changes provide opportunities to observe rapid evolution. In fact, evidence suggests that rates of 

phenotypic change in response to human-driven environmental change are faster than those in 

natural contexts (Hendry et al. 2008).  

In my dissertation, I use theoretical and experimental approaches to study ecological and 

evolutionary dynamics in both natural and human-affected contexts. Multiple approaches are 
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necessary because of the inherent complexity of ecological and evolutionary processes; it is often 

intractable to manipulate or to simultaneously track phenotypes, genotypes, and population 

dynamics (Fussmann et al. 2007). Mathematical models provide a method of representing a 

system that can be used to explore how it responds to a suite of evolutionary and ecological 

conditions. For example, eco-evolutionary models using paired equations of population and trait 

dynamics have helped us understand when feedbacks between ecology and evolution stabilize or 

destabilize population and community dynamics (Patel et al. 2018, Sinervo et al. 2000). On the 

other hand, empirical studies allow us to observe natural phenomena and test predictions in 

nature. A growing number of experiments have demonstrated a significant effect of genetic 

variation and evolutionary change on ecological dynamics and vice versa (Hendry 2016). 

However, these have mostly been limited to microscopic organisms in carefully controlled 

laboratory environments, e.g., chemostats with rotifers and algae (Yoshida et al. 2003).  

Study System 

I have used the common freshwater zooplankton, Daphnia, as a model system to 

understand ecological and evolutionary dynamics. Not only are Daphnia particularly suited to 

studies of rapid evolution as they are cyclic parthenogens with short generation times but also 

studies of ecology as they have well-understood population dynamics and trophic interactions 

(Miner et al. 2012). The life cycle of a typical Daphnia species consists of reproducing clonally 

under favorable conditions, whereas during unfavorable conditions, typically wintertime, females 

parthenogenetically create males, who then mate with females to produce resting eggs that fall to 

the sediment and hatch out in spring (Decaestecker et al. 2009). Evolution experiments become 

especially tractable in clonally reproducing organisms because evolution can be measured as the 

change in genotype frequencies over time using genetic markers such as microsatellites 
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(Colbourne et al. 2004). For example, Duncan and Little (2007) show that, in response to a 

parasite epidemic, clonal diversity in a Daphnia population declined and the frequency of 

resistant clones increased. Beyond changes in genotype frequency, Daphnia are known to 

undergo rapid phenotypic changes. For example, some species show plastic changes in the 

formation of a helmet when in the presence of predator kairmones (Kruger and Dodson 1981, 

Hebert and Grewe 1985). Others undergo evolutionary changes in their life histories in response 

to different fish predation regimes (Walsh and Post 2011).  

Additionally, Daphnia play a key ecological role in lake ecosystems. They form strong 

trophic interactions, acting as a primary consumer and as a food source for invertebrates and 

planktivorous fish. Populations of Daphnia exhibit both internally generated population cycles 

and seasonal cycles in response to algae availability (McCauley and Murdoch 1987, McCauley et 

al. 2008). They are efficient grazers, responsible for the clear water phase in lakes (Scheffer et al. 

1997). Experiments manipulating planktivorous fish (Ives et al. 1999) and nutrients (Carpenter et 

al. 2001) have demonstrated Daphnia’s significant effect on food-web dynamics. More 

generally, zooplankton and phytoplankton share many qualities that make them ideal for 

studying ecological processes at different scales, from bottle experiments in the lab to large 

enclosures in lakes and ponds. 

Effects of evolution on ecology 

Rapid evolutionary change can have important ecological consequences. Previous studies 

have shown that evolution impacts population growth rates (Turcotte et al. 2011), within species 

genetic variation alters predator-prey cycles (Yoshida et al. 2003), and rapidly diverged 

phenotypes result in changes to ecosystem properties (Bassar et al. 2010). Within the eco-

evolutionary dynamics literature, a subfield has emerged to study how and when evolutionary 
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responses can rescue populations experiencing environmental stress from going extinct (Carlson 

et al. 2014, Bell 2017). This concept has received attention from both the conservation 

perspective with the goal of preventing species extinction, as well as the medical and agricultural 

perspective with the goal of preventing drug and pesticide resistance (Alexander et al. 2014). 

Theoretical predictions have been made for a range of environments from a single drastic shift to 

cyclic and fluctuating environments (Gomulkiewicz and Holt 1995, Lande and Shannon 1996, 

Chevin 2013), but there are still many environmental scenarios left to explore. In Chapter 1, I 

model the effect of evolution in a population experiencing an extreme climatic event, defined as 

a short-term disturbance. Manipulating genetic variation, heritability, and the length and severity 

of the extreme event, I found that while variance can be useful in the generation of a severe 

event, if heritable it can induce maladaptation that increases extinction risk in the generations 

after the event. Hence, only when an extreme event is sufficiently long in duration does 

heritability help a population persist. In the future, I plan to extend this work to consider longer-

term effects of repeated extreme events. 

Effects of ecology on evolution 

Organisms often face two major ecological challenges: avoiding predators and obtaining 

food. Each of these acts as a selective force and has the potential to drive rapid phenotypic 

changes in morphological, behavioral, or life history traits. In Chapter 2, I more deeply explore 

the mechanisms in which predators lead to life-history trait evolution. More specifically, when 

predators feed on prey they remove certain stages, imposing size-selection. However, they also 

reduce prey-density which increases per capita resources, imposing density-dependent selection. 

Despite density-dependent selection being one of the most basic interactions between ecology 

and evolution (Kokko and Lopez-Sepulcre 2007), it has largely been ignored as a potential 
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driving force of life-history evolution in response to predators. Using an artificial selection 

experiment in Daphnia, I showed that both size selection and density-dependent selection led to 

significant evolution. 

My experimental results in Chapter 2 add to a longer list of studies documenting ecology 

affecting evolution, but we have limited knowledge about how predictable this evolution is 

(Losos 2017). Furthermore, much of what we do know comes from microorganisms like E. coli 

and viruses in controlled laboratory environments (Lenski et al. 1991, Bull et al. 1997). 

Therefore, the goal of Chapter 3 is to test to what extent rapid evolution in Daphnia is 

predictable in a natural environment. Using replicate field enclosures, I showed there was a 

parallel increase in the frequency of one genotype in all populations. The finding that evolution 

was relatively deterministic is encouraging for future field studies of eco-evolutionary dynamics. 

Ecological feedbacks 

Feedbacks are a unifying theme of my work. In the final chapter, I consider the purely 

ecological feedback between primary producers and consumers. The interplay between these 

trophic levels is essential for understanding the ecology of a system. So far, in freshwater aquatic 

systems, the effects of primary producers on consumers and the effects of consumers on primary 

producers have been studied independently and often in simplified communities. Studies have 

found that consumers change the composition of primary producers through selective feeding 

and nutrient regeneration (Sterner 1986, Peter and Sommer 2012). Another set of studies have 

found that primary producers change the growth, abundance, and diversity of consumers 

(Striebel et al. 2012, Marzetz et al. 2017). Such changes in consumers could lead to additional 

propagated direct and indirect effects on primary producers, however, they had not yet been 

investigated. Using natural communities of phytoplankton and zooplankton in a bottle 



 6 

experiment, I showed there was a significant effect of a primary producer community on itself 

via the altered composition and feeding behavior of consumers (Chapter 4).  
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Chapter 1 

Is evolution in response to extreme events good for population persistence? 

Kelsey P. Lyberger1, Matthew M. Osmond1,2, Sebastian J. Schreiber1 

1Department of Evolution and Ecology and Center for Population Biology, University of 

California Davis, Davis, California 95616  

2Department of Ecology and Evolutionary Biology, University of Toronto, Toronto, Ontario 

M5S 3G5, Canada 

Abstract 

Climate change is predicted to increase the severity of environmental perturbations, including 

storms and droughts, which act as strong selective agents. These extreme events are often of 

finite duration (pulse disturbances). Hence, while evolution during an extreme event may be 

adaptive, the resulting phenotypic changes may become maladaptive when the event ends. Using 

individual-based models and analytic approximations that fuse quantitative genetics and 

demography, we explore how heritability and phenotypic variance affect population size and 

extinction risk in finite populations under an extreme event of fixed duration. Since more 

evolution leads to greater maladaptation and slower population recovery following an extreme 

event, greater heritability can increase extinction risk when the extreme event is short.  

Alternatively, when an extreme event is sufficiently long, heritability often helps a population 

persist. We also find that when events are severe, the buffering effect of phenotypic variance can 

outweigh the increased load it causes. 
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Introduction 

Globally, humans are causing substantial environmental perturbations, and these 

perturbations are likely to become more severe in the future. In particular, climate change is 

projected to lead to more extreme weather events, including droughts and major storms 

(Ummenhofer and Meehl 2017). With more severe events comes the potential for dramatic 

demographic and genetic consequences.  

In the process of causing mass mortality, extreme events can act as catalysts of 

evolutionary change. In fact, there are many examples of rapid evolution in response to extreme 

events (reviewed in Grant et al. 2017), such as droughts causing finches to evolve larger beaks 

(Grant and Grant 2014) and hurricanes causing lizards to evolve larger toepads (Donihue et al. 

2018). Extreme events are sudden transient changes in the environment, i.e., pulse disturbances 

(Bender et al. 1984). In the ecological literature, pulse disturbances lie at the crossroads of two 

other forms of environmental change: press perturbations, a sudden long-term change in the 

environment (Ives and Carpenter 2007, Kefi et al. 2019, Yodzis 1988), and continuously 

fluctuating environments (Lande 1993, Ozgul et al. 2012). Despite their transient nature, pulse 

disturbances can have strong and diverse impacts on ecological systems, ranging from transient 

ecological dynamics to permanent shifts in ecological states (Fox and Gurevitch 2000, Hastings 

et al. 2018, Holling 1973, 1996, Holt 2008, Ives and Carpenter 2007). Here we study the most 

extreme form of a permanent shift – species extinction – examining how extinction risk depends 

on the length of a pulse event (see also Figure 1 in Holt 2008).  Understanding short-term 

extinction risk after a single disturbance is critical for conservation and management. 

Previous work on evolution in changing environments can provide intuition for how 

evolution might affect extinction risk during or after a pulse disturbance. One focus of the 
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evolutionary rescue literature has been on understanding the consequences of phenotypic change 

in the context of a sudden, long-term or permanent environmental shift (a press perturbation). 

These studies, some of which account for demographic stochasticity, underline the importance of 

genetic variance for increasing the probability of rescue (Gomulkiewicz and Holt1995), reviewed 

in (Alexander et al. 2014, Bell 2017).  Similarly, studies of adaptation in fluctuating 

environments suggest that if an environment is predictable, such as the case of positively 

autocorrelated fluctuations, genetic variation reduces lag load (Charlesworth 1993, Chevin 2013, 

Lande and Shannon 1996). This reduction in the lag load leads to higher population per-capita 

growth rates and, consequently, is expected to reduce extinction risk. Whereas, when the 

environment is unpredictable, genetic variance typically increases the lag load. These studies 

calculated lag load and per-capita growth rates in a number of environmental contexts including 

a press perturbation, randomly fluctuating environments, and cyclic environments. However, 

they did not account for demographic stochasticity, the ultimate cause of extinction. As higher 

long-term growth rates need not imply lower extinction risk (Ellner et al. 2010, Pande et al. 

2020, Yahalom and Shnerb 2019), it is unclear whether intuition provided by these earlier studies 

extends to extinction risk following a pulse disturbance.  

To understand extinction risk during and following a pulse disturbance, we introduce an 

individual-based model that fuses population demography with quantitative genetics. Using a 

mixture of computational and analytical methods, we examine how phenotypic variation and the 

heritability of this variation influences population growth, lag load, and extinction risk during 

and following a pulse perturbation. Moreover, we examine how the magnitude and direction of 

these effects depend on the duration and intensity of the pulse perturbation. 

Model  
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We use an individual-based model that combines the infinitesimal-model of an evolving 

quantitative trait with density-dependent demography. To gain insights beyond simulating the 

model, we derive analytical approximations of the probability of extinction using a mixture of 

deterministic recursion equations and branching process theory (Harris 1964). We assume 

discrete, non-overlapping generations. The life cycle starts with viability selection. In each 

generation t, we impose stabilizing selection around some optimal trait value θt, which is set by 

the environment in that generation, by making the probability of survival 

    𝑠!(𝑧) = exp *"($!"%)
"

'(2
+,	          (1) 

a Gaussian function of phenotype, z, with a strength of selection proportional to 1/𝜔2.	

Following viability selection, survivors randomly mate and produce a Poisson number of 

offspring with mean 2𝜆. The habitat supports at most K individuals. If more than K offspring are 

produced, only K are randomly chosen. An offspring's breeding value is a draw from a normal 

distribution centered on the mean of its parents' breeding values and with a fixed segregation 

variance 𝑉), i.e. the infinitesimal model (Fisher 1918, Turelli 2017). Its phenotype, z, is this 

breeding value, g, plus a random environmental component, e, which is a draw from a normal 

distribution with mean 0 and variance 𝑉*. We ignore dominance and epistasis, thus the 

phenotypic variance in generation t is the additive genetic variance plus the environmental 

variance, 𝑉+,! =	𝑉-,! + 𝑉*. At equilibrium, 𝑉3+,! =	𝑉3-,! + 𝑉*. 

Prior to experiencing an extreme event, the populations in the individual-based 

simulations start with a 100-generation burn-in from an initial state where all 𝑁 = 𝐾 individuals 

have breeding value θ	=	0	corresponding to the optimal trait value θt during this period (Figure 

S1.1). To model the extreme event of length 𝜏, the optimum trait value increases by Δθ and 
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reverts back to its original value after 𝜏 generations (Figure 1.1). Unless otherwise stated, we use 

the parameter values 𝜔2	=1, 𝑉3+ =1, Δθ = 2.5, 𝜆 = 2, and K = 500. These 𝜔2	 and 𝑉3+values 

represent strong selection and large phenotypic variance relative to those estimated in (Turelli 

1984). Reducing the strength of selection or phenotypic variance reduces lag load but does not 

otherwise change our qualitative results. For this set of parameter values, the optimum shift (Δθ 

= 2.5) corresponds to two and a half standard deviations beyond the mean of the trait 

distribution, and consequently, we expect roughly 85% of the population to die in the first 

generation. We have chosen a high growth rate, 𝜆, to reduce extinction from demographic 

stochasticity in the absence of disturbance. We chose a large enough starting population size and 

carrying capacity, K =500, to make approximations reasonable (e.g. normal distribution of traits). 

Approximations 

Approximating the evolutionary and population size dynamics 

In Appendix A, we derive deterministic approximations for the dynamics of the mean 

breeding value 𝑔̅!, genetic variance 𝑉-,!, and population size 𝑁!. If we assume the distribution of 

breeding values remains normally distributed, then we show 

𝑔̅!./ =	 𝑔̅!(1 −
0#,!
0!
) + θ!

0#,!
0!

      (2) 

𝑉-,!./ =	
0#,!0%
0!

/
'
+ 𝑉),     (3) 

where 𝑉! =	𝑉-,! + 𝑉1, with 𝑉1 =	ω' + 𝑉* the inverse of the effective strength of selection. We 

also show that the population size in the next generation is 

    𝑁!./ = min(𝑁!𝑠̅!λ, 𝐾),     (4) 

where the mean survival probability, 𝑠̅!, is Aω'/𝑉!	exp	[−(θ! − 𝑔̅!)'/(2𝑉!)]. 
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Regardless of the trait or environmental dynamics, the genetic variance approaches an 

equilibrium 	𝑉3- = *2𝑉) − 𝑉1 + A4𝑉)' + 12𝑉)𝑉1 + 𝑉1'+ /4. In a constant environment, θ! = θfor 

all t, the mean breeding value approaches the optimum, 𝑔̅3 = 	θ, and, provided 𝜆 >1, 𝑁)𝑠̅)is large 

enough, and 	𝑉3+ = 𝑉3- + 𝑉* is small enough, the population size reaches carrying capacity, 𝑁G = 𝐾. 

Starting from this equilibrium, we can then approximate the response of the population to a shift 

in the optimum using Equations (2)-(4). 

Approximating Extinction Risk 

We next approximate the probability of extinction using branching processes (Harris 1964). The 

probability generating function for an individual with the average survivorship in generation t is 

𝑓!(𝑥) = 1 − 𝑠̅!exp	[−(1 − 𝑥)λ]. Assuming that the effects of density-dependence are negligible, 

we can approximate the probability of extinction by the end of generation T since an extreme 

event of length 𝜏 began as 

𝑃*3!456!(τ, 𝑇) = (𝑓/ ∘ 𝑓' ∘ …𝑓7(0))8 .	   (5) 

To calculate 𝑠̅!, we assume 𝑉-,! =	𝑉3-	and use Equation (2) to get 𝑔̅!, which together give 𝑠̅! 

(Equation (1)). 

Results 

Demographic recovery 

We first explore extreme events lasting a single generation. To characterize the impact of 

phenotypic variance and heritability on population size, we compare the demographic response 

of populations with low or high phenotypic variance, 𝑉3+, across a range of heritabilities, ℎ' =

	𝑉3-/	𝑉3+	.  During the event, heritability has no effect on population size (Figure 1.1A) but 
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phenotypic variance does (Figure 1.2A). A population with higher phenotypic variance has a 

smaller population size immediately following a low severity extreme event, but a larger 

population size following a high severity event. This pattern stems from the dual role of 

phenotypic variance, in that it both increases  variance load and contributes individuals with 

extreme traits who are able to survive an extreme event. High phenotypic variance therefore 

reduces both mean fitness within a generation and the variance in fitness across generations – a 

form of short-term bet-hedging which can increase the geometric mean of fitness in the 

generations during and after the disturbance event. 

 

Figure 1.1. Population size over time for populations with (ℎ' = 1, black) and without (ℎ' = 0, 

red) evolution after (A) a single-generation extreme event or (B) a three-generation extreme 

event (event length shaded in gray). Phenotypic variance is the same for both populations (𝑉3+ =

	1). Faded lines are 100 simulations and solid lines are the model predictions using Equations (2) 

and (4). Parameters:	ω = 	1, λ = 2, Δθ = 2.5. Red: 𝑉) = 0, 𝑉* = 1, Black: 𝑉) = 3/4, 𝑉* = 0.  
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While heritability has no effect on survival during the event, it has a strong effect on 

population recovery in subsequent generations. In particular, heritability dampens the growth 

rate in subsequent generations (Figure 1.1A) as evolution in the generation of the event induces 

future maladaptation. The maladaptation induced by heritability continues past the generation 

after the event, generally slowing population recovery.  For longer events, evolution can help 

population recovery (Figure 1.1B). While evolution still increases maladaptation after the event, 

the increase it causes in growth rates during the event can more than compensate. 

Extinction Risk 

When a single-generation extreme event is severe enough, increasing phenotypic 

variation lowers extinction risk both during and after the event (Figure 1.2B). The biological 

intuition behind this pattern is the same as in Figure 1.2A, where increased variance means more 

individuals survive the extreme event. However, at such large population sizes the extinction risk 

is essentially zero during a mild event. In other words, while having too much variance leads to 

considerable reduction in population size when events are mild, it is very unlikely to lead to 

extinction unless there is extremely high phenotypic variance or if carrying capacity is very low. 

In the former case load will cause extinction in the absence of extreme events (Supplementary 

Figure S1.2).  

To isolate the effect of evolution, we next compare extinction risk for populations with 

the same phenotypic variance but different heritabilities. When the extreme event lasts only one 

generation (Figure 1.3A), heritability increases short and long-term extinction risk. However, for 

two generation events, long-term extinction risk is lowest at intermediate heritabilities (Figure 

1.3B). For three generation events (or longer), long-term extinction risk decreases with 

heritability (Figure 1.3C). These patterns hold for milder Δθ = 2.5) and more severe (Δθ = 4.5) 
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extreme events (Figures S1.3-S1.4).  

While Equation (5) gives a good approximation of extinction risk, the function itself is 

too complex to give us intuition. Next, by writing down the geometric mean fitness of a 

population, we reproduce the general trends in long-term extinction risk, but with added clarity 

for how maladaptation contributes to these outcomes. 

 

Figure 1.2. Population size (A) and extinction risk (B) during the generation of a single-

generation extreme event across a range of event severities Δθ. Expectations using Equation (4) 

as curves and simulation results (mean of 100 replicates) as crosses. Parameters: ω = 	1, λ =

2, ℎ' = 0.5. Thick gray: 𝑉) = 2/3, 𝑉* = 1. Thin gray: 𝑉) = 5/16, 𝑉* = 1/2. 

Contribution of Lag Load 

To better understand how evolution affects the probability of extinction, we can 

approximate the geometric mean fitness of a population as 

𝑊G(τ, 𝑇) = 	λAω'/𝑉3exp	[− /
'097

∑ (θ! − 𝑔̅!7
!:/ )']   (6) 
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where ∑ (θ! − 𝑔̅!)'/(2𝑉3)7
!:/  is the cumulative lag load. This cumulative lag load over T > 𝜏 

generations is 

𝐿(τ, 𝑇) = ;$"

'09
[/"(/"=)"]['"(/"=)"('()).(/"=)"'()]

('"=)=
 ,   (7) 

where  𝑣 = 𝑉3-/𝑉3  is a measure of evolvability (Charlesworth 1993, see Appendix C). In the long 

term, the cumulative lag load is 

𝐿?(τ) ≡ 	 lim7→? 𝐿(τ, 𝑇) =
;$"

09
/"(/"=))

('"=)=
 .   (8) 

Equation (8) generalizes a result of (Chevin 2013), who considered the special case of weak 

selection and a press perturbation 𝜏	→ ∞). 

Noting that 𝑣 = ℎ'𝑉3+/	(𝑉3+ +ω'), Equation (8) determines how heritability affects the 

long-term cumulative lag load (Figure 1.3D). When the extreme event only lasts one generation 

(𝜏 =1), the cumulative lag load simplifies to ;$"

'A09+.("B"C"09+
. Hence, increasing heritability 

increases the cumulative lag load (solid blue curve in Figure 1.3D), a trend consistent with the 

extinction probabilities for 𝜏 =1 (Figure 1.3A). Alternatively, when the extreme event lasts two 

generations (𝜏 =2), the cumulative lag load becomes ;$"

09+.("
	and is independent of heritability 

(solid green curve in Figure 1.3D). Finally, when the extreme event lasts for more than two 

generations, the cumulative lag load decreases with heritability (solid red curve in Figure 1.3D), 

a trend consistent with extinction probabilities decreasing with heritability when 𝜏 ≥	3 (Figure 

1.3C). 
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Figure 1.3.(A-C) Extinction risk through time T across a range of heritability for extreme events 

lasting 1, 2, or 3 generations. 𝑇 = 0 is when the event began. Note, the y-axis in (A) has a 

maximum at 0.1. Expectations using Equation (5) as curves and simulation results (mean of 100 

replicates) as crosses. (D) Cumulative lag load as a function of heritability. Dashed curves show 

the cumulative load immediately following the event (Equation (7) with 𝑇 = τ + 1	and solid 

curves show the cumulative load in the long term (Equation (8)). Parameters: For A-C, 𝑉3+ =

	1,ω = 	1, λ = 2, Δθ = 3.5. For D, 𝑉3+ = 	1,ω = 	1, λ = 2, Δθ = 1. 
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Discussion 

Although it has long been recognized that evolution may affect a population’s response to 

a changing environment, previous studies have primarily focused on understanding this effect 

over the long term following a non-reversing environmental shift (a press disturbance) or a 

continuously fluctuating environment. Here, we are concerned with the short-term effect of a 

pulse disturbance on population growth and extinction risk. By allowing pulses to be of any 

duration we connect our results with this existing literature while providing new insights into the 

transient dynamics following a single disturbance. Our results provide two general conclusions 

about the effect of trait variation and its heritability on population growth and extinction risk 

during and following a pulse disturbance. First, trait variance, whether it is heritable or not, is a  

double-edged sword: it adds a variance load due to stabilizing selection, yet also provides 

individuals with extreme traits who can survive large shifts in the environment. Second, while 

variance can be useful in the generation of a severe event, if heritable it can induce 

maladaptation that slows demographic recovery and therefore increases extinction risk in the 

generations after the event.  

Phenotypic Variance 

Phenotypic variance, whether heritable or not, can be beneficial or deleterious. A 

simultaneous reduction in the mean and variance in fitness before and during an extreme event 

can increase the short-term geometric mean of fitness (Figure 1.2). This increase only occurs 

when disturbances are sufficiently severe. Furthermore, variation in survival rates reduces 

variation in the total number of offspring produced by the population (Kendall and Fox 2002) 

and thereby lowers extinction risk (Lloyd-Smith et al. 2005). Prior studies of evolutionary rescue 

have emphasized the beneficial aspect of genetic variance (Alexander et al. 2014, Barfield and 
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Holt 2016, Bell and Collins 2008, Charlesworth 1993, Gomulkiewicz and Holt 1995), but not 

non-heritable phenotypic variance, in rescuing a population from an abrupt shift in environment. 

Here, by teasing out the effects of heritability and phenotypic variance, we emphasize the costs 

and benefits of each. 

Heritability 

Contrary to evolutionary rescue of populations experiencing a press-perturbation 

(Barfield and Holt 2016, Gomulkiewicz and Holt 1995), we find that heritability increases 

extinction risk for short pulse perturbations. We can gain some intuition for why this is by 

considering the limiting cases of traits not evolving versus tracking the optimal trait perfectly 

with a one generation lag. When the population is adapted to the original environment, but does 

not evolve in response to the extreme event, it experiences a reduction in fitness for the duration 

𝜏 of the extreme event. In contrast, when selection tracks the optimal trait with a one generation 

lag, the population experiences a reduction in fitness only in the first and last generation of the 

extreme event. Hence, when the extreme event lasts one generation, extinction risk is higher for 

the evolving populations and when the extreme event lasts more than two generations, extinction 

risk is higher for the non-evolving populations. A similar understanding can be gained by 

adapting a classic population genetic model of allele frequency change with time-varying 

selection (Dempster 1955, Felsenstein 1976, see Appendix D). 

In general, the trends in short-term extinction risk are parallel to the lag load predictions 

(Figure 1.3). However, they differ in two ways. First, when the extreme event lasts exactly two 

generations, the non-evolving population experiences the reduction in fitness in successive 

generations while the evolving population experiences this reduction in alternate generations. 

Hence, the evolving population is slightly less likely to go extinct (see Appendix B). Second, 
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when a population exhibits an intermediate amount of tracking of the optimum, the variance in 

survival from year to year is reduced and therefore can lower the overall extinction probability 

(Figure 1.3B). 

While previous studies of temporally variable selection have focused on large 

populations in the long term, calculating lag load and growth rates when rare, they provide 

intuition for our results on short-term extinction risk after a one-time event. A single-generation 

extreme event functions like a negatively autocorrelated fluctuating environment where a strong 

genetic response to selection in one generation is likely maladaptive in the next generation 

(Benaim and Schreiber 2019, Charlesworth 1993, Chevin 2013, Lande and Shannon 1996). 

However, an extreme event lasting three or more generations acts like a positively autocorrelated 

environment where evolution tends to reduce maladaptation.   

Future Challenges and Directions 

Our models include a number of simplifications to both evolutionary and demographic 

processes. First, we do not model the erosion of genetic variance with decreasing population size 

(Barfield and Holt 2016, Lande and Barrowclough 1987). Furthermore, we have limited our 

analysis to truly continuous traits, but different genetic architectures, such as a few loci of large 

effect, likely will respond differently (Barghi et al. 2020). Second, our model ignores the 

potential for phenotypic plasticity, which has variable effects on evolution and extinction risk 

(Kopp and Matuszewski 2014, Lande 2015). Third, we used the simplest possible model for 

density-dependence, the ceiling model, as used in previous evolutionary rescue studies (Burger 

and Lynch 1995). For other models of compensating density-dependence, we expect similar 

results. However, over-compensatory density-dependence can result in oscillatory population-

dynamics for which the timing of the extreme event may play a subtle role.  
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An important next step will be to understand evolution and extinction risk under repeated 

extreme events. Extreme events, or catastrophic events, can be characterized by causing abrupt, 

infrequent, and large reductions in biomass or population size. Hence, prior work on adaptation 

and persistence using autoregressive processes to model environmental fluctuations (Benaim and 

Schreiber 2019, Charlesworth 1993, Chevin 2013, Lande and Shannon 1996), do not accurately 

capture the nature of repeated, pulsed disturbances of the type considered here. We hope future 

studies exploring the impact of disturbance regime on evolution and extinction risk will benefit 

from the detailed understanding, like that provided here, of an evolving population’s response to 

a single extreme event. 
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Appendix A  Dynamics of the breeding value distribution and population size 

𝑉+,! =	𝑉-,! + 𝑉* 

Let the trait value of an individual be the sum of a genetic component (breeding value) 

and an environmental component, 𝑧 = 𝑔 + 𝑒. Assume we start with a population, in generation 

𝑡, that has a normal distribution of breeding values, 𝑝-(𝑔, 𝑡), with mean 𝑔̅!and variance 𝑉-,!. And 

assume each environmental component is independently chosen from a normal distribution, 

𝑝*(𝑒), with mean 0 and variance 𝑉*. The joint distribution of 𝑔 and 𝑒, 𝑝-,*(𝑔, 𝑒, 𝑡), , is then 

initially multivariate normal with mean (𝑔̅! , 0), variances 𝑉-,! and 𝑉*, and no covariance. 
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Let the probability of survival for an individual with trait value 𝑧 in generation 𝑡 be 

𝑠(𝑧, 𝑡) = 𝑒𝑥𝑝	 _	− (D!"%)"

'E"
`,     (A1) 

where θ! is the optimum trait value in generation 𝑡 and ω' is the strength of selection. 

The joint distribution of 𝑔 and 𝑒 following viability selection is 

𝑝-,*F (𝑔, 𝑒, 𝑡) = 	 1
(%,!)+#,,(-,*,!)

1!̅
,     (A2) 

where 

𝑠̅! =	∫ ∫ 𝑠(𝑧, 𝑡)𝑝-,*(𝑔, 𝑒, 𝑡)𝑑𝑔𝑑𝑒
?
"?

?
"?     (A3) 

= c
𝜔'

VH
exp e−

(𝜃! − 𝑔̅)'

2VH
g 

is the expected fraction of the population that survives in generation 𝑡 (i.e., the population mean 

survival probability), with VH =	VI,H +	VJ and VJ = ω' + VK the inverse of the effective strength 

of selection. Integrating over environmental effects then gives the distribution of breeding values 

amongst the survivors 

𝑝-F (𝑔, 𝑡) = 	∫ 𝑝-,*F (𝑔, 𝑒, 𝑡)𝑑𝑒?
"? ,      (A4) 

which is normal with mean 𝑔̅!h1– VI,H/VHj + 𝜃HVI,H/VH  and variance VI,Hh1 − VI,H/VHj. The mean 

breeding value is thus shifted towards 𝜃! with a weight of 𝑉-,!/𝑉! and the genetic variance has 

been reduced by this fraction. 

 We next assume that the breeding value is determined by a large number of small effect 

loci, such that the distribution of breeding values amongst siblings, pI,JLMJ(g|gNLO), is normal 

with a mean equal to the midpoint of the parental breeding values, gNLO, and a variance,	𝑉), that 

does not depend on the parental genotypes or trait values (i.e., the infinitesimal model; Barton et 

al. 2017, Fisher 1918). The distribution of breeding values among the offspring is then 
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 𝑝-(𝑔, 𝑡 + 1) = ∫ ∫ 𝑝-F (𝑔P, 𝑡)𝑝-F h𝑔+, 𝑡jpI,JLMJhgm(𝑔P + 𝑔+)/2j𝑑𝑔P𝑑𝑔+
?
"?

?
"? ,  (A5) 

which is normal with mean 

𝑔̅H./ = gnH *1	 −	
Q-,.
Q.
	+ +	θH

Q-,.
Q.

     (A6) 

and variance 

𝑉-,!./ =	
Q-,.
Q.

/
'
+	𝑉).      (A7) 

That is, the mean breeding value remains constant through reproduction while the variance 

before reproduction is first halved (due to essentially "blending inheritance" between the parents) 

and then increased by segregation, 𝑉). 

So we see that given the initial distribution of breeding values is normal, with Gaussian 

selection the breeding value distribution remains normal, allowing us to track the entire 

distribution of breeding values (and therefore phenotypes) across generations by keeping track of 

only its mean and variance. The variance dynamics are independent of the environment (θH) and 

the breeding values; solving Equation (A7) gives the genetic variance in generation any	𝑡. This 

expression is rather complicated (see Mathematica file), however it reaches an equilibrium 

𝑉3- =	
'0/"	0%.	RS0/".	/'0/0%.	0%"

S
     (A8) 

Holding genetic variance constant at its equilibrium (which is reasonable given the 

variance is not expected to change with the environment or breeding values), in a constant 

environment, θH = 	θ, the mean breeding value in any generation 𝑡 is found by solving Equation 

(A6), 

𝑔̅! = 	𝜃 −	(𝜃 −	 𝑔̅)) o1	 −
09#

0%.09#
	p
!
,     (A9) 

implying a geometric approach to 𝑔̅! = 𝜃 that becomes faster with 𝑉3-/(𝑉1 + 𝑉3-). 
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We assume each individual that survives viability selection produces λ offspring, and that 

if more than 𝐾 offspring are produced then 𝐾 of these are randomly chosen to start the next 

generation. If the population size in generation 𝑡 was 𝑁! then the population size in generation 

𝑡 + 1 is expected to be 

 𝑁!./ = min	(𝑁!𝑠̅!λ, 𝐾)      (A10) 

 

Appendix B  Extinction Risk in Single and Two Generation Events 

In this Appendix, we examine the effect of long-term extinction risk when populations 

are either not evolving or are perfectly tracking, with a one-generation lag behind the optimal 

trait value. Let 𝑠T and 𝑠P be the survivorship of individuals with the optimal trait or the 

maladaptive trait. The offspring probability generating functions for these individuals are 

fU(x) = f(x, sU)	and fN(x) = f(x, sN), respectively, where f(x, s) = 1 − s + s	exphλ(1 − x)j. Let 

xU∗  and xN∗ 	be the asymptotic extinction probability for the lineage of a single individual if it 

always exhibits the optimal trait and if it always is maladapted, respectively. Namely, xU∗  and xN∗ 	 

are the smallest fixed points of fU and fN respectively, on the interval 0 ≤ 𝑥 ≤ 1. 

 

If a disturbance event lasts 𝛕 ≥ 1 generations, then the eventual extinction probability of 

the lineage of a non-evolving individual equals 

𝑒P ∶= 	 lim
7→?

fN𝛕 (fUX"𝛕(0)) = fN𝛕 ( lim7→? fU
X"𝛕(0)) = fN𝛕 (xU∗)    (A11) 

While the eventual extinction probability of the lineage of an individual with a one-generation 

lagged tracking of the optimal trait equals 

𝑒P ∶= 	 lim
7→?

fN(fUY"/(fN(fUX"Y"/(0))) = fN(fUY"/(fN(	 lim7→? fU
X"Y"/(0)) = fN(fUY"/hfN(xU∗)j).  

(A12) 
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As 𝑠T > 𝑠P, we have fU(x) < fN(𝑥) for all 0 ≤ 𝑥 ≤ 1, and xU∗ < xN∗ . Furthermore, fL(𝑥) are 

strictly increasing functions of 𝑥, fL(𝑥) > 𝑥 for 𝑥 < xL∗, and fL(𝑥) < 𝑥 for	𝑥 > xL∗ for 𝑖 = 𝑜,𝑚.  

Now suppose 𝛕 = 1. Then eN = fN(xU∗) and eU = fNhfN(xU∗)j. As xU∗ < xN∗ , fN(xU∗) > xU∗ . As fN 

is an increasing function, it follows that eU = fNhfN(xU∗)j > fN(xU∗) = eN. Now suppose 𝛕 = 2. 

Then eN = fN' (xU∗) and eU = fN *fUhfN(xU∗)j+. As fN(xU ∗) > xU∗ , fUhfN(xU∗)j < fN(x)∗). As fN is 

increasing, it follows that eU = fN *fUhfN(xU∗)j+ < fNhfN(xU∗)j = eN. 

 

Appendix C  Cumulative lag load 

Here we show how to derive Equation (7). Our goal is to develop a formula for the cumulative 

squared displacement, 𝐶(τ, 𝑇) = 	∑ (𝜃! −	𝑔̅!)'7
!:/ , given event length	τ. First note that Equation 

(2) implies that, with constant genetic variance 𝑉3-, the mean trait displacement in the next 

generation is 𝑔!./ − 𝜃!./ = (𝑔! − 𝜃!)(1 − 𝑣), where 𝑣 = 𝑉3-/𝑉3  is a measure of evolvability. 

Thus, if the optimum is fixed at some arbitrary value for τ generations then the displacement in 

generation 𝑡, 𝑑! = 𝑔! − 𝜃!, is 𝑑! = 𝑑)(1 − 𝑣)!and the cumulative squared displacement over 

those 𝛕 generations is d)' 	∑ (1 − 𝑣)'!Y"/
!:) . If the optimum then reverts to its original value for a 

further 𝑇 − τ > 0 generations then the initial displacement is 𝑑)(1 − 𝑣)𝛕 − 𝑑) and the 

cumulative squared displacement over this period is d)'	[(1 − v)Y − 1]'∑ (1 − 𝑣)'(!"Y)X"/
!:Y . 

Combining these two sums we get  

𝐶(τ, 𝑇) = 	∑ (𝜃! −	𝑔̅!)'7
!:/   

=	d)' 	∑ (1 − 𝑣)'!Y"/
!:) + d)'	[(1 − v)Y − 1]' ∑ (1 − 𝑣)'(!"Y)X"/

!:Y    (A13) 

Multiplying by /"=
'0%

, evaluating the sums, and setting the initial displacement as 𝑑) = Δθ gives 

Equation (7) in the main text.  
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Appendix D  Adapting a Population Genetic Model 

To gain a better understanding of why cumulative lag load depends on event length, we 

adapt previous population genetic models of temporally variable selection. Consider a haploid 

case with the ratio of the initial frequencies of two alleles being Z/
/"Z/

. The ratio of the frequencies 

of the alleles at time 𝑇 + 1, Z012
/"Z012

, equals the product of the selection coefficients 𝑠! from 𝑡 = 0 

to time	𝑡 = 𝑇, multiplied by the ratio of the initial frequencies (Dempster 1955, Felsenstein 

1976) 

Z012
/"Z012

=	∏ (1 + 𝑠!)7
!:)

Z.
/"Z.

 .     (A14) 

Here, rather than allele frequency change, we consider the product of fitnesses over one 

extreme event of length	𝜏, where 𝑠 is the selection coefficient of the new optimum trait relative 

to the initial trait during the event (or vice versa before or after the event). When a population 

starting at the original optimum perfectly tracks the extreme event, the product of fitnesses is 

(1 − 𝑠)(1)["/(1 − 𝑠)(1)7"[ =	 (1 − 𝑠)'.    (A15) 

Fitness is reduced by 𝑠 initially when the environment shifts to a new optimum, and then 

again when the environment returns to the original optimum. On the other hand, when a 

population starting at the original optimum does not track the extreme event, the product of 

fitnesses is 

(1 − 𝑠)(1 − 𝑠)["/(1)(1)7"[ =	 (1 − 𝑠)[.    (A16) 

In the case of a two generation event, the product of fitnesses is (1 − s)' regardless of 

whether it is a perfectly tracking population or a population that does not track the event at all. In 

events longer than two generations, perfectly tracking the environment is better. 
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Supplementary Information 

  
Figure S1.1. Rapid expansion and stabilization of phenotypic variance during the 100 generation 

burn-in with Ve = 0, V0 = 1. Black line is mean trait value and gray shaded region extends from 

minimum to maximum trait values. The dashed blue curve indicates a one generation extreme 

event. Parameters: ω = 1, 𝜆 = 2. 

 

 

Figure S1.2. Extinction in a population with high variance load with V0 = 3, Ve = 0. Black line 

is mean trait value, grey shaded region extends from minimum to maximum trait values. 

Parameters: ω = 1, 𝜆 = 2. 
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Figure S1.3. Extinction risk through time across a range of heritability for extreme events lasting 

1, 2, 3, or 4 generations. Time starts the generation the event began. Parameters:	𝑉3+ = 	1,ω =

	1, λ = 2, Δθ = 2.5. 

 

 

Figure S1.4. Extinction risk through time across a range of heritability for extreme events lasting 

1, 2, 3, or 4 generations. Time starts the generation the event began. Parameters: :	𝑉3+ = 	1,ω =

	1, λ = 2, Δθ = 4.5. 
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Chapter 2 

Effects of size selection versus density dependence on life histories: a first 

experimental probe 

Kelsey Lyberger, Thomas W. Schoener, Sebastian J. Schreiber  

Department of Evolution and Ecology and Center for Population Biology, University of 

California, Davis, Davis, CA 95616, U.S.A. 

Abstract 

When prey experience size-based harvesting by predators, they are not only subject to selection 

due to larger individuals being preferentially harvested but also selection due to reductions in 

population density. Density-dependent selection represents one of the most basic interactions 

between ecology and evolution. Yet, the reduction in density associated with exploitation has not 

been tested as a possible driving force of observed evolutionary changes in populations harvested 

size-dependently. Using an artificial selection experiment with a mixture of Daphnia clones, we 

partition the evolutionary effects of size-based harvesting into the effects of removing large 

individuals and the effects of lowering the population density. We show that both size selection 

and density-dependent selection are significant drivers of life-history evolution. Importantly, 

these drivers affected different life-history traits with size-selective harvesting selecting for 

slower juvenile growth rates and a larger size at maturity, and low density selecting for reduced 

reproductive output.    
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Introduction 

Rapid evolution of key life-history traits in harvested populations has been documented 

repeatedly across a range of species (Haugen and Vøllestad 2001, Walsh et al. 2006). Although 

this phenomenon is particularly concerning in economic contexts such as fisheries, we lack a 

mechanistic understanding of what drives these rapid evolutionary changes. One such 

mechanism is size selection, which occurs, for example, when harvesting or predation leads to 

greater losses of larger individuals thereby shifting the distribution of prey to smaller sizes 

(Brooks and Dodson 1965). Another mechanism is density-dependent selection, defined as 

occurring when different genotypes are favored as population density changes (Travis et al. 

2013). Here, we focus on density-dependent selection due to intraspecific competition, e.g., per-

capita availability of resources increases due to a reduction in their population size. For example, 

this form of density-dependent selection is responsible for some of the phenotypic differences in 

Trinidadian guppies at low and high predation sites (Travis et al. 2014). Despite this evidence for 

both forms of selection, their relative importance for natural systems is not well understood. 

Both observation and theory have focused almost exclusively on size selection by 

predators and other agents as being the major selective mechanism of life-history evolution in 

harvested populations (Haugen and Vøllestad 2001, Walsh et al. 2006, Kuparinen and Merilä 

2007), even though the accompanying reduction in prey population density could be equally or 

more important. Although the latter has been mentioned in conceptual discussions of this issue 

(Abrams and Rowe 1996, Reznick et al. 2002, Walsh et al. 2013) and investigated empirically in 

one system (Walsh and Reznick 2008, Bassar et al. 2012), it has never been experimentally 

manipulated along with size selection. Determining the relative magnitude of these effects has 
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many practical implications, for example, whether to set size limits and/or catch limits for 

harvested populations.  

Models of size selection, in which mortality of large individuals increases, predict some 

combination of a reduction in age or size at maturity, an increase in reproduction, or a reduced 

growth rate, but exactly which traits evolve depends on which traits are flexible and what trade-

offs exist among them (Abrams and Rowe 1996, Williams 1966). Density-dependent selection 

may also promote these same traits, favoring current investment over future investment if it 

increased mortality of adults or of all age classes (Charlesworth 1980, Reznick et al. 2002). But 

density dependence can also act to increase mortality of juveniles, reduce growth rates, or reduce 

fecundity.  

Here we examine the evolutionary impact of density-dependent selection and size 

selection on life-history traits using a controlled selection experiment in the zooplankter Daphnia 

melanica, collected from a fishless lake. Daphnia are particularly suited to studies documenting 

genetically-based trait changes because of their clonal nature and short generation time. Also, 

zooplankton are a classic example in which the presence of fish predators leads to smaller body 

size (Brooks and Dodson 1965), and Daphnia in particular are known to show life-history 

evolution in response to introduced fish predators (Fisk et al. 2007). We raised eight populations 

and subjected them to culling treatments over several generations. We initiated all populations 

with identical mixtures of eight clones, thereby controlling for any confounding effects of initial 

differences in genetic composition that would be present among natural populations, and we 

manipulated size selection by removing either large individuals or randomly-selected individuals 

and density-dependent selection by maintaining a high or low density. Subsequent to these 

manipulations, we raised the surviving clones individually for two generations before 
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phenotyping to reduce maternal and grand-maternal effects. This approach allowed us to separate 

the two selective forces predators impose on prey. Further, by comparing phenotypic differences 

between populations, we quantified the extent to which both density-dependent selection and 

size selection lead to the evolution of life-history traits.  

Methods 

Sample collection 

To inoculate our microcosms, we collected Daphnia melanica from the fishless lake 

Gable 4 (Sierra Nevada, CA 37°19'41.4"N, 118°41'17.4"W). We chose to use a source 

population that lacked fish predators to eliminate the possibility that the population had already 

been subjected to predator-imposed selection. Each field-collected gravid female was placed into 

its own beaker and allowed to reproduce clonally. From these females, eight clonal lines were 

established and maintained for 5-6 generations before the start of the selection experiment. To 

propagate lines across generations, neonates from the second or third clutch were taken and 

reared individually in100ml containers.  No males or resting eggs were observed in the clonal 

lines prior to or during the experiment, suggesting that individuals only reproduced clonally. By 

genotyping at five microsatellite loci, we confirmed that the clonal lines were genetically 

diverse, consisting of five unique multilocus genotypes (supplementary material, Table S2.1). 

Lines belonging to the same multilocus genotype are potentially unique but indistinguishable 

across our microsatellite loci. We verified that our lines were clonal by genotyping 3-6 

individuals per line. There was no indication of contamination (N=39). All Daphnia were 

maintained in FLAMES media (Celis-Salgado et al. 2008) under constant temperature (16°C) 

and light (16L:8D) and fed with Cryptomonas every other day.  
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To understand the initial variation among clonal lines, we phenotyped the life-history 

traits of multiple individuals per clonal line (see Phenotyping below). We reared six individuals 

from each clonal line. As six individuals died before reaching reproductive maturity, sample 

sizes for the eight clonal lines were: 6, 6, 6, 4, 3, 5, 6, and 6 individuals. We observed variation 

among clonal lines in all traits (Figure S2.1), with reproduction having the highest coefficient of 

variation (CV = 0.32), followed by growth rate (CV = 0.19), age at maturity (CV = 0.11), 

maximum size (CV = 0.05), and size at maturity (CV = 0.03). 

Experimental Conditions 

We experimentally partitioned the effects of size selection, density-dependent selection, 

and their interaction using genetically identical populations raised in microcosms. We initiated 

eight one-liter microcosms, split into two blocks. After enough neonates had been birthed from 

each clonal line to create genetically identical starting populations, blocks were started two days 

apart. These starting populations consisted of an equal number of individuals from our eight 

clonal lines. We manipulated the effect of density-dependent selection by initiating populations 

with either 16 or 72 neonates per liter. While we do not have a density measure from this lake 

due to weather conditions, we found density ranges from 0.1 per liter to 100 per liter in lakes in 

the same species in the same region. More broadly, Daphnia in lakes can reach densities up to 

4,000 per liter (Kvam and Kleiven 1995) but are not typically that high. Neonates were between 

36 and 48 hours old when placed in the mesocosms. All mesocosms were fed the same amount, 

so that individuals in the high-density treatment were competing more strongly for food. 

Previous studies have shown that Daphnia are typically food-resource limited (McCauley et al. 

1988), although other negative effects of crowding have also been documented (Burns 2000).  
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To manipulate the effect of size selection, we artificially selected out and discarded 20% 

of adults, either based on size or at random on days 7, 14 , and 21. For the size-selective culling, 

we measured all adults using an ocular micrometer to sort individuals based on size into 0.2 mm 

increments and disposed of the top 20%. When populations became larger than roughly 150 

individuals, we split the mesocosm into two and the process was repeated for both halves to 

reduce the time spent out of the environmental chamber. Because mesocosms differed in 

Daphnia density, we removed a different number of individuals from each. Doing so was likely 

one reason the density treatment did not last very long, as we removed more individuals from the 

high-density treatments than the low-density treatments.  

Although Daphnia populations in all microcosms increased over time, the high- and low-

density treatments persisted for the first 11 days, but thereafter densities were volatile, with high-

density populations generally, but not always, having higher densities than low-density 

populations (supplementary material, Figure S2.2). We stopped the experiment once the 

populations began declining. Given that D. melanica on average reproduce at 14 days old but can 

reproduce as young as 10 days old, the experiment lasted one to two generations but may have 

been as long as three generations. No males nor resting eggs were observed throughout the 

experiment, suggesting that individuals only reproduced clonally. At the end of the 21-day 

period, low-density populations ranged from 102 to 180 individuals (mean ± s.d. = 140 ± 37), 

and high-density populations ranged from130 to 253 individuals (mean ± s.d. = 217 ± 58). We 

then propagated an average of 10.5 individuals (s.d. = 0.93, min = 10, max = 13) from each 

experimental population individually for three additional generations after the end of the 21-day 

period, from each of which we measured traits.  

Phenotyping 
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We measured the life-history traits of the third generation in a controlled environment 

using standard methods (Lynch 1989). Neonates aged 36-48 hours were taken from the mother’s 

second clutch and reared individually. For 30 days, each individual’s size and reproductive status 

(including number of eggs) was captured with photographs every other day (when media and 

algae were replaced) with a Cannon EOS Rebel T3i mounted to a microscope at 20x 

magnification. Size was measured manually using ImageJ by drawing a line segment from the 

base of the tail to top of the eye. Measurements were calibrated using photographs of a 

micrometer taken under the same conditions. We measured the same image ten times, repeated 

for 3 images to obtain measurement error (s.d. = 0.009mm). To find error due to our 

photographing method, we took 2 photographs of the same individual on the same day, repeated 

for 5 individuals, and found the average of the 5 ranges was 0.08mm. To determine age at 

maturity, we recorded the day of the first photo in which eggs appeared, then classified the stage 

of those eggs as early or late. Early-stage eggs are round, whereas late-stage eggs are oblong 

with an eyespot. Reproduction was measured as the sum of all eggs produced by Day 30. Ten 

individuals died before reaching maturity and were excluded from the analysis. In block 1, the 

samples sizes were 7 from the randomly culled low density treatment, 9 from the large-size 

culled low density treatment, 11 from the randomly culled high density treatment, and 6 from the 

large-size culled high density treatment. Sample sizes for block 2 were 9 the randomly culled 

low density treatment, 9 from the large-size culled low density treatment, 9 from the randomly-

culled high density treatment, and 10 from the large-size culled high density treatment.  

Statistical Analysis 

To estimate the juvenile growth rate and maximum size, an asymptotic regression model 

was fit to the time series of an individual’s growth over time using SSAsympOrig function in the 
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nlme package in R version 3.3.3 (Pinheiro and Bates 2000). The SSAsympOrig function is 

𝑠𝑖𝑧𝑒 = 𝐴𝑠𝑦𝑚 ∗ *1 − 𝑒"*345∗\]^+, where lrc is the natural log of the growth rate constant and 

Asymp is the asymptotic (maximum) size. Because the parameter lrc is not an intuitive measure 

of growth, we transformed lrc to the time in days to reach half maximum size i.e., _T-'
*345

. Note that 

this measure of growth rate is, in part, dependent on the maximum size of an individual. We also 

assess an alternate measure of growth rate (i.e., size on the fourth measurement minus size on the 

first measurement divided by six) and alternate measure of maximum size (i.e., the maximum 

size observed on any day). These results are reported in Table S2.2.  

To test for differentiation in traits between high-density and low-density treatments, and 

between randomly and size-based culling treatments, we performed a two-sided three-way 

MANOVA using the manova function in R version 3.3.3. There was no indication of a deviation 

from normality. We report the phenotypic correlation structure among traits in Table S2.3. This 

was followed by two-sided univariate three-way ANOVAs. For all models, we included density 

treatment, culling treatment, the interaction between density and culling treatment, and block as 

our predictor variables. 

Results 

The density treatment, culling treatment, and block were significant explanatory variables 

for the combined set of life-history traits (MANOVA in Table 2.1). The interaction between 

density and culling treatment was not significant. Individual tests (ANOVA in Table 2.1) showed 

density had a significant effect on reproduction, but not on juvenile growth rate, age at maturity, 

size at maturity, or maximum size. Culling treatment had a significant effect on juvenile growth 

rate and size at maturity, but not on age at maturity, reproduction, nor maximum size. Neither 
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block nor the interaction between culling and density treatments was significant in any of the 

univariate tests.  

 Density Culling Density x Culling Block 

 F d.f. P F d.f. P F d.f. P F d.f. P 

MANOVA 
(Wilk’s) 

3.28 5 0.01 3.90 5 0.004 0.55 5 0.73 2.40 5 0.05 

ANOVAs             

Growth rate 
(lrc) 

0.29 1 0.59 9.94 1 0.002 1.42 1 0.24 3.23 1 0.08 

Age at maturity 
(days) 

2.72 1 0.10 1.97 1 0.17 0.09 1 0.77 0.75 1 0.39 

Reproduction 
(eggs in 30 days) 

8.81 1 0.004 1.16 1 0.29 0.13 1 0.72 2.07 1 0.15 

Size at maturity 
(mm) 

1.31 1 0.26 6.66 1 0.01 1.18 1 0.28 1.46 1 0.23 

Maximum size 
(mm) 

0.56 1 0.46 3.45 1 0.07 1.10 1 0.30 1.18 1 0.28 

Table 2.1. Statistical analysis of life-history traits. Results of the MANOVA and univariate linear 

models, testing for the effect of density treatment, culling treatment, the interaction between 

density and culling treatment, and block on life-history traits. P-values marked in bold indicate 

numbers that are significant at the 0.05 level or below. Effect sizes for the MANOVA, calculated 

as Wilks’ Lambda, the multivariate partial h2 are h2= 0.23 for density, h2= 0.25 for culling, h2= 

0.27 for block, and h2= 0.05 for the interaction of density and culling.  

Individuals in the size-based culling treatment evolved slower juvenile growth rates and a 

larger size at maturity (Figure 2.1A, D). The alternate measure of juvenile growth similarly 

showed size-based culling slowed juvenile growth rate (Table S2.2). The less expected outcome 

of our study is that individuals in the high-density treatment evolved increased reproductive 

output (Figure 2.1C).  
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Figure 2.1. Comparison between low- and high-density treatments and large-size-culling and 

random-culling treatments for (a) days to half maximum size, (b) age at maturity, (c) 

reproduction, (d) size at maturity, and (e) maximum size. The horizontal line in each grey box is 

the median, the boxes extend to the first and third quartiles, and the whiskers extend 1.5 times 

the interquartile range from the boxes. Sample sizes for block 1 are low density/random culling 

(N = 7), low density/large size culling (N = 9), high density/random culling (N = 11), and high 

density/large size culling (N = 6). Sample sizes for block 2 are low density/random culling (N = 

9), low density/large size culling (N = 9), high density/random culling (N = 9), high density/large 

size culling (N = 10). 

Discussion 

While density-dependent selection and size selection are likely operating concurrently in 

many systems, the evolutionary effects of each have not been partitioned. We found density-

dependent selection and size selection have different effects on different life-history traits. Also, 

we found the two types of selection differ in their magnitude of effects. Density-dependent 
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selection led to moderately significant differences in reproduction (P < 0.05). Size-selection led 

to very significant differences in growth rate (P < 0.001), and, to a lesser extent, differences in 

size at maturity (P < 0.05). These results may reflect differences in the selection intensity on each 

trait and the amount of initial genetic variation in each trait. Because reproduction was so 

variable among clonal lines, it is perhaps not surprising that density selection resulted in 

significant differences. Similarly, growth rate had the second highest coefficient of variation and 

showed significant effects of size selection. Size at maturity did not vary much among lines but 

showed significant effects of size selection. It is unlikely growth rate and size at maturity jointly 

evolved because of linkage disequilibrium, as these traits have a correlation of -0.05. 

The evolutionary predictions of density-dependent selection rely on knowing the age(s) at 

which competition causes increased mortality or reduced fecundity (Charlesworth 1980). We 

observed the evolution of a higher reproductive rate in the high-density selection treatment. 

Theory predicts that a greater investment in reproduction is favored when competition increases 

mortality across all age classes (Reznick et al 2002). The biological intuition is if a high-density 

environment increases mortality on all stages, the chance of surviving to an older age is lowered; 

therefore, those able to invest more in offspring will be favored. However, if there was increased 

mortality on all age classes, we would also predict that an earlier age at maturity would be 

favored, which is not observed in our data.  

The direction of evolution in response to our treatments which mimic harvesting is 

sometimes but not always the same as the evolutionary effect of harvesting found in other taxa as 

follows. Previous research by Edley and Law (1988) simulating fish predation in Daphnia 

similarly found culling large individuals favored slower growing clones. While that study did not 

separate the effects of size selection and density selection, our results suggest that their finding 
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was the result of size selection. One explanation for the size-selection-driven slower juvenile 

growth rates is that organisms should linger in stages that have lower mortality rates (Williams 

1966), which in our experiment are the younger stages. A similar response to artificial size 

selection was found in the males of Mozambique tilapia (Tilapia mossambica) that evolved 

reduced growth rates compared to those harvested randomly (Silliman 1975). In another 

empirical test of size-selective harvesting, Atlantic silversides (Menidia menidia) evolved slower 

juvenile growth rates and reduced fecundity (Conover and Munch 2002, Walsh et al. 2006), 

although these results differ from what has been observed in fisheries data (Hilborn 2006). In 

sum, across the various empirical studies of size selection a common outcome has been 

observed, i.e., slower growth rates.  

In contrast, there have been few empirical studies of density-dependent selection. We 

found Daphnia evolved increased reproduction in response to density-dependent selection. Our 

result differed from that of an experiment evaluating density-dependent selection in Trinidadian 

guppies (Poecilia reticulata), which showed that individuals mature later and have fewer 

offspring in a high-density, low-predation environment (Bassar et al. 2012, Travis et al. 2014). 

High density environments can reduce fecundity or increase mortality in specific age classes, 

which will depend on how intraspecific competition acts within the species. Because of these 

variable impacts of density on different ages or stages, predictions of life-history evolution by 

density-dependent selection are particularly sensitive to the specifics of a system. In a review of 

studies testing density regulation in vertebrates, Bassar et al. (2010) found that reduced fecundity 

was more common than reduced juvenile survival, which was more common than reduced adult 

survival, and that most studies found significant effects on more than one demographic variable. 

Therefore, the effects of density-dependent selection and size selection in other natural systems 
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may strengthen one another, cancel one another out, or, as we observed, affect different traits. 

Thus, a major future challenge is understanding how life-history traits of different populations 

and species of Daphnia as well as of different taxa respond to both forms of selection. 

Implications for eco-evolutionary feedbacks, food webs, and harvesting 

Our findings have important implications for eco-evolutionary feedbacks, food web 

dynamics, and fisheries management.  

First, density-dependent selection represents a direct link between evolution and 

population dynamics. This link has two components: population density influences the relative 

fitness of different individuals, and the absolute fitness of individuals influences population 

growth rate and population size. When population size and fitness influence each other, there is 

the potential for eco-evolutionary feedback loops (Kokko and López‐Sepulcre 2007). Thus far, 

there are few complete empirical demonstrations of these feedback loops (Schoener 2011, 

Schoener 2013, Schoener et al. 2014). Here, we have shown the first condition, in which changes 

in an ecological variable, i.e., population density, drive evolutionary changes in life-history traits. 

The next step to complete the feedback loop is to show the second condition; that evolutionary 

changes in life-history traits (which translate into changes in absolute fitness) drives ecological 

changes at the population level. We believe this condition is likely to be satisfied. In particular, 

we hypothesize that the higher reproductive rates that evolved in the high-density treatment 

would increase population-level growth rates and increase density, triggering subsequent 

evolution in life-history traits.  

We did not find any significant interactions between density and culling treatments. If 

this lack of interaction occurs for harvested fish species, fisheries would be able to manage for 

these two selective mechanisms separately. The absence of an interaction term, however, need 
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not exclude eco-evolutionary feedbacks involving both density-dependent selection and size-

selection. For example, the life-history changes of reduced growth rate and larger size at maturity 

induced by size selection will likely impact ecological processes such as population growth rate 

and population density. More work is needed to understand how far the effects of size selection 

might also indirectly lead to density-dependent selection.  

Second, the joint effects of density-dependent selection and size selection may propagate 

through the food web with unexpected consequences. For example, in a previous study (Pantel et 

al. 2015) Daphnia that were locally adapted to conditions with or without fish significantly 

altered zooplankton community assembly. In another study (Park et al. 2018) Daphnia that 

diverged in life history in response to fish predation not only increased their resistance to being 

eaten but also had distinct grazing preferences. Hence, density-dependent selection and size 

selection acting on a single species has the potential to change the composition of primary 

producers and reduce the abundance of their consumers. Both of these changes can have 

cascading effects to species in other trophic levels of the community (Wootton and Power 1993, 

Ripple et al. 2016).   

Third, our results have implications for how we think about the evolutionary effects of 

harvesting. Previous work has advocated that the evolutionary effects of size-based harvesting 

should be considered in the management of exploited systems (Kuparinen and Merilä 2007). 

Changes in life-history traits have been repeatedly documented in harvested populations (Edley 

and Law 1988, Haugen and Vøllestad 2001, Walsh et al. 2006). This harvest-induced change is 

often a combination of a plastic and evolutionary response (Eikeset et al. 2016, Gislason et al. 

2018, Wilson et al. 2019). There has been some debate over whether some of the best-known 

examples of harvesting-induced changes are evolutionary versus demographic and over the 
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speed at which evolution is taking place. For example, Traill et al. (2014) argue that smaller 

body mass and horn size in trophy-hunted bighorn sheep were mostly demographic responses 

rather than evolutionary (see however Pigeon et al. 2016) and that the speed of evolution was 

likely slower than empirically reported (Coulson et al. 2018). In light of this debate, our study 

offers one example that documents a rapid evolutionary effect of simulated harvesting, which 

occurs over a very short amount of time and has been separated from any potential demographic 

effects. Here, we show a reduction in population size can lead to evolutionary changes in a 

harvested population. Therefore, not only do we need to consider the evolutionary effects of 

which size classes are removed in an exploited population, but also the evolutionary effects of 

reducing density.  
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Supplementary Information 

 
Clonal Line CAA8 GTT3 CAA27 CAA2 CAA14 
1+ 136/148 198 207 220/224 240 
2 136/148 198/204 207 220/224 240 
3 136/148 198/204 206/207 220/224 240/251 
4* 145/148 198 206/207 214/224 240 
5+ 136/148 198 206/207 220/224 240 
6* 145/148 198 207 214/224 240 
7* 145/148 198 206/207 214/224 240 
8 136/148 198 207 214/220 240 

* denotes lines 4, 6, and 7 are the same multilocus genotype 
+ denotes lines 1 and 5 are the same multilocus genotype. 
 
Table S2.1. Genetic composition of the 8 clonal lines that make up the starting populations, 

identified using 5 microsatellite markers (Latta et al. 2010). There are 5 unique multilocus 

genotypes.   

 

 Density Culling Density x Culling Block 

 F d.f. P F d.f. P F d.f. P F d.f. P 

Growth 
rate  

(mm day-1) 

3.61 1 0.06 14.01 1 0.0004 9.59 1 0.003 0.001 1 0.98 

Maximum 
size (mm) 

0.40 1 0.53 1.52 1 0.22 1.68 1 0.23 1.50 1 0.20 

 

Table S2.2. Results of univariate linear models of an alternate measure of growth rate (i.e. size 

on the fourth measurement minus size on the first measurement divided by six) and alternate 

measure of maximum size (i.e. the maximum size observed on any day), testing for the effect of 

density treatment, culling treatment, the interaction between density and culling treatment.  
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Growth rate 
(lrc) 

-0.25 -0.43 -0.05 -0.87 

 Age at maturity 
(days) 

-0.32 0.53 -0.06 

  Reproduction 
(eggs in 30 days) 

-0.05 0.71 

   Size at maturity 
(mm) 

0.27 

    Maximum size 
(mm) 

 

Table S2.3. Correlations among the life-history traits.  
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Figure S2.1. Mean ± s.e. for the life history traits of the eight clonal lines that make up the 

starting population.  
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Figure S2.2. Densities of Daphnia populations throughout the experiment.  

 

Supplementary Information Reference:  

Latta, L.C., Fisk, D.L., Knapp, R.A. and M.E. Pfrender. 2010. Genetic resilience of Daphnia 

populations following experimental removal of introduced fish. Conservation genetics 11:1737-

1745. 
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Chapter 3 

A trade-off in resource exploitation helps explain parallel evolution in 

Daphnia 

Kelsey Lyberger 

Department of Evolution and Ecology and Center for Population Biology, University of 

California Davis, Davis, CA 

 

Abstract 

Under controlled laboratory conditions, previous studies have shown that selection can produce 

repeatable evolutionary trajectories, but the question remains if this is also true in the wild or if 

random chance comes to dominate. In this study, we investigated the extent to which rapid 

evolution in the wild is predictable by monitoring the genetic composition of replicate 

populations of Daphnia in field mesocosms containing two clonal genotypes. We found parallel 

changes across all mesocosms, in which the same genotype increased in frequency. To test 

whether a trade-off in resource exploitation could be a driver of this frequency change, we 

conducted a life history assay under high and low resource conditions. We found that resource 

exploitation differed by genotype, in that, while one genotype (the winner in the field 

mesocosms) was more fit than the other genotype at high resources, the opposite was true at low 

resources. These findings suggest that a resource-based trade-off may not only be driving the 

observed parallel evolution, but also may play a role in maintaining variation within the 

population. 
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Introduction 

A growing body of work in experimental evolution, spurred by Stephen Jay Gould’s idea 

of “replaying life’s tape”, has begun to evaluate whether evolution follows a deterministic route 

in response to some environmental pressure (reviewed in Lobkovsky and Koonin 2012, Losos 

2017, Blount et al. 2018). The question remains: does the deterministic force of selection 

produce repeatable evolutionary trajectories or does random chance dominate? Previous 

experiments, typically limited to microbes in lab settings and highly controlled environments, 

have shown a relatively high degree of repeatability in evolutionary responses (e.g. Lenski et al. 

1991, Bull et al. 1997). In this study, we are interested in understanding the extent to which rapid 

evolution in the wild is predictable and whether a trade-off in resource exploitation may be an 

important selective mechanism that shapes this evolutionary trajectory. 

The freshwater crustacean, Daphnia pulex, provide an excellent model system in which 

to address these questions because of their short generation times and cyclically parthenogenetic 

mode of reproduction. Under favorable conditions females reproduce clonally, then switch to 

sexual reproduction typically during winter months. Additionally, Daphnia populations are 

easily maintained in field mesocosm experiments in which they are exposed to ambient 

temperature, light, and natural phytoplankton communities. These advantages make conducting a 

“parallel replay experiment” in the wild feasible. We are able to rear multiple genetically-

identical populations within a pond. While previous studies have observed genotype turnover in 

the wild (e.g. Steiner and Nowicki 2019) and demonstrated similarity across multiple locations 

within a lake and across years (Carvalho and Crisp 1987), to our knowledge, there has yet to be a 

study documenting parallel genotype frequency changes across replicated populations in the 

wild. 
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The most likely driver of a deterministic outcome in Daphnia is resource availability. 

Resource availability is a constraining feature of many environments, under which differences in 

a genotype's ability to exploit resources will be directly reflected in its fitness. However, a high-

exploitation strategy may not always be favored, in that performing especially well in a high 

resource environment may trade off with performing especially poorly in a low resource 

environment. In resource poor environments, an “efficient” strategy that performs better under 

low resource conditions would be favored. If this power-efficiency trade-off exists (Reznick et 

al. 2000), there is the potential for fluctuations in resources to maintain genetic variation.  

Here, we present the results of two interrelated experiments. First, to understand to what 

extent genotype frequency change is predictable, we monitored the genetic composition of 

replicate populations in field mesocosms initiated with an equal proportion of 2 genotypes. With 

strong selection we expect frequencies to change in the same direction to favor one genotype 

over the other in all populations; whereas, without selection we expect frequencies to drift 

randomly. Second, to understand whether resource availability is a potential driver of this 

frequency change, we conducted a life history assay to assess whether the genotypes exhibit 

fitness differences under high and low resource conditions.  

Methods 

Sample collection and rearing 

In May 2018, we sampled Daphnia pulex clones from a mesotrophic pond at UC 

McLaughlin Reserve, CA. Located in a mediterranean climate, this pond remains habitable for 

Daphnia year-round. The pond has a maximum depth of 6 meters and a surface area of 3600 m2. 

During our initial sample, the chlorophyll a content was 3.0 ug L-1 and the mean across all 6 

weeks of the experiment was 4.9 ug L-1 (sd = 1.4). We genotyped a random sample of 16 clones 
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at 5 microsatellite markers (see Latta et al. 2010 for a detailed description of these markers). We 

found the population was dominated by 2 multilocus genotypes (Table S3.1). These genotypes 

can be distinguished at a single locus using gel electrophoresis, as either a single band or two 

bands, from here on, genotype A and B. This method allowed for the genotyping of thousands of 

individuals (N = 2874). Starting from a single gravid female, we clonally propagated thousands 

of Daphnia of genotype A. We did the same for genotype B. These batch cultures were used to 

initiate our mesocosm experiment and to run life-history assays. There were no males nor resting 

eggs in the batch cultures, suggesting that all individuals stayed genetically identical.   

Experimental design 

In June 2018, we set out a total of 27 floating mesocosms, divided into three treatments: 

an equal mix of the two genotypes, and each genotype alone. The former allowed us to determine 

whether selection was acting to favor one genotype over the other or whether genotype 

frequency change was driven by random chance. The latter were used as controls which allowed 

us to determine whether populations of each genotype alone were able to grow under these semi-

natural conditions.  

To create the mesocosms, we floated clear LDPE plastic bags in the pond and filled each 

with 50 liters of pond water that had been filtered through a 63µm mesh to remove all 

zooplankton. The dimensions of a mesocosm were approximately 0.8 m deep by 0.5 m wide. We 

covered them with mesh lids to prevent falling leaves or other detritus from entering. We waited 

5 days then added 39 individual Daphnia of genotype A and 39 of genotype B to each of 9 

mesocosms. As a single genotype control, we added 78 Daphnia of genotype A to a second set 

of 9 mesocosms and 78 Daphnia of genotype B to a third and final set of 9 mesocosms. All 

starting densities were approximately 1.56 L-1.  
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We sampled all mesocosms every week for 6 weeks. To measure density, we sampled 9 

liter columns of water with a 13cm diameter 153µm mesh zooplankton net towed upward from 

the bottom of the mesocosm, repeated 2-6 times. To characterize relative changes in chlorophyll 

a, we used the total algae sensor on a Yellow Springs Instrument EXO2 water quality sonde. To 

measure genotype frequency change, we genotyped the maximum of all collected individuals or 

24 individuals for mixed genotype mesocosms and 8 individuals for those with only one 

genotype. We ended the experiment after six weeks, by which point populations in six 

mesocosms had declined to extinction and one mesocosm had been punctured by a fishing hook.  

Life-history assay 

In a controlled laboratory setting we crossed two genotypes with two levels of resources. 

We measured individual life-histories of genotype A and genotype B under high (16.5 ug L-1 

chlorophyll a) and low (0.91 ug/L chlorophyll a) resource conditions. The resource conditions 

were chosen based on a previous study in Daphnia showing growth rates saturate around 15 ug 

L-1 (Müller-Solger et al. 2002). The chlorophyll a content in the pond falls in between the two 

conditions tested in the lab, as measured by the EXO2 water quality sonde.  

We conducted the life-history assay on 10 individuals per genotype and treatment (N = 

40). However, 3 individuals died before their growth rate could be measured. For genotype A, 

sample sizes were 8 high and 10 low and for genotype B, sample sizes were 10 high and 9 low. 

Prior to the start of the assay, to reduce maternal and grandmaternal effects, one adult from each 

batch culture was selected and propagated for three generations using the second clutch. To 

begin the assay, neonates <12 hours old were then selected to be measured. All Daphnia were 

reared in individual containers filled with 200 ul filtered pond water and kept under controlled 
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laboratory conditions (16L:8D, at 20°C). We fed and changed the water in each container every 

other day and the location of the containers in the incubation chamber was randomized daily.  

Data were collected on growth rate, age at maturity, and reproduction. To measure 

growth rate, we photographed individuals on day 1 and day 4 with a Cannon EOS Rebel T3i 

camera mounted to a microscope at 20x magnification to produce a 3400x5100 pixel jpeg image. 

Size was measured manually using ImageJ by drawing a line segment from the base of the tail to 

top of the eye. By measuring a single image repeatedly, we found this method produces a 

measurement error of s.d. = 0.009mm. We then used these two sizes to estimate growth rate in 

mm/day. One photograph from day 1 (genotype B/low) was missing, so a growth rate could not 

be determined. To obtain an estimate of the age at maturity, we monitored individuals for the 

presence of eggs every 12 hours. Finally, to measure reproductive output, we summed the 

number of neonates produced in an individual’s first 3 clutches.  

Data analysis 

All statistics were performed using R version 3.6 (R Development Core Team 2021). To 

test for selection on the two genotypes in the mesocosms, we ran a one-sample Wilcox signed-

rank test to see if the final frequency of genotype A was significantly different from the initial 

frequency of 0.5.  

For life-history assays, we evaluated the effects of genotype, resource condition, and their 

interaction on the measured life-history traits using a MANOVA test. To check there was no 

strong correlation among traits, we calculated the correlation structure (Table S3.2). To 

determine the effects of genotype, resource condition, and their interaction on specific traits, we 

followed the MANOVA with three separate two-way ANOVAs, one for each of the primary 

response variables: growth, age at maturity, and reproduction. To meet the assumption of 
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normality, data for age at maturity and reproduction were natural log transformed. While we 

expected to see an effect of resource condition alone on our measures of fitness, an interaction 

between genotype and resources would indicate a resource-based tradeoff among the two 

genotypes. 

Results 

Figure 3.1. Changes in genotype frequency in mesocosms over six weeks, where genotype A is 

in black and genotype B is in gray. Dashed lines represent equal amounts of each genotype. 
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Figure 3.2. Plot of reaction norms across high and low resource values for (a) growth rate, (b) 

age at maturity, and (c) reproduction measured as the sum of neonates produced in the first three 

clutches. Points are means with error bars corresponding to ±1 SE. Genotype A is in black and 

genotype B is in gray. Vertical dashed lines correspond to the average resource value in field 

mesocosms. 

Table 3.1. Results of the MANOVA followed by individual ANOVAs, testing the effects of 

genotype, resource condition, and their interaction on growth, ln-transformed age at maturity, 

and ln-transformed reproduction. P-values marked in bold indicate numbers that are significant 

at the 0.05 level or below. 

 
Genotype Resource Genotype x Resource 

 
df F p-value F p-value F p-value 

MANOVA 3 3.26 0.035 41.39 <0.0001 8.05 0.0004 

Growth rate 1 6.01 0.020 2.10 0.16 8.27 0.007 

Age at maturity 1 0.19 0.66 20.61 <0.0001 5.92 0.02 

Reproduction 1 4.44 0.043 151.84 <0.0001 8.19 0.007 
 
 

Genotype A increased in frequency in the mesocosms with a mixture of the two 

genotypes (Figure 3.1). In the final week of the experiment, the fraction of genotype A was 

significantly greater than the starting fraction of 0.5 according to the Wilcox signed-rank test (p 
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= 0.014). By that time, genotype A had reached fixation in 3 of the 8 remaining populations and 

was more abundant than genotype B in all populations.  

Both genotypes were able to increase in density in the mesocosms when cultured 

individually (Figure S3.2), with the exception of two mesocosms containing genotype A alone. 

Compared to the initial density of 1.56 L-1, populations with genotype A alone averaged a density 

of 2.7 L-1 (sd = 0.36), populations with genotype B alone averaged a density of 1.6 L-1 (sd = 0.28), 

and mixed populations averaged a density of 2.6 L-1 (sd = 0.30). Chlorophyll a in the mesocosms 

averaged 3.8 ug L-1 (sd = 1.73) and we saw a decline in chlorophyll a over time, especially in the 

mesocosms with genotype B alone (Figure S3.3). 

There was evidence that some mesocosms that should have contained only a single 

genotype became contaminated (Figure 3.1). This occurred in 6 mesocosms in total. Although 

we rinsed our sampling gear with zooplankton-free water between each sample, the Daphnia 

may have been transferred between mesocosms in the process of sampling. Interestingly, in 

mesocosms in which a small number of individuals of genotype A were introduced, they were 

able to increase in frequency in 2 out of 3 of these populations. Whereas, in the mesocosms in 

which individuals of genotype B were introduced, they declined to make up only 8% of the 

population or went extinct entirely. 

The life-history assays showed that resource exploitation differed by genotype. Genotype 

A was more fit in the higher resource treatment compared to genotype B, in that it had a higher 

growth rate, earlier age at maturity, and produced more offspring. In the low resource treatment, 

genotype B had an earlier age at maturity and similar growth rate and number of offspring. 

Figure 3.2 shows these crossing reaction norms. The MANOVA showed there was a highly 

significant interaction between genotype and resources (F1,32 = 8.05, p < 0.001), and a significant 
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interaction between genotype and resources for all three traits individually (Table 3.1). The 

MANOVA also showed the effect of genotype was significant (F1,32 = 3.26, p < 0.05) and the 

effect of treatment was highly significant (F1,32 = 41.39, p < 0.0001). More specifically, genotype 

A had a higher growth rate and more offspring overall compared to genotype B. There was not a 

significant difference in age at maturity between the two genotypes. Also, the high resource 

environment reduced the age at maturity and increased reproductive output, although it did not 

have a significant effect on growth rate.  

Discussion 

We find evidence of selection favoring one genotype over the other. The same genotype 

increased in frequency across all experimental mesocosms (Figure 3.1). Especially given that the 

modest population sizes we used could have been impacted by demographic stochasticity or 

genetic drift, the consistent trend across mesocosms suggests that changes in genotype 

frequencies are predictable, at least in the short-term. Our results shed light onto previous studies 

that have documented seasonal turnover in Daphnia genotypes in the wild (Carvalho and Crisp 

1987, Pfrender and Lynch 2000, Steiner and Nowicki 2019), in that, this turnover is, in part, the 

result of selection favoring certain genotypes rather than being dominated by random chance. 

Establishing the deterministic aspect of turnover is a critical first step, as only after this has been 

established is investigating the underlying drivers worthwhile. 

We also find evidence for one possible process driving this selection, a “power-

efficiency” trade-off among the two dominant genotypes in the pond. We see crossing reaction 

norms across the two resource conditions (Figure 3.2). Specifically, genotype A had a higher 

growth rate, an earlier age at maturity, and more offspring compared to genotype B under high 

resource conditions; whereas genotype B responded slightly better to low resource conditions 
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compared to genotype A. Given that genotype B was only significantly better with respect to one 

trait, development time, this might not be enough of an advantage to allow it to persist. While 

chlorophyll a content in the pond during the experiment was intermediate compared to the low 

and high conditions in the life-history assays, we can hypothesize from the mesocosm results that 

June-August months reflected environmental conditions in which resources are high enough that 

genotype A has a higher fitness.  

Crossing reaction norms have been previously observed across species of Daphnia, in 

which species differ in their sensitivity to a resource gradient (Tessier et al. 2000). This trade-off 

can be explained by differences in acquisition, in that certain species or genotypes, termed 

“superfleas”, are better at acquiring nutrients but only when resources are abundant (Spitze et al. 

1991, Reznick et al. 2000, Hall et al. 2012). Given the similar pattern seen in our results, we 

believe the same mechanisms operating at the species level are also operating at the genotype 

level. Genotype-specific differences in response to food availability have been previously 

documented in Daphnia (Steiner and Nowicki 2019) and other organisms (Turner et al. 1996, 

Osier and Lindroth 2006). However, our findings contrast with those of Crawford and colleagues 

(2020), which failed to show a power-efficiency trade-off between Daphnia clones in persisting 

versus spring-only populations, nor did they show a trade-off between spring and summer clones 

within the same population.  

An important implication of a resource-based trade-off is its potential to maintain 

coexistence among clones and therefore, genetic variation within a population. Theory suggests 

coexistence is possible under one of two additional conditions. First, if the functional responses 

to a resource gradient are curved, both genotypes can persist on a single resource (Armstrong and 

McGehee 1980, see Fig. 2). In the case of nonlinear saturating functional response curves, each 
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genotype has an advantage when rare. If a small number of the low resource favored genotype 

enters a population of the high resource genotype, they can increase because the resource level is 

higher than what they require for positive growth, similar to the R* rule. If a small number of the 

high resource favored genotype enters a population of the low resource genotype which 

undergoes internally generated cycles, they can increase during periods of high resource levels. 

Second, genotype by environment interactions paired with temporally fluctuating resources, for 

example, driven by seasonality, or spatial variability in resources would also allow for 

coexistence through fluctuating selection (Haldane and Jayakar 1963, Lynch 1987, Gillespie and 

Turelli 1989, Schreiber 2020).  

As resources in aquatic environments exhibit predictable seasonal patterns of algal 

succession (Sommer et al. 1986), there is the potential for seasonal niche partitioning. Carvalho 

and Crisp (1987) demonstrated that the dominant genotypes in their system were seasonal 

specialists, each favored in either summer, fall, or winter, and that this pattern was consistent 

across multiple locations within a lake and across multiple years. In ostracods, this seasonal 

niche partitioning is thought to allow for coexistence among lineages (Rossi et al. 2017). There 

are a vast number of seasonally-changing variables that could be responsible for the seasonal 

turnover of genotypes, with resource availability being just one possibility. For example, 

previous studies have documented genotype-specific responses to environmental variables such 

as temperature, phosphorus limitation, and salinity (Carvalho 1987, Sherman et al. 2017, 

Venâncio et al. 2018). One implication of this pattern is that we may expect climate change to 

induce changes in genetic diversity based on changes in seasonal or spatial niche partitioning 

associated with warming or changes in productivity or the phenology of productivity. Clones 

favored in winter may be permanently replaced by those favored in summer.  
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Biotic factors such as predation and parasitism, although not present in our mesocosms, 

may also play a role in maintaining genotypic variation in natural populations of Daphnia (Hall 

et al. 2007, Walsh and Post 2012) and other organisms (e.g., Jokela et al. 2003). Future studies 

should explore how these other variables drive selection, in addition to resource availability. 

Furthermore, we recognize our study is limited in scope to the two dominant genotypes in a 

single pond. Understanding the role of resource-based trade-offs in driving selection in 

additional populations and genotypes requires further investigation.   
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Supplementary Information 

Table S3.1. Multilocus genotypes of the two dominant genotypes A and B. The two genotypes 

differ at all 5 microsatellite markers. Gel electrophoresis run on marker “CAA2” allowed us to 

distinguish between the two genotypes. Primers for these markers are from Colbourne et al. 

(2004). 

 CAA8 GTT3 CAA27 CAA2 CAA14 

Genotype A 136 148 202  199 205 213 224 243 246 

Genotype B 130 142 198 202 203 206 223 224 240 243 

 

Table S3.2. Correlation structure among life-history traits.  

Growth rate -0.09 0.40 

 Age at maturity -0.58 

  Reproduction 

 

Figure S3.1. Mean chlorophyll a ±1 SE in mesocosms over time by treatment.  
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Figure S3.2. Mean Daphnia density ±1 SE in mesocosms over time by treatment. 
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Abstract 

The interactions between primary producers and consumers are well recognized as being 

essential to understand the ecology of a system. Importantly, there is the potential for a dynamic 

interplay between these two trophic levels. So far, the effects of phytoplankton on zooplankton 

and the effects of zooplankton on phytoplankton have been studied independently and often in 

simplified aquatic communities. Here, we use natural phytoplankton and mesozooplankton 

communities to investigate the feedback effect of a primary producer community on itself via the 

altered composition and feeding behavior of consumers. We found that diverse phytoplankton 

communities shaped zooplankton composition. Our results also show that grazing by 

zooplankton reduced biomass but increased diversity in phytoplankton. This effect was driven in 

part by elemental nutrient availability recycled by consumers, where recycled nutrients have 

feedback effects on phytoplankton. Altogether, our approach demonstrates how phytoplankton 

can be shaped by the changes they cause in zooplankton. 
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Introduction 

Understanding the interaction between primary producers and consumers is one of the 

most pressing topics in ecological research. Previous studies have demonstrated that both, 

bottom-up and top-down control is responsible for shaping these communities (Chase et al. 2000, 

Sommer and Sommer 2006). At the same time, biodiversity has been found to serve as an 

important role in maintaining ecological services (Cardinale et al. 2012, Manning et al. 2019, van 

der Plas 2019). For example, increasing biodiversity in primary producer communities affect 

their biomass production and biochemical composition (Power and Cardinale 2009, Ptacnik et al. 

2008, Marzetz et al. 2017), which in turn can significantly impact consumers (Jetz et al. 2009; 

Striebel et al. 2012; Marzetz et al. 2017). Whereas in terrestrial primary producer communities 

diversity manipulations are done by removal experiments, where certain species can be simply 

removed from natural communities, manipulating diversity in planktonic primary producers is 

challenging and experimentally rare (Flöder and Sommer 1999; Hammerstein et al. 2017). 

Consequently, studies on the interactions between primary producers and consumers in 

freshwater aquatic communities are conducted using simplified and artificial communities, 

which often consist only of few species (e.g. Pan et al. 2014, Striebel et al. 2012; Marzetz et al. 

2017). Yet, these studies show important evidence that diversity in phytoplankton and 

zooplankton influence the interaction between these two trophic levels. For example, 

zooplankton organisms like Daphnia sp. altered their growth, abundance, and diversity in 

response to changes in phytoplankton species diversity (Striebel et al. 2012, Marzetz et al. 2017). 

Such changes in zooplankton have the potential to lead to additional propagated effects back on 

phytoplankton, because consumers can have large direct and indirect effects on the quantity and 
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diversity of primary producers through consumption and nutrient recycling (Sterner et al. 1992, 

Thingstad and Lignell 1997).  

Previous studies testing the top-down effects of consumers found Daphnia have strong 

direct and indirect effects on natural phytoplankton (Olsen et al. 1986, Sterner 1986) and bacteria 

(Jürgens 1994, Kamjunke and Zehrer 1999) in laboratory experiments. Sterner (1986) showed 

that phytoplankton mortality rates increased when exposed to Daphnia. This was due to higher 

grazing and reproduction rates, the latter of which was increased by nutrient regeneration. 

However, each of these effects varied among species of phytoplankton. Different size selectivity 

and nutrient recycling among zooplankton taxa favors certain phytoplankton groups over others 

(Peter and Sommer 2012). For example, while sloppy unselective filter feeding cladocerans have 

fast soluble excrements, selective copepods excrement via slowly dissolving pellet-like waste 

(Litchman et al. 2013, Sommer et al. 2001, Andersen and Hessen 1991). Traditionally, 

manipulations of phytoplankton diversity have been tested separately from the addition or 

removal of zooplankton grazers. Thus, the question arises how the impacts of different 

phytoplankton communities on zooplankton can lead to subsequent changes in phytoplankton. 

The feedback effect of a primary producer community on itself via the altered composition and 

feeding behavior of consumers has not been investigated so far in natural freshwater aquatic 

ecosystems. Most of our knowledge derives from a separated point of view where either the 

effect of primary producers on consumers or the effect of consumers on primary producers was 

investigated. Little is known about a full feedback loop in natural plankton communities, where 

phytoplankton have the potential to be shaped by the changes they cause in zooplankton. 

Therefore, there is a need of conducting experiments using natural communities to ensure a more 

natural biodiversity and community composition in both trophic levels.  
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Here we present the results of a small-scale laboratory experiment that we conducted 

using different diverse natural phytoplankton communities and a natural zooplankton community 

to investigate the following hypotheses. 

H1: different diverse natural primary producers affect a natural consumer community 

composition.  

H2: altered consumer communities result in feedback effects through altered nutrient recycling 

on primary producers.  

Testing H1, we exposed a natural zooplankton community from a single lake to different diverse 

natural phytoplankton communities. We then measured the response of zooplankton to these 

different food sources. We also maintained a paired set of phytoplankton microcosms free of 

zooplankton. By comparing both treatments, with and without zooplankton, we measured the 

response of phytoplankton to predation pressure. In the second phase, we subsequently tested H2 

using our paired design to test whether the altered consumer community influenced the 

phytoplankton community through nutrient recycling. To estimate small changes in nutrient 

limitation we performed bioassays before and after zooplankton grazing (Anderson et al. 2007). 

Methods 

Sampling sites 

We sampled the phytoplankton of five lakes (A-D, Figure 4.1; for coordinates see 

SI_Table 1), which vary in trophic status and are found close to the Seeon Limnological Station, 

Southern Bavaria, Germany. In each of the five lakes, we analyzed nutrients (total phosphorus 

(TP)) and phytoplankton composition. Zooplankton for the experiment were gathered from an 

additional lake (F, Figure 4.1) to avoid a bias of phytoplankton zooplankton interactions in one 
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of the treatments. Both sampling and the experiment took place in spring prior to any obvious 

stratification. 

 

Figure 4.1. Lake sampling sites. Phytoplankton was sampled from smaller lakes A-E, 

zooplankton was sampled from lake F. The experiment was performed near lake A at Seeon 

Limnological Station (47°58'28"N, 12°27'36"E). 

Experimental setup and measurements: 

We designed the experiment using natural phytoplankton communities from the five 

lakes incubated in 650ml cell culture flasks (Cell Star, Greiner Biogene One, Germany). 

Collected phytoplankton samples were filtered through 250µm mesh size to exclude meso and 

macro zooplankton. In the first phase, phytoplankton from each lake was split in two treatments, 

one with and one without zooplankton added. Each combination of lake and treatment was 

replicated three times for a total of 30 flasks. For the grazing treatments (half of all flasks) we 

introduced zooplankton in naturally occurring densities from the additional lake Chiemsee. 

Zooplankton was sampled using a 100µm plankton net (Hydrobios, Kiel, Germany). Flasks were 
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gently mixed, rotated, and randomly positioned each day under 12h:12h light:dark cycle 

(60µmol photons m−2s−1) within a growth chamber at 20°C. 

To assess the nutrient-mediated effects of zooplankton, we measured the growth response 

of ungrazed phytoplankton to water that was previously conditioned with zooplankton and 

phytoplankton or phytoplankton alone. In this second phase, we filtered out (Gf /F filters, VWR 

collection, Ismaning, Germany) all plankton from the experimental flasks and added just the 

nutrient-containing water to flasks that had received only phytoplankton. Each phase lasted one 

week. 

Total phosphorus (TP) 

12 mL of lake water was used to estimate TP by using the molybdenum blue reaction 

following digestion with 0.7 mL of sulfuric acid. 0.7 mL of ascorbic acid and 0.7 mL of a 

reagent mixture (sulfuric acid, antimony potassium tartrate and ammonium molybdate solution) 

were added. The blue color complex was measured after 30 mins with a spectrophotometer at 

880 nm (Shimadzu UV-1700, Shimadzu Cooperation, Germany).  

Chlorophyll a 

Total chlorophyll a (Chla in µg L-1) was estimated in vivo using fluorometric analyses 

with the AlgaeLabAnalyzer (bbe moldaenke, Schwentinental, Germany). This device measures 

total chlorophyll a of a phytoplankton community using different colored LED light sources to 

enhance light absorbance also by accessory pigments, which increases the sensitivity of 

estimating the total chlorophyll a amount. With this, in one measurement it is also possible to 

distinguish between major freshwater algal groups (Chlorophyta, Brown group (referring to 

Bacillariophyta and Dinoflagellates), Cyanobacteria and Cryptophyta) here named as functional 

groups in the following. 
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Plankton Identification 

Lugol samples were taken from all treatments at the beginning and end of the first phase 

to identify phytoplankton species at genus level with the Utermöhl (1958) technique at 400 x 

microscopic magnification (Wild, Heerbrugg, Switzerland). A minimum of 100 individuals were 

counted by scanning a minimum of five perpendicular transects or 20 randomly distributed 

distinct fields to keep the counting error at less than 10% (Lund et al. 1958) to determine genus 

presence and abundance. We used a fairly comprehensive published dataset on the average 

biovolume of phytoplankton genera (Kremer et al 2014). For each of the five lakes, after the first 

phase, one sample per treatment was randomly chosen and counted.  

Zooplankton were identified to genus level with a stereomicroscope at 20 x magnification 

(Wild, Heerbrugg, Switzerland) from preserved (4% sugar formol; Haney and Hall 1973) 

samples. Zooplankton were counted for two subsamples of the initial Lake Chiemsee community 

and the entire community in each flask at the end of the first week.  

Bioassays 

Additionally, to determine the strength and direction of the nutrient limitation caused by 

possible feedback effects on phytoplankton through zooplankton, we performed nutrient assays 

according to Andersen et al. (2007), Tamminen and Andersen (2007) and Ptacnik et al. (2010). 

Briefly, we ran time-series (4 day) experiments with a replicated factorial experimental design 

(adding 80 μg L-1 nitrogen (N) and 20 μg L-1 phosphorous (P) and a combination of N and P). 

Shortly, the procedure was as follows: 50ml of lake water was put in a cell culture vial and 

measured for chlorophyll a on day 0, then was given one of four nutrient treatments. Every 24 

hours chlorophyll a was measured for four days. When measured, the position of flasks was 

randomized in a climate chamber (12:12h cycle, 90μmol m-2 s-1, 20°C). 
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Data and statistical analyses 

All statistical analyses were performed within the R computing environment, version 

3.5.0 (R Core Team, 2019). From the zooplankton and phytoplankton data, we calculated species 

richness and diversity as well as evenness for phytoplankton. Shannon diversity index was 

calculated following Shannon’s formulae (Shannon and Weaver 1948); for evenness we used 

Pielou´s evenness index (Pielou 1966). To analyze the compositional differences among 

communities, non-metric multidimensional scaling (NMDS) was performed using the “vegan” 

package (Oksanen et al. 2019) in R. NMDS is an ordination technique used to visualize patterns 

among samples in a reduced number of axes. Bray-Curtis was employed as the distance metric. 

To test for significant differences between groups, either lake, grazing treatment, or time, we 

performed an ANOSIM test. 

We built linear mixed models with phytoplankton biomass, phytoplankton diversity, and 

phytoplankton evenness as response variables and grazing treatment and TP as predictor 

variables. For genus-level biovolume data, when only one observation per treatment per lake was 

collected, TP and the interaction between treatment and TP were excluded as predictors. Lake 

was treated as a random predictor. Phytoplankton biomass was log transformed to improve 

normality and homogeneity of variance. We also built a linear mixed model to better understand 

the nutrient feedback effect. The difference in phytoplankton biomass in pairs of samples 

receiving grazed and ungrazed water was the response variable and the number of zooplankton 

residing in the source of grazed water was a continuous predictor variable. Again, lake was a 

random predictor. We ran the linear mixed models with restricted maximum-likelihood 

estimation “lme4” package (Bates et al. 2015) in R and reported results for the best fitting model. 
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We also report the marginal and conditional R2 values for the mixed models “MuMIn” package 

(Barton 2016) in R. All replicates were included in our analyses. 

To interpret the bioassay data, we calculated effect sizes as ln (ChlaN/ChlaC), where 

ChlaN represents the Chla (µg L-1) for treatments with added P or N or NP and ChlaC is the 

control treatment without added nutrients after 72h. We used this approach of natural log ratio, 

because of its clear biological meaning in a normal, least biased sampling distribution after 

Hedges et al. (1999); Stibor et al. (2004). 

Results 

Lake characteristics 

Our experiment contained two oligotrophic lakes (Brunnensee BS, Langbürgnersee LS), 

two meso-oligotrophic lakes (Thalersee TS, Klostersee KS) and one eutrophic lake (Bansee, 

BA). Phytoplankton biomass has a strong positive correlation with TP (linear regression biomass 

= 0.82*TP - 4.18: R2 = 0.96, P = 0.003, Figure 4.2a). Phytoplankton diversity also increased with 

increasing trophicity, with a minimum richness of 11 genera in BS and maximum richness of 26 

genera in TS (Figure 4.2b,c). All lakes are phosphorus limited but differ on their extent of this 

nutrient limitation (Figure 4.3a). Further characteristics and differences between all six lakes 

included in this study are given in the supplementary information material (Table S4.1). 
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Figure 4.2. Chlorophyll a content (µg L-1), phytoplankton diversity measured using the Shannon 

Index, and phytoplankton genus-level richness are related to total phosphorus (µg L-1) in the five 

focal lakes. 
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a       

  

b 

  

Figure 4.3. Mean log ratio of nutrient limitation (+/- SE) computed from (a) the first bioassay, at 

the start of the experiment, and (b) the second bioassay, after the grazing treatment. Samples 

from each lake were spiked with either no nutrients (i.e. controls), phosphorus (P), nitrogen (N), 

or both P and N.  
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Phase 1: Zooplankton changes 

Zooplankton from Lake Chiemsee comprised a community with seven genera. The most 

abundant zooplankton initially were nauplii larvae, calanoid copepods, and Daphnia (Table 

S4.2). Grazing on different phytoplankton communities had a strong effect on the zooplankton 

community composition. Zooplankton replicates exposed to the same phytoplankton community 

cluster together in NMDS space (Figure 4.4). In an analysis of similarity we found that these 

clusters, each defined by one of the five phytoplankton communities, differed significantly from 

each other (ANOSIM, R2 = 0.73, P = 0.0001). However, zooplankton communities grazing on 

different phytoplankton communities differed significantly from the starting community after 

zooplankton grazed on different phytoplankton communities and showed a range of dissimilarity 

from 0.27 to 0.89 (from lowest to highest: BS, LS, TS, BA, KS). In more detail, these altered 

zooplankton communities differed from the starting community in their cladoceran to copepod 

ratios, which ranged from 0.10 to 7.8 (from lowest to highest: CS, BS, BA, TS, KS, LS). 
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Figure 4.4. The ordination plot produced by nonmetric multidimensional scaling of zooplankton 

communities (stress = 0.084). Symbols refer to the lake (and associated phytoplankton) to which 

the zooplankton were exposed. Zooplankton taxa scores are shown in gray. 

Phase 1: Phytoplankton changes 

In the first phase of the experiment, phytoplankton were strongly modified by 

zooplankton grazers. In the linear mixed models testing for patterns in phytoplankton biomass 

and diversity, we found significant treatment, TP, and treatment x TP effects (Table 4.1), where 

treatment refers to the addition of zooplankton. Phytoplankton exposed to zooplankton grazing 

showed reduced biomass compared to those without (Figure 4.5a). Phytoplankton biomass was 

higher for samples from lakes with higher TP, but this effect was not significant. Including an 

interaction between TP and grazing treatment did not improve model fit for phytoplankton 

biomass (log-likelihood ratio = 1.54, P = 0.21), hence it was removed from the model. 

Phytoplankton exposed to zooplankton grazing showed increased functional group diversity 

(based on AlgaeLabAnalyser data), compared to those without (Figure 4.5b). We also found a 

positive effect of TP, and strong interaction between TP and grazing treatment on functional 

group diversity (based on AlgaeLabAnalyser data). However, the interaction between TP and 

grazing treatment was driven by the lake with the highest TP, BA. as it is the only lake in which 

grazed phytoplankton have lower diversity. When this lake is removed, the best fitting model 

only includes treatment, where grazing significantly increased diversity (Table S4.3). We also 

observed an increase in evenness as a result of grazing (linear mixed model, R2_c = 0.56, P = 

0.002, Table S4.3). Genus-level biovolume data also suggested grazing increased diversity, but 

not significantly so (Table 4.1).  
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a                       b 

 

Figure 4.5. Boxplot showing grazing effects on (a) log-transformed phytoplankton biomass and 

(b) phytoplankton functional group diversity measured using the Shannon Index. Samples with 

zooplankton are in black and samples without zooplankton are in gray.  

 

Table 4.1. Results of best fitting linear mixed effect models predicting log-transformed biomass, 

Shannon diversity for phytoplankton functional groups measured using an AlgaeLabAnalyzer, 

and Shannon diversity for biovolume-transformed phytoplankton genera. Grazing treatment, TP, 

and their interaction are treated as fixed effects and lake is treated as a random effect.  
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Additionally, grouping phytoplankton genera as determined via microscopic biovolume-

transformed counting data into their functional groups. This highlights differences between 

grazed communities and ungrazed communities (Figure S4.1) and permits a better understanding 

of which phytoplankton groups are changing to allow for a higher diversity with grazing 

pressure. In lake KS and in lake LS, grazed samples consisted of lower proportion of 

Cyanophyta and higher proportion of Chlorophyta compared to the ungrazed samples. In 

contrast, the grazed sample from lake TS consisted of a slightly higher proportion of Cyanophyta 

and lower proportion Chlorophyta than the ungrazed sample. In BA, there are small changes 

across many functional groups. In lake BS, the largest proportional change was an increase in 

Pseudopedinella sp. in the grazed sample. Overall, there was a shift towards a more even 

distribution across functional groups in the grazed samples (mean grazed = 0.49, mean ungrazed 

= 0.36, linear mixed model, R2 =0.60, P =0.16, Table S4.3), which is consistent with the positive 

effect of grazing on diversity in phytoplankton groups.  

Next, we determined whether there was a consistent direction of change among lakes in 

terms of the composition of phytoplankton genera that were present or abundant. As there were 

107 different genera, we reduced the dimensionality of our dataset. The phytoplankton 

communities did not form visually distinct clusters based on grazing treatment in the ordination 

plot generated using non-metric multidimensional scaling (ANOSIM R = -0.19, P = 0.95; Figure 

S4.2).  However, phytoplankton at the start of the experiment cluster together as do those after 

one week of treatment, regardless of treatment (Figure S4.2).  

Phase 2: Phytoplankton alteration and nutrient feedback 

The second phase of the experiment, in which nutrients from grazed and ungrazed 

samples were transferred into ungrazed phytoplankton, showed zooplankton grazing had an 
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effect on nutrient recycling. We found that a week after the transfer the Bray-Curtis dissimilarity 

of phytoplankton composition in the pairs of samples receiving grazed and ungrazed water was 

highest in KS, TS, and BA, lakes with higher nutrient availability (Figure 4.6). We also found 

that the difference in phytoplankton biomass in pairs of samples receiving grazed and ungrazed 

water was not significantly different from zero (linear mixed model, R2_c = 0.48, P = 0.59, Table 

S4.4). However, including the number of zooplankton previously residing in the grazed vials 

significantly improved the model fit (log-likelihood ratio = 21.81, P < 0.0001), where more 

zooplankton had a significant positive feedback effect on phytoplankton biomass (linear mixed 

model, R2_m =  0.79, R2_c = 0.79, P < 0.0001, Table S4.4).   

 

Figure 4.6. Boxplot showing the Bray-Curtis dissimilarity between phytoplankton communities 

one week after receiving grazed water versus ungrazed water.  

Another line of evidence measuring the extent of nutrient feedbacks is the second 

bioassay, which was performed immediately after the week of grazing in the first phase. The 

effect size of nutrient limitation was smaller in grazed samples compared to ungrazed samples 

from all lakes for at least one type of nutrient addition, suggesting grazing reduced nutrient 
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limitation (Figure 4.3b). BS, LS, and TS phytoplankton that had been grazed were less P limited 

and less jointly limited, whereas KS and BA phytoplankton that had been grazed were less N 

limited.  Although, for BA, grazed phytoplankton were also more P limited and more jointly 

limited.   

Discussion 

Our results add to the findings of previous studies investigating the  ways in which 

phytoplankton affect zooplankton. We found consistent changes in the zooplankton community 

when exposed to phytoplankton from a single lake. On the other hand, zooplankton communities 

grazing on phytoplankton from different lakes were dissimilar to each other and to the starting 

Lake Chiemsee community (Figure 4.4). Phytoplankton can influence zooplankton because 

species differ in their biochemical composition (Klausmeier and Litchman 2004; Martin-

Creuzburg and von Elert 2009, Schälicke et al. 2019) and in their resistance to being eaten 

(Sterner 1989, Sarnelle 2005). Here, we’ve sampled lakes that display a wide range of 

phytoplankton richness, diversity, and trophic status (Figure 4.2, Figure 4.3a). Additionally, 

phytoplankton diversity itself has been shown to influence consumer growth, abundance, and 

diversity (Striebel et al. 2012, Martzetz et al. 2017). By using multiple natural phytoplankton 

communities, we expand on previous results of simplified artificial phytoplankton communities, 

which are generally low in diversity.  

Our results demonstrate that zooplankton changed both the quantity and composition of 

phytoplankton. While zooplankton grazing reduced phytoplankton biomass, it also increased 

phytoplankton diversity (Table 4.1).  Both genus and functional diversity of phytoplankton 

increased, although the trend observed in functional diversity was reversed for the most 

eutrophic lake, BS. While models of predator-mediated coexistence have suggested that 
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consumers can increase the diversity of producers, most experimental studies in freshwater 

systems have failed to find evidence supporting this (McCauley and Briand 1979, reviewed in 

Hillebrand et al. 2007). Our study expands on the few exceptions in which zooplankton grazing 

increased phytoplankton diversity (Leibold et al. 2017, Sarnelle 2005), by demonstrating this 

pattern holds across several different natural communities of phytoplankton. Similar to Sarnelle 

(2005), we found an increase in diversity due to higher evenness and no clear shift towards 

dominance by resistant taxa. Our results suggest a multiple grazer theory, in which each group of 

zooplankton in our speciose community reduces a specific class of phytoplankton (Leibold et al. 

2017, Sommer et al. 2001). 

The second phase of the experiment focused on the importance of elemental nutrient 

availability for primary producers recycled by consumers. The results of our second bioassay 

provide evidence that consumers reduce nutrient limitation (Figure 4.3b). Brunnensee (BS) and 

Langburgnersee (LS), the lakes with the lowest trophic statuses, showed the largest reductions in 

phosphorous limitation and joint limitation in grazed samples. Whereas Bansee (BA), the lake 

with the highest trophic status, is the only lake to show an increase in nutrient limitation in 

grazed samples. This could suggest the reduction in nutrient limitation by consumers is more 

likely when nutrients are low. On the other hand, we found that transferring nutrients from 

grazed versus ungrazed samples into ungrazed phytoplankton led to dissimilar phytoplankton 

communities in the three lakes with the highest trophic statuses. This suggests the top-down 

pressure in these lakes is stronger compared to lakes where the nutrients are already limiting 

bottom up. Our result aligns with previous studies showing top-down control of primary 

producers is dependent on nutrient status (McQueen et al. 1989, Brett and Goldman 1997); e.g., 

consumers have the larger effects in nutrient rich lakes (Bakker and Nolet 2014). We also found 



 98 

that the benefit from released nutrients, as measured by an increase in biomass, was most 

apparent in phytoplankton receiving nutrients from samples with higher zooplankton 

concentrations, suggesting a dependent relationship between zooplankton concentrations and 

nutrient release.  

In addition to zooplankton concentration, changes in cladoceran to copepod ratios could 

have influenced which and how much nutrients were released. For example, P limitation was 

reduced in grazed samples from Lake Brunnensee (BS), which also had the lowest cladoceran to 

copepod ratio. In contrast, N limitation was reduced in grazed samples of Lake Klostersee, which 

had the second highest cladoceran to copepod ratio. Copepods, which have a high N:P body 

ratio, are expected to reduce the N:P ratio based on the stochiometric model (Sterner et al. 1992). 

In contrast, Daphnia have been found to reduce the advantage of N2 fixing Cyanophyta by 

differentially recycling N to P, because of Daphnia’s low body N:P ratio (MacKay and Elser 

2003). Nutrient recycling by an altered consumer community is just one mechanism through 

which the feedback loop is completed. 

Another mechanism is through the altered consumer community directly consuming 

different phytoplankton groups. Cladocerans suppress small phytoplankton whereas copepods 

are thought to feed mainly on large phytoplankton (Peter and Sommer 2012, Sommer et al. 2001, 

Yoshida et al. 2001). The large differences in phytoplankton between grazed and ungrazed 

samples in phase 1 are likely driven by a combination of direct (selective consumption) and 

indirect effects (nutrient recycling) (see also Sterner 1986). Besides the differences in 

zooplankton composition and the differences in the strength of nutrient recycling across lakes, 

one reason we did not observe parallel changes in phytoplankton may be due to the potential 

trade-off between top-down and bottom-up effects. The most nutrient competitive species may 
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also be the most suppressed by grazing (Mandal et al. 2018), hence it is difficult to predict which 

groups will benefit.  

Ecologists have long recognized the consumers’ and primary producers’ potential to 

reciprocally alter each other’s composition. Our experiment disentangles the different stages of 

this feedback loop. We document the effect of different primary producer communities on 

consumers, the effect of the altered consumers on producers, and finally, the importance of 

nutrient recycling by consumers. An important limitation of our study is the small scale of 

microcosms, which were chosen in order to control the zooplankton community and in order to 

feasibly replicate treatments across five natural phytoplankton communities. Larger-scale and 

longer-term experiments will further assess the generality of our findings. A next step would be 

to investigate the feedback loop further, i.e., what effects altered phytoplankton after nutrient 

recycling have on zooplankton in return. In summary, our study points out the multiple stages of 

feedback between consumers and producers in a freshwater ecosystem and works towards further 

understanding the complex direct and indirect effects involved. 
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Supplementary Information 

 

  

Figure S4.1. Phytoplankton composition in grazed and ungrazed samples for each lake. 

Functional groups have been aggregated from biovolume-transformed counts at the genus level. 

Each vertical bar represents a sample divided up by the proportion of each functional group.  
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Figure S4.2. The ordination plot produced by nonmetric multidimensional scaling of 

phytoplankton communities (stress = 0.12). Symbols refer to the lake from which the 

phytoplankton were originally sampled. Colors refer to treatment and time, where starting 

samples are in blue, samples grazed by zooplankton are in black, and samples without 

zooplankton grazing are in gray. 

 

Table S4.1. For each lake, GPS location, total phosphorus (TP), particulate phosphorus (PP), 

chlorophyll-a, and the depth (in meter) of our zooplankton haul at our sampling location (roughly 

at the center of the lake or lake arm) were recorded. Total phosphorus (TP) and particulate 

phosphorus (PP) were directly measured via standard acid-persulfate digestion procedures and 

photometrical light absorbance measurements (performed at Seeon Limnological Station). 

Lake Latitude Longitude TP chl-a [µg L-1] Depth [m) 

Bansee (BA) 47.964301 12.440403 24.259 16.31 3.5 

Brunnensee (BS) 47.983587 12.436525 5.5367 1.37 10+ 

Klostersee (KS) 47.973733 12.455108 13.15 4.58 10+ 

Langbürgnersee (LS) 47.89639 12.360254 6.9937 1.51 10+ 

Thalersee (TS) 47.906215 12.338978 15.08 8.78 8 

Chiemsee (CS) 47.881596 12.355663 21.783 4.28 6 
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Table S4.2. Zooplankton community composition for Lake Chiemsee counted.  A vertical haul of 

zooplankton from 10m or just above the lake bottom was taken. At least 500 zooplankton 

individuals from two samples were counted.   

Taxon  ind. L-1 

Daphnia 2.7 

Diaphanosoma 0.032 

Bosmina 0.037 

Cydorus 0.005 

calanoid copepod 8.3 

cyclopoid copepod 0.50 

copepod nauplii 21 

rotifer 1.9 

 

 

Table S4.3. Results of the best fitting linear mixed effect models predicting Shannon diversity 

for phytoplankton functional groups measured using an AlgaeLabAnalyzer with data from BA 

removed, evenness for phytoplankton functional groups measured using an AlgaeLab Analyzer, 

and evenness for biovolume-transformed phytoplankton genera.  
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Table S4.4. Results of linear mixed effect models predicting nutrient feedback effects, with and 

without the concentration of zooplankton residing in the source of grazed water as a continuous 

predictor variable.   
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