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ABSTRACT OF THE DISSERTATION  

 

Towards Absolutely Quantitative Phase Contrast  

Magnetic Resonance Imaging 

 

by  

Matthew Joseph Middione 

Doctor of Philosophy in Biomedical Physics 

University of California, Los Angeles, 2013 

Professor Daniel B. Ennis, Chair 

 

Phase Contrast Magnetic Resonance Imaging (PC-MRI) is a non-invasive clinical 

imaging technique used primarily for measuring blood velocity and flow throughout the 

major blood vessels of the cardiovascular system. PC-MRI uses magnetic field gradients 

to impart zero phase to stationary spins and a non-zero phase to moving spins. The phase 

measurements provide quantitative information that is useful during the diagnosis and 

treatment of many cardiovascular diseases. Blood flow measurements obtained using PC-

MRI hold an advantage over other techniques, namely echocardiography and 

catheterization, due to its ability to reduce lifetime radiation exposure, provide accurate 

and direct quantification of flow, and it’s non-invasiveness. Despite decades of research, 

our ability to measure blood flow with PC-MRI is still hampered by quantitative 

inaccuracies leading to clinically significant errors, which dampens clinical enthusiasm 

for the technique. Nevertheless PC-MRI continues to be a compelling clinical technique 
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because of the need to non-invasively measure flow in a wide range of clinical contexts. 

Frequently inconsistent PC-MRI measurements, however, continue to be a source of 

clinical frustration and in order for PC-MRI to become an absolutely quantitative 

measure of flow, both the accuracy and precision of these measurements must be 

improved. Herein an analysis of the effects of chemically shifted perivascular fat; time 

efficient velocity encoding; region-of-interest contouring; and the use of convex gradient 

optimization is conducted in an effort towards developing absolutely quantitative PC-

MRI.  

In Chapter 4 we explore the phase errors associated with chemically shifted 

perivascular fat. Stationary perivascular fat, which surrounds most vessels throughout the 

cardiovascular system, can impart a significant chemical shift-induced phase error in PC-

MRI. This chemical shift error does not subtract in phase difference processing, unlike 

other off-resonance phase errors, but can be minimized significantly with proper 

parameter selection. The chemical shift induced phase errors largely depend on both the 

receiver bandwidth and the echo time (TE). The amount of chemically shifted fat pixels 

that shift into the vessel can be reduced by increasing the receiver bandwidth while the 

use of an in-phase TE (TEIN) will ensure that fat and water resonances are in-phase with 

slow flowing blood near the vessel wall, which minimizes the resulting errors in the 

calculated velocity. Computational simulations and both in vitro and in vivo experiments 

are used to show that the use of a high bandwidth and TEIN significantly improves intra-

subject flow agreement compared to a more clinically standard low receiver bandwidth 

and the minimum available TE (TEMIN).  
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In Chapter 5 we explore a time efficient chemical shift reduction strategy. The 

minimum available TEIN at 3T field strength (TEIN,MIN  = 2.46 ms), however, may not be 

routinely achievable with standard flow-encoding methods.  Hence, we developed a 

novel method for flow encoding in PC-MRI, which uses the slice select gradient and a 

time-shifted refocusing gradient lobe for velocity encoding. Velocity encoding with the 

slice select refocusing gradient (SSRG) enables the use of TEIN,MIN  at 3T for time-

efficient reduction of chemical shift-induced phase errors in PC-MRI, whereas this can’t 

be achieved with bi-polar or flow compensated/flow encoded PC-MRI. In vivo 

measurements were acquired to show that PC-MRI measurements obtained using SSRG 

with a high receiver bandwidth and TEIN,MIN  significantly improves intra-subject flow 

agreement compared to a conventional clinical sequence, which uses a low receiver 

bandwidth and TEMIN.  This approach also increases temporal resolution and signal-to-

noise ratio by 35% and 33%, respectively. 

In Chapter 6 we explore time efficient velocity encoding and the capabilities of 

convex gradient optimization in PC-MRI in chapter 7. Conventional PC-MRI pulse 

sequences use time inefficient velocity encoding methods along with trapezoidal and 

triangular gradient lobes, which do not make optimal use of the available gradient 

hardware. Convex gradient optimization (CVX) can be used to minimize PC-MRI 

gradient waveform durations subject to both gradient hardware and pulse sequence 

constraints. CVX PC-MRI with TEIN,MIN  provides more accurate measurements of blood 

flow and velocity through the reduction of chemical shift-induced phase errors and 

increased sequence efficiency, which can provide either higher spatial or higher temporal 

resolution.  
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Another potential source of error in PC-MRI flow quantification occurs during image 

analysis. In Chapter 8 we analyze the errors associated with ROI contouring in PC-MRI. 

PC-MRI blood flow measurements require a region-of-interest (ROI) to be manually 

contoured to encompass the vessel lumen, but this process is subjective and prone to 

error. A systematic analysis of ROI contouring was used to evaluate the impact of 

overestimating and underestimating the ROI size on PC-MRI flow measurements. ROIs 

that overestimate the vessel lumen/wall boundary contribute a lower magnitude total flow 

error compared to ROIs that underestimate the same boundary.  

Reducing errors arising from chemically shifted perivascular fat, implementing time 

efficient velocity encoding, increasing spatiotemporal resolution through the use of 

convex gradient optimization, and careful analysis of ROI contours all help move us 

towards absolutely quantitative PC-MRI. 
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DISSERTATION MOTIVATION  

Congenital heart disease (CHD) affects 9.6 per 1000 live births (1) and an increasing 

population of adolescents and adults are living with CHD (35-year survival is 

approximately 85% (2)).  Patients with CHD often require a lifetime of clinical 

evaluation, multiple surgeries, numerous interventional procedures, and dozens of 

imaging exams – all of which contribute to the high costs associated with managing the 

disease ($1.4 billion in annual hospital costs) (3). 

For pediatric and adult patients with CHD, diagnosis and treatment of the disease is 

aided by the ability to measure cardiovascular hemodynamics. Magnetic resonance 

imaging (MRI) exams play a central role in the management of patients with CHD and 

are routinely ordered for these patients for pre-surgical or pre-interventional evaluation 

because of the exceptional ability to visualize complex vascular anatomy and accurately 

measure ventricular volumes and masses. Furthermore, phase contrast MRI (PC-MRI) is 

a powerful non-invasive imaging technique used in patients with CHD to measure blood 

velocity and flow with flexible spatial and temporal resolution (4,5) and image 

orientation.  PC-MRI is used clinically for evaluating cardiovascular flow regurgitant 

volume/fraction, right-left lung flow, Qp/Qs, stenotic pressure gradient, and more. 

However, poor intra-subject agreement and low confidence in PC-MRI can lead to: 1) 

follow-up exams, which incur greater downstream costs; or 2) a team of physicians left to 

make a “judgment call.” 

Cardiac catheterization is the ‘gold standard’ for evaluating cardiovascular 

hemodynamics, but ionizing radiation, invasiveness, and expense mean that “it is not a 

practical method for longitudinal follow-ups,” (6) which are needed, for example, to 
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identify the optimal timing for an intervention.  Ionizing radiation concerns also limit the 

repeated use of computed tomography (CT) and nuclear scintigraphy. 

Body habitus combined with vessel angulation and the interposition of surgical 

scarring and the lungs sometimes limits the effectiveness of echocardiography (7-9).  

This is especially true for the evaluation of the right heart, where echocardiography is 

challenged to measure branch pulmonary artery flow, pulmonary regurgitant 

fraction/volume, and/or flow in the main pulmonary artery. 

Despite clinical preference and guidelines (2,7,10-13) suggesting the use of PC-MRI 

for blood velocity and flow measurements in CHD, its accuracy and reliability are 

frequently questioned due to poor internal consistency or inconsistent results compared to 

other clinical findings. As a consequence, many CHD patients undergo a diagnostic 

catheterization procedure or a follow-up echocardiographic exam to bolster clinical 

confidence prior to making treatment decisions. The principal objective of this 

dissertation is to improve the diagnostic accuracy of PC-MRI by pushing technical 

developments towards absolutely quantitative measurements in order to better guide 

treatment decisions. The overall objectives of this dissertation are to: 1) Minimize 

chemical shift-induced PC-MRI errors arising from chemically shifted perivascular fat 

(Chapter 4); 2) Develop a novel velocity encoding method for time efficient chemical 

shift reduction (Chapter 5); 3) Develop time efficient velocity encoding (Chapter 6); 4) 

Implement convex gradient optimization in PC-MRI (Chapter 7); and 5) Analyze the 

errors associated with contouring regions-of-interest in PC-MRI measurements (Chapter 

8). 

The objectives are more cogently described by the following Specific Aims: 
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SPECIFIC AIM #1 – Reduce chemical shift effects in PC-MRI. Perivascular fat that 

surrounds most vessels can chemically shift across the vessel wall into the lumen.  The 

complex fat signal then adds to the complex water signal and leads to a clinically 

significant measurement error that does not subtract in phase difference imaging.  In 

Chapter 4 we define the effects of chemically shifted perivascular fat in PC-MRI and 

develop a coherent error reduction strategy. We hypothesize that chemical shift-induced 

phase errors can be effectively eliminated by careful selection of the receiver bandwidth 

and echo time (TE), leading to more accurate PC-MRI measures of blood flow. 

SPECIFIC AIM #2 – Time efficient reduction of chemical shift effects in PC-MRI. The 

chemical shift reduction strategy described in Specific Aim #1 necessitates the use of a 

prohibitively long TE.  In Chapter 5 we describe and evaluate a method for flow 

encoding in PC-MRI that uses the slice select gradient and a time-shifted refocusing 

gradient lobe for velocity encoding. We hypothesize that chemical shift-induced phase 

errors can be efficiently eliminated using slice select refocused gradient encoding, which 

shortens the TE and the repetition time (TR) and can be used to improve spatiotemporal 

resolution or decrease breath hold time. 

SPECIFIC AIM #3 – Time efficient velocity encoding. Traditional PC-MRI methods 

employ either a pair of equal-and-opposite velocity encoding gradients (Bipolar) (14,15) 

or a flow compensated and flow encoded gradient pair (FCFE) (16,17). In Chapter 6 we 

describe that each strategy has its benefits and drawbacks; but neither sequence is the 

most time efficiency over a wide range of clinically useful velocity encoding strengths. 

We hypothesize that reductions in TE/TR can be achieved by designing the fastest 

triangular and trapezoidal shaped velocity encoding gradient waveforms, providing 
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significant increases in spatiotemporal resolution over conventional PC-MRI methods 

and more accurate measures of blood velocity and flow. 

SPECIFIC AIM #4 – Convex gradient optimization. Conventional gradient waveform 

design in PC-MRI involves the use of triangular or trapezoidal waveforms, which do not 

optimally use the available gradient hardware. Instead, these waveforms typically limit 

the sequence design to GMax/√3 and SRMax/√3 (where GMax is the maximum gradient 

amplitude and SRMax is the maximum gradient slew rate) to ensure the sequence performs 

within the hardware limitations for any given double oblique slice orientation.  

Furthermore, these limits are only approached during a few instances throughout the 

sequence, which limits sequence efficiency. In Chapter 7, we hypothesize that the use of 

convex gradient optimization for all gradients within the PC-MRI pulse sequence will 

lead to more accurate measurements of blood flow and velocity through the reduction of 

chemical shift-induced phase errors and increased sequence efficiency, which can 

provide either higher spatial or higher temporal resolution. 

SPECIFIC AIM #5 – Regions-of-interest error analysis. PC-MRI measurements 

require a region-of-interest (ROI) to be manually contoured to encompass the vessel 

lumen, but this process is subjective and prone to error. In Chapter 8, the objective of this 

Specific Aim is to systematically evaluate the impact of overestimating and 

underestimating the ROI size on PC-MRI flow measurements. We hypothesize that 

overestimating the ROI size will lead to higher accuracy compared to underestimating the 

ROI size and that these findings can be used to provide evidence based suggestions for 

ROI contouring to increase measurement accuracy in PC-MRI.  

Overall, the work outlined in these Specific Aims will provide more accurate and 
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precise PC-MRI measurements of blood velocity and flow compared to conventional PC-

MRI methods. Additionally, these methods will have better diagnostic accuracy than 

conventional PC-MRI leading to increased clinical confidence in the reported measures. 

The overall impact of this work will be to improve the diagnostic accuracy of PC-MRI. 

Faster, more accurate, and more precise PC-MRI measurements with increased clinical 

confidence will provide more reliable flow measures for clinical management of patients 

with CHD.  These methods will help streamline clinical care and decrease over-diagnosis, 

over-treatment, and overutilization of follow-up clinical exams for pediatric and adult 

patients with CHD. 
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CHAPTER 1 

INTRODUCTION TO MAGNETIC RESONANCE IMAGING  

In order to appreciate and understand the problems that currently limit phase contrast 

magnetic resonance imaging (PC-MRI) from being an absolutely quantitative 

measurement technique, an overall understanding of basic magnetic resonance imaging 

(MRI) principles is first needed. This chapter gives a brief introduction to the principles 

of MRI from spinning atomic protons to signal generation, signal detection, and image 

formation. 

 

INTRODUCTION  

MRI can be described as a medical imaging technique that produces detailed images 

of internal structures of the body. More specifically, MRI uses a strong magnetic field 

and the properties of nuclear magnetic resonance to produce images of molecules, 

namely hydrogen protons. MRI possesses several unique advantages over other medical 

imaging modalities. Unlike X-ray, Computed Tomography (CT), Single Photon Emission 

Computed Tomography (SPECT), and Positron Emission Tomography (PET), MRI 

operates in the radio-frequency energy range and thus uses no ionizing radiation. MRI 

has the ability to generate three-dimensional (3D) volumetric images at any oblique 

orientation. MRI also provides excellent soft tissue contrast, which makes it especially 

useful in imaging the brain, muscles, the heart, and cancerous tumors compared with 

other medical imaging techniques. 

The process of generating an MR image can be divided into three steps: signal 

generation, detection, and reconstruction. At the nuclear level, the magnetic moment of 



hydrogen protons serve as the source of the MR signal. These magnetic moments are 

manipulated in the presence of a magnetic field and the

basis of the measured signal. This signal is then recorded and later 

an image. The remainder of this

moments are manipulated to produce a signal, which 

image. 

 

NUCLEAR MAGNETIC RESONANCE

Hydrogen atoms contain a single electron (negatively charged particle)

a rotating nuclei containing a single proton

negligible mass. Atomic nuclei

is classically associated with how

the proton’s mass produces 

quantity having both magnitude and direction. The 

combined with its intrinsic angular momentum

This magnetic field is represented by a nuclear magnetic dipole moment, 

kg×m2×s-2×T-1, where T is Tesla)

and direction that is related to the angular momentum, 

following equation (Figure 1)

where γ is the gyromagnetic ratio 

hydrogen the measured value is
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ydrogen protons serve as the source of the MR signal. These magnetic moments are 

manipulated in the presence of a magnetic field and their collective behavior forms the 

basis of the measured signal. This signal is then recorded and later reconstructed

e remainder of this chapter describes the mechanics of 

moments are manipulated to produce a signal, which is then reconstructed to form an MR 

ESONANCE 

contain a single electron (negatively charged particle)

containing a single proton (positively charged particle)

Atomic nuclei have an intrinsic quantum property known as spin, which 

is classically associated with how atoms rotate about their axis. This spin

the proton’s mass produces angular momentum, which can be expressed as a vector 

having both magnitude and direction. The spin and charge of hydrogen nuclei

intrinsic angular momentum, produces a precessing 

This magnetic field is represented by a nuclear magnetic dipole moment, 

, where T is Tesla), which is also a vector quantity having both magnitude 

is related to the angular momentum, L (in units of kg×m

(Figure 1): 

 is the gyromagnetic ratio (in units of MHz/T, where MHz is Megahertz). F

value is: 

ydrogen protons serve as the source of the MR signal. These magnetic moments are 

ir collective behavior forms the 

reconstructed to form 

describes the mechanics of how magnetic 

is then reconstructed to form an MR 

contain a single electron (negatively charged particle), which orbits 

(positively charged particle), which has non-

have an intrinsic quantum property known as spin, which 

spin combined with 

can be expressed as a vector 

of hydrogen nuclei, 

precessing magnetic field. 

This magnetic field is represented by a nuclear magnetic dipole moment, µ (in units of 

, which is also a vector quantity having both magnitude 

(in units of kg×m2×Hz), by the 

                                                    

(in units of MHz/T, where MHz is Megahertz). For 

 



Figure 1. A hydrogen proton, which carries a mass, positive charge, and intrinsic 

nuclear spin with angular momentum, 

 The MRI signal generated by hydrogen nuclei, which are naturally abundant within 

the human body, is comprised of a collection of hydrogen protons, or spins. 

all the magnetic moments

Normally, the direction of these spins are 

spins yields a null net magnetization (

external magnetic field, B

(defined as the z-axis). Some of the spins align 

against the field (anti-parallel
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Figure 1. A hydrogen proton, which carries a mass, positive charge, and intrinsic 

nuclear spin with angular momentum, L, produces a magnetic dipole moment, 

The MRI signal generated by hydrogen nuclei, which are naturally abundant within 

the human body, is comprised of a collection of hydrogen protons, or spins. 

moments produced by each spin is called the net magnetization, 

of these spins are randomly distributed. Thus, the sum of all the 

null net magnetization (M = 0, Figure 2A). In the presence of a 

B0, nuclear spins align along the axis of the main magnetic field 

axis). Some of the spins align with the field (parallel) and some align 

parallel) as seen in Figure 2B.  

 

Figure 1. A hydrogen proton, which carries a mass, positive charge, and intrinsic 

etic dipole moment, µ. 

 

The MRI signal generated by hydrogen nuclei, which are naturally abundant within 

the human body, is comprised of a collection of hydrogen protons, or spins. The sum of 

net magnetization, M. 

. Thus, the sum of all the 

. In the presence of a large 

axis of the main magnetic field 

) and some align 



 A     

Figure 2. Randomly distributed spins produce 

the presence of an applied field, 

producing a net magnetization 

 

 Parallel spins are said to be in a low energy state, while anti

be in a high-energy state. The number of spins in the low energy state exceeds the 

number in the high-energy state

magnetization is a vector quantity that can be represented by a "longitudinal" component 

along the z-axis (Mz in Figure 3) 

called the "transverse magnetization" along the xy
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        B 

Randomly distributed spins produce no net magnetization

the presence of an applied field, B0, spins align either parallel or anti

producing a net magnetization (B). 

Parallel spins are said to be in a low energy state, while anti-parallel spins are said to 

energy state. The number of spins in the low energy state exceeds the 

energy state. This leads to a net magnetization (

magnetization is a vector quantity that can be represented by a "longitudinal" component 

in Figure 3) and by a second component perpendicular to the first 

called the "transverse magnetization" along the xy-plane (Mxy in Figure 3)

 

 (A) while in 

spins align either parallel or anti-parallel 

parallel spins are said to 

energy state. The number of spins in the low energy state exceeds the 

net magnetization (M ≠ 0). This 

magnetization is a vector quantity that can be represented by a "longitudinal" component 

and by a second component perpendicular to the first 

3).  



Figure 3. In the presence of

components: longitudinal magnetization, 

transverse magnetization, 

value possessing both a magnitude and a phase component.

 

 In addition to the development of different energy states and the resulting net 

magnetization, the presence of an external magnetic field induces a torque on each spin

as a consequence of the balance of forces described by the equation of motion for a spin 

ensemble, which illustrates how

analogous to a spinning top. The angular frequency of the precession, known as the 

Larmor frequency, ω0, is proportional to the strength of the main magnetic field (Figure 

4). 

These precessing spins form the net magnetization 
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In the presence of an applied field, B0, the magnetization, 

components: longitudinal magnetization, Mz, which lies along the z

transverse magnetization, Mxy, which lies within the xy-plane. Mxy 

value possessing both a magnitude and a phase component. 

In addition to the development of different energy states and the resulting net 

magnetization, the presence of an external magnetic field induces a torque on each spin

e of the balance of forces described by the equation of motion for a spin 

illustrates how each spin precesses about the z-axis. This precession

analogous to a spinning top. The angular frequency of the precession, known as the 

, is proportional to the strength of the main magnetic field (Figure 

These precessing spins form the net magnetization and serve as the basis of MR signal.

he magnetization, M, has two 

the z-axis and 

 is a complex 

In addition to the development of different energy states and the resulting net 

magnetization, the presence of an external magnetic field induces a torque on each spin 

e of the balance of forces described by the equation of motion for a spin 

axis. This precession is 

analogous to a spinning top. The angular frequency of the precession, known as the 

, is proportional to the strength of the main magnetic field (Figure 

 

serve as the basis of MR signal. 



Figure 4. Pictorial description of a 

about the axis of an external magnetic field

 

RADIO FREQUENCY EXCITATION

 Although each spin precesses at the same frequency, the

in-phase. As a result, the sum of the microscopic transverse magnetizations of each spin 

yields a no net transverse macroscopic magnetization (Figure 5)

detector, only transverse magnetization produces a 

order for the spins to produce a transverse signal, they must 

requiring the application of 

force comes from an oscillating magnetic field denoted as 

different from the static 

1.5-3T while typical values for 

Earth’s magnetic field is about 5

the same manner as the 
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ictorial description of a spin precessing at the Larmor frequency 

an external magnetic field (B0). 

XCITATION   

Although each spin precesses at the same frequency, they do not necessarily 

the sum of the microscopic transverse magnetizations of each spin 

transverse macroscopic magnetization (Figure 5). By design of the 

transverse magnetization produces a detectable signal in MRI. 

produce a transverse signal, they must reach phase coherence, 

requiring the application of an external force. For a magnetized spin system, th

oscillating magnetic field denoted as B1(t), which is

 main magnetic field, B0. Clinical scanners use 

values for B1 are about 5×10-6 T. For reference, the strength of the 

Earth’s magnetic field is about 5×10-5
 T. Classical physics mandates that 

the same manner as the precessing spins it acts upon. This requirement

precessing at the Larmor frequency (ω) 

necessarily precess 

the sum of the microscopic transverse magnetizations of each spin 

By design of the 

signal in MRI. Thus, in 

reach phase coherence, 

For a magnetized spin system, this external 

which is distinctly 

Clinical scanners use B0 ranging from 

he strength of the 

Classical physics mandates that B1(t) rotates in 

requirement, known as the 



resonance condition, dictates that the rotation of the applied 

Larmor frequency of the precessing spins

Figure 5. Although the spins have a net longitudinal magnetization component 

(Mz; into the page) 

magnetization component, 

  

 The required oscillating 

frequency (RF) pulse. RF pulses act to force the net magnetization of the precessing spins 

away from the direction of the static main magnetic field (z

transverse xy-plane. This results in a measureable transverse signal component, 

time-dependent behavior of 

magnetic fields is described quantitatively by the 
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resonance condition, dictates that the rotation of the applied B1(t) field must 

of the precessing spins. 

 

Figure 5. Although the spins have a net longitudinal magnetization component 

; into the page) phase incoherence results in a net zero transverse 

magnetization component, Mxy, which leads to no measurable signal. 

oscillating B1(t) field is achieved through the application of a radio 

RF pulses act to force the net magnetization of the precessing spins 

away from the direction of the static main magnetic field (z-axis) and towards the 

plane. This results in a measureable transverse signal component, 

dependent behavior of the magnetization, M, in the presence of the 

is described quantitatively by the Bloch equation, which takes the form:

field must match the 

 

Figure 5. Although the spins have a net longitudinal magnetization component 

net zero transverse 

 

field is achieved through the application of a radio 

RF pulses act to force the net magnetization of the precessing spins 

axis) and towards the 

plane. This results in a measureable transverse signal component, Mxy. The 

ce of the B0 and B1 

, which takes the form: 

 



where Mz
0 is the equilibrium value 

time constants, which characteriz

it has been rotated away from its 

dissertation. For the purposes of characterizing the time

the application of the RF excitation pulse, which is relatively short compared to normal 

T1 and T2 values, the last two terms in Eq. 

Bloch equation takes a much simpler form: 

 To further simplify the mathematics, we will introduce a new coordinate system, 

known as the rotating frame of reference. 

whose transverse plane is rotating clockwise

the Larmor frequency (Figure 6)

conventional stationary frame, we use 

this frame, and correspondingly, 
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is the equilibrium value of M in the presence of B0 only, and 

characterize the relaxation process of the bulk magnetization

rotated away from its equilibrium state, which are not described in this 

. For the purposes of characterizing the time-dependent behavior of 

the application of the RF excitation pulse, which is relatively short compared to normal 

values, the last two terms in Eq. 4 can be omitted. With this assumption, the 

Bloch equation takes a much simpler form:  

To further simplify the mathematics, we will introduce a new coordinate system, 

known as the rotating frame of reference. The rotating frame is a coordinate system 

whose transverse plane is rotating clockwise at an angular frequency ω, which is equal to 

(Figure 6). To distinguish this new rotating frame

frame, we use x', y', and z' to denote the three orthogonal axes of 

and correspondingly, i' , j' , and k'  as their unit directional vectors.

and T1 and T2 are 

the bulk magnetization after 

, which are not described in this 

ehavior of M during 

the application of the RF excitation pulse, which is relatively short compared to normal 

can be omitted. With this assumption, the 

 

To further simplify the mathematics, we will introduce a new coordinate system, 

rotating frame is a coordinate system 

, which is equal to 

this new rotating frame from the 

to denote the three orthogonal axes of 

as their unit directional vectors.  



Figure 6. Motion of the bulk magnetization in the presence of a rotating

B1(t), as observed in (

 

Equation 5 can be expressed in the new rotating frame as:

where 

represents the effective magnetic field that the bulk magnetization vector experiences in 

the rotation frame. 

 Next, the effects of an RF pulse on a spin can be characterized by examining the 

behavior of M during the excitation period.

pulse is characterized by its envelope function, 

pulse, φ. B1
e(t) uniquely specifies the shape and duration of 

the axis within the transverse plane 

Assuming a single spin resonating at the Larmor frequency and an applied RF pulse with 
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of the bulk magnetization in the presence of a rotating

as observed in (A) the rotating frame and (B) the stationary frame.

Equation 5 can be expressed in the new rotating frame as: 

magnetic field that the bulk magnetization vector experiences in 

Next, the effects of an RF pulse on a spin can be characterized by examining the 

during the excitation period. In addition to its frequency, the applied RF 

pulse is characterized by its envelope function, B1
e(t), and the phase of the applied RF 

uniquely specifies the shape and duration of the RF pulse

transverse plane that spins are rotated about by the RF 

Assuming a single spin resonating at the Larmor frequency and an applied RF pulse with 

 

of the bulk magnetization in the presence of a rotating RF field, 

frame. 

 

 

magnetic field that the bulk magnetization vector experiences in 

Next, the effects of an RF pulse on a spin can be characterized by examining the 

In addition to its frequency, the applied RF 

the phase of the applied RF 

RF pulse while φ defines 

that spins are rotated about by the RF pulse. 

Assuming a single spin resonating at the Larmor frequency and an applied RF pulse with 



an initial phase of zero and a pulse shape defined by 

from Eq. 7 can be re-written as

Substituting Eq. 8 into the Bloch equation result from Eq. 6 describes the bulk 

magnetization vector M in the rotating frame:

Equation 9 can be expressed in 

A closed form solution to Eq. 

Mz’      (0) = Mz
0 yields: 

These equations indicate that the effect of the on

observed in the rotating frame, is a precession of the bulk magnetization

The precession of M about the 

leads to forced precession

resulting in a measureable transverse magnetization, component 

duration, tRF, and flip angle, 

XX  
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an initial phase of zero and a pulse shape defined by B1
e(t), the effective magnetic field

written as: 

Substituting Eq. 8 into the Bloch equation result from Eq. 6 describes the bulk 

in the rotating frame: 

can be expressed in a more traditional scalar form as: 

A closed form solution to Eq. 10 under the initial conditions of Mx’  (0) = 

These equations indicate that the effect of the on-resonance excitation 

the rotating frame, is a precession of the bulk magnetization 

about the B1 field is called forced precession. The 

forced precession, which tips the bulk magnetization away from the z’

resulting in a measureable transverse magnetization, component Mxy. 

flip angle, α, is described as the angle between M and the

effective magnetic field 

 

Substituting Eq. 8 into the Bloch equation result from Eq. 6 describes the bulk 

 

 

(0) = My’  (0) = 0 and      

 

excitation B1 field, as 

 about the x'-axis. 

field is called forced precession. The applied RF pulse 

tips the bulk magnetization away from the z’-axis, 

. An RF pulse of 

and the the z’-axis, 



which can be described by the following equation

Figure 7. An RF pulse

magnetization into the transverse plane producing a measureable signal in MRI

 

The signal magnetization (ignoring relaxation from T

and transverse, Mxy, plane

 

 

MAGNETIC FIELD GRADIENTS

 Up to this point, two of the main components of MRI hardware have been discussed: 

the main magnetic field, 

magnetic field component is used to determine the physical location of the signal 

generated by B0 and B1. This component, known as the magnetic field gradient system, 
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by the following equation (Figure 7) 

 

RF pulse with an initial phase angle, φ, and flip angle

magnetization into the transverse plane producing a measureable signal in MRI

The signal magnetization (ignoring relaxation from T1 and T2) in the 

planes can be calculated from Eqs. 11 and 12, where 

 

RADIENTS  

Up to this point, two of the main components of MRI hardware have been discussed: 

he main magnetic field, B0, and the rotating RF magnetic field, B1. A third and final 

magnetic field component is used to determine the physical location of the signal 

. This component, known as the magnetic field gradient system, 

 

 

angle, α, tips the 

magnetization into the transverse plane producing a measureable signal in MRI. 

) in the longitudinal, Mz, 

, where Mxy = Mx + iMy: 

 

Up to this point, two of the main components of MRI hardware have been discussed: 

A third and final 

magnetic field component is used to determine the physical location of the signal 

. This component, known as the magnetic field gradient system, 



consists of three orthogonal gradient

time-varying magnetic field

gradient, and z-gradient, which vary 

the x-, y-, and z-directions, respectively. T

gradient field can be expressed as

where 

 Magnetic field gradients are usually defined by their 

the rate at which this maximum gradient strength can be 

duration of the gradient risetime

normally measured in units of millitesla per meter 

stronger gradient. The rate at which this gradient strength is achieved is

gradient slew rate and is normally measured in units of millitesla per meter per 

millisecond (mT/m/ms). 

strength faster than a smaller slew rate. 

 When a gradient is applied

increased/decreased depending on the spins position with respect to the magnet isocenter

This change in magnetic field leads to an 

frequency based on (Eqs. 3

in the phase of the spins, which allow each spin to be uniquely identified based on their 

location with respect to the main magnetic field and magnetic field gradient. 
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orthogonal gradient coils (Figure 8), which are designed to

varying magnetic field. These gradient coils are referred to as the x

gradient, which vary the z-component of the magnetic field 

directions, respectively. The overall magnetic field in the presence of a 

field can be expressed as   

Magnetic field gradients are usually defined by their gradient amplitude or strength, 

rate at which this maximum gradient strength can be achieved, which determines 

risetime, and the applied gradient direction. Gradient strength is 

normally measured in units of millitesla per meter (mT/m) and a higher value represents a 

stronger gradient. The rate at which this gradient strength is achieved is 

gradient slew rate and is normally measured in units of millitesla per meter per 

millisecond (mT/m/ms). A larger slew rate means the gradient reaches is maximum 

strength faster than a smaller slew rate.  

When a gradient is applied, the magnetic field strength that a spin experiences 

increased/decreased depending on the spins position with respect to the magnet isocenter

This change in magnetic field leads to an increases/decreases in the spins 

. 3 and 14).  Changes in precessional frequency 

, which allow each spin to be uniquely identified based on their 

location with respect to the main magnetic field and magnetic field gradient. 

gned to produce a 

are referred to as the x-gradient, y-

component of the magnetic field linearly along 

tic field in the presence of a 

  

 

amplitude or strength, 

which determines the 

Gradient strength is 

a higher value represents a 

 referred to as the 

gradient slew rate and is normally measured in units of millitesla per meter per 

A larger slew rate means the gradient reaches is maximum 

that a spin experiences is 

increased/decreased depending on the spins position with respect to the magnet isocenter. 

spins precessional 

hanges in precessional frequency lead to changes 

, which allow each spin to be uniquely identified based on their 

location with respect to the main magnetic field and magnetic field gradient.  
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SPATIAL ENCODING  

Previously, it has been described how an object placed in the presence of a main 

magnetic field and excited by an RF generates a signal, Mxy, which can be detected via 

Faraday’s Law of induction and a nearby and appropriately tuned coil. The generated 

signal is the sum of the local signals from all parts of the object. Since most objects 

imaged in MRI are heterogeneous, such as the human body, we need to isolate the spatial 

origin of the measured signal to differentiate local signals from different parts of the 

imaged object. This process, known as spatial localization, is achieved by means of 

selective excitation and spatial encoding. Central to both forms of spatial localization are 

magnetic field gradients, which are used to produce local signals with distinct spatial 

information. 

Slice selection is the simplest form of selective excitation and is the first step to 

spatial localization. Slice selection involves both a magnetic field gradient and an RF 

pulse. RF excitation was previously described as an oscillating magnetic field gradient. 

An RF pulse transmitted at the Larmor frequency (i.e. the frequency of the oscillating RF 

magnetic field matches the resonance frequency of hydrogen nuclei) will produce 

transverse magnetization and a signal from the entire imaged object. Conversely, if the 

RF pulse is transmitted at a frequency that does not match the Larmor frequency, 

excitation of the hydrogen nuclei will not occur and no transverse magnetization will be 

generated. However, if the magnetic field varies spatially, then parallel planes within the 

imaged object will have a distinct frequency. Magnetic field gradients are applied in the 

direction of the desired slice selection to vary the magnetic field spatially along that 

direction (Figure 8).  



 

Figure 8. A magnetic field gradient

magnetic field, B0, spatially

(3.1T) or lower (2.9T) than the main magnetic field,

 

The application of a magnetic field gradient and a

results in slice selection (Figure 9).

 

19 

magnetic field gradient, Gz, applied along the direction of the main 

, spatially alters the magnetic field strength  to be higher 

(3.1T) or lower (2.9T) than the main magnetic field, B0 = 3T.  

magnetic field gradient and an RF pulse at a range of frequencies 

(Figure 9).  

 

applied along the direction of the main 

to be higher 

n RF pulse at a range of frequencies 



Figure 9. A spatially varying magnetic field produced by an external magnetic 

field, B0, and an applied magnetic field gradient, 

pulse applied at a range of frequencies, 

 

To select a narrow band 

frequency domain. The Fourier transform of a square shape in the frequency domain 

results in a sinc shape in the time domain. Figure 10 

also relates the width of the applied sinc shaped RF p

frequencies. 
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Figure 9. A spatially varying magnetic field produced by an external magnetic 

, and an applied magnetic field gradient, G, in conjunction with an RF 

pulse applied at a range of frequencies, ω, results in slice selection. 

narrow band of frequencies the RF pulse needs to have a square shape in the 

frequency domain. The Fourier transform of a square shape in the frequency domain 

results in a sinc shape in the time domain. Figure 10 demonstrates this relationship and 

also relates the width of the applied sinc shaped RF pulse to the range of selected 

Figure 9. A spatially varying magnetic field produced by an external magnetic 

in conjunction with an RF 

to have a square shape in the 

frequency domain. The Fourier transform of a square shape in the frequency domain 

demonstrates this relationship and 

ulse to the range of selected 



Figure 10. A square shape RF pulse in the frequency domain results in a sinc 

shaped RF pulse in the time domain. Additionally

narrow RF waveforms and their Fourier transforms illustrat

pulses select a wide range of frequencies and wide RF pulses select a narrow 

range of frequencies. 

 

An applied magnetic field gradient introduces a linear phase shift across the slice 

thickness. If uncorrected, this phase shift leads to 

that the phase shift is a linear function of position, it can be removed by applying what is 

called a slice select refocusing gradient. 

opposite polarity and half the area 
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Figure 10. A square shape RF pulse in the frequency domain results in a sinc 

RF pulse in the time domain. Additionally, a comparison of wide and 

narrow RF waveforms and their Fourier transforms illustrates that narrow RF 

pulses select a wide range of frequencies and wide RF pulses select a narrow 

range of frequencies.  

An applied magnetic field gradient introduces a linear phase shift across the slice 

thickness. If uncorrected, this phase shift leads to undesirable signal loss. Due to the fact 

shift is a linear function of position, it can be removed by applying what is 

refocusing gradient. Refocusing gradients are designed 

half the area of the slice select gradient (Figure 11).

 

Figure 10. A square shape RF pulse in the frequency domain results in a sinc 

a comparison of wide and 

es that narrow RF 

pulses select a wide range of frequencies and wide RF pulses select a narrow 

An applied magnetic field gradient introduces a linear phase shift across the slice 

undesirable signal loss. Due to the fact 

shift is a linear function of position, it can be removed by applying what is 

are designed with the 

(Figure 11). 



22 

 

Figure 11. Slice select gradient, Gz, of amplitude G and duration τ and 

accompanying sinc shaped RF pulse of duration τ. The shaded grey region of the 

applied gradients indicates the spins have been refocused by the refocusing 

gradient of amplitude -G and duration 0.5τ. 

 

Within the selected slice, all the spins have the same resonant frequency and thus it is 

impossible to differentiate the signal contribution of spins at different spatial locations. 

The next step is to spatially encode the measured signal along the x- and y-axis 

(assuming slice selection was conducted along the z-axis).  

Phase encoding results in a change of the Larmor frequency along the y-axis through 

the use of an applied magnetic field gradient. Suppose a 3×3 spin matrix is selected 

through the use of a slice selection gradient as seen in Figure 12A.  

 

 

RF

Gz

! 0.5!

G

-G



Figure 12. Following slice selection there is no way to associate the available 

signal to a given spatial coordinate 

phase (A). Phase encoding is achieved by applying a magnetic field gradient 

along the y-axis to induce a linear phase shift (different col

hydrogen nuclei (B). 

with a phase that depends on their position along the direction of the applied 

phase encoding gradient (shown here as the y

achieved by applying a magnetic field gradient along the x

frequency shift (arrow orientation) across the hydrogen nuclei (C). 

phase and frequency encoding, each spin 

encoded 3×3 spin matrix has a unique frequency

its position along the x

 

A phase encoding gradient 

based on its position along the y

A 
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Following slice selection there is no way to associate the available 

signal to a given spatial coordinate as all spins possess the same frequency and 

. Phase encoding is achieved by applying a magnetic field gradient 

axis to induce a linear phase shift (different color) across the 

(B). Following phase encoding, each spin has the same frequency 

with a phase that depends on their position along the direction of the applied 

phase encoding gradient (shown here as the y-axis). Frequency encoding is 

achieved by applying a magnetic field gradient along the x-axis to induce a line

frequency shift (arrow orientation) across the hydrogen nuclei (C). 

phase and frequency encoding, each spin in the resulting phase and frequency 

encoded 3×3 spin matrix has a unique frequency and phase that can

he x- and y-axes. 

A phase encoding gradient modifies the resonant frequencies of each hydrogen nuclei 

based on its position along the y-axis, inducing a phase, which persists after the gradient 

B C 

 

Following slice selection there is no way to associate the available 

as all spins possess the same frequency and 

. Phase encoding is achieved by applying a magnetic field gradient 

or) across the 

s the same frequency 

with a phase that depends on their position along the direction of the applied 

Frequency encoding is 

axis to induce a linear 

frequency shift (arrow orientation) across the hydrogen nuclei (C). Following 

in the resulting phase and frequency 

can be related to 

of each hydrogen nuclei 

, which persists after the gradient 



is turned off. This results in all the 

(orientation of the arrow in Figure 12A) 

leads to a unique phase component along the y

frequency encoding gradient is applied to mod

The result of both phase and frequency encoding produces a unique frequency and phase 

component of the signal for each hydrogen nuclei that is related to its spatial position 

along the x- and y-axis. Slice selec

spatial origin (x,y,z) of the measured signal, which allows differentiation of the local 

signals from different locations 

pass filter and phase sensitive detection (details not described here) t

following slice selection, phase encoding, and frequency encoding becomes

where Gx and Gy are the frequency and phase encoding gradient amplitudes, respectively, 

x and y are the spatial position along the x

the duration of the phase encoding gradient. 

 

IMAGE RECONSTRUCTION

Equation 16 represents the measured signal in the time domain.

combination of signals from all over the object being imaged. 

a series of sine waves, each with an individual frequency and amplitude. The Fourier 

transform allows us to determine what

say, the Fourier transform 

domain. The signal in MR is
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. This results in all the hydrogen nuclei precessing at the same frequency 

(orientation of the arrow in Figure 12A) but in different phases (color in 

a unique phase component along the y-axis based on spatial location. Next, a 

frequency encoding gradient is applied to modify the resonant frequency along the x

The result of both phase and frequency encoding produces a unique frequency and phase 

component of the signal for each hydrogen nuclei that is related to its spatial position 

. Slice selection and spatial encoding allow the isolation of the 

spatial origin (x,y,z) of the measured signal, which allows differentiation of the local 

locations of the imaged object. Following the application of a low

nsitive detection (details not described here) the measured signal 

following slice selection, phase encoding, and frequency encoding becomes

are the frequency and phase encoding gradient amplitudes, respectively, 

are the spatial position along the x- and y-axes, respectively, t is time, and 

the duration of the phase encoding gradient.  

ECONSTRUCTION  

6 represents the measured signal in the time domain. 

combination of signals from all over the object being imaged. Any signal is composed of 

a series of sine waves, each with an individual frequency and amplitude. The Fourier 

determine what those frequencies and amplitudes are. That

the Fourier transform converts the signal from the time domain into the frequency 

The signal in MR is encoded using magnetic field gradients

the same frequency 

color in Figure 12B) and 

axis based on spatial location. Next, a 

frequency along the x-axis. 

The result of both phase and frequency encoding produces a unique frequency and phase 

component of the signal for each hydrogen nuclei that is related to its spatial position 

allow the isolation of the 

spatial origin (x,y,z) of the measured signal, which allows differentiation of the local 

Following the application of a low-

he measured signal 

following slice selection, phase encoding, and frequency encoding becomes 

 

are the frequency and phase encoding gradient amplitudes, respectively, 

is time, and tPE is 

 This signal is a 

ny signal is composed of 

a series of sine waves, each with an individual frequency and amplitude. The Fourier 

those frequencies and amplitudes are. That is to 

converts the signal from the time domain into the frequency 

magnetic field gradients, which relate 



frequency and (rate of change of) phase to position

allows an image to be comprised of the

At this point, two new terms 

of Gx(t) and Gy(t) 

 

Both kx(t) and ky(t) represent the frequency space (or k

followed by the frequency and phase encoding gradients, 

case of constant gradient waveforms (i.e. rectangular shaped gradient pulses) both 

Gy are constant. Thus, Eqs. 16 and 17 produce the following signal in k

Taking the inverse Fourier transform of the 

repeated for each phase encoding step,

space. The final reconstructed signal for each x and y pixel location in the image

 

GRADIENT RECALLED ECHO 

Using the principles of nuclear magnetic resonance in combination with RF 

and spatial encoding by magnetic field gradients, there are many ways to form an image. 

One of the more common types of image acquisition strategies is called Gradient 

Recalled Echo (GRE) imaging. A basic overview of a typical GRE imaging sequence is 
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frequency and (rate of change of) phase to position. The separation of the

allows an image to be comprised of the amplitude of these signals within

At this point, two new terms kx(t) and ky(t), need to be introduced as the time integrals 

(t) represent the frequency space (or k-space) coordinates of the path 

followed by the frequency and phase encoding gradients, Gx and Gy. In the simplified 

case of constant gradient waveforms (i.e. rectangular shaped gradient pulses) both 

stant. Thus, Eqs. 16 and 17 produce the following signal in k-space:

Taking the inverse Fourier transform of the complete k-space signal of Eq. 18

phase encoding step, results in the final measured signal in image 

inal reconstructed signal for each x and y pixel location in the image

CHO IMAGING  

Using the principles of nuclear magnetic resonance in combination with RF 

spatial encoding by magnetic field gradients, there are many ways to form an image. 

One of the more common types of image acquisition strategies is called Gradient 

Recalled Echo (GRE) imaging. A basic overview of a typical GRE imaging sequence is 

these frequencies 

of these signals within an image.  

(t), need to be introduced as the time integrals 

 

space) coordinates of the path 

. In the simplified 

case of constant gradient waveforms (i.e. rectangular shaped gradient pulses) both Gx and 

space: 

 

space signal of Eq. 18, which is 

results in the final measured signal in image 

inal reconstructed signal for each x and y pixel location in the image is thus 

 

Using the principles of nuclear magnetic resonance in combination with RF excitation 

spatial encoding by magnetic field gradients, there are many ways to form an image. 

One of the more common types of image acquisition strategies is called Gradient 

Recalled Echo (GRE) imaging. A basic overview of a typical GRE imaging sequence is 



shown in Figure 13 through a schematic diagram that details the application of the RF 

pulse(s) and gradient waveforms known as a pulse sequence diagram.

 

Figure 13.  Pulse sequence diagram of 

the application of a 

(SS), phase encoding gradient (PE), and the frequency encoding 

(RO).   

 

An initial RF pulse is played to 

and frequency encoding gradients are

phase and frequency of the magnetization

formation of a gradient echo (signal)

the frequency encoding readout gradient.

the peak of the echo in the middle of

time during which the peak signal is obtained is called
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Figure 13 through a schematic diagram that details the application of the RF 

pulse(s) and gradient waveforms known as a pulse sequence diagram. 

 

.  Pulse sequence diagram of a standard GRE imaging sequence showing 

the application of a radiofrequency pulse (RF), slice select encoding gradient 

(SS), phase encoding gradient (PE), and the frequency encoding readout 

An initial RF pulse is played to produce transverse magnetization. 

and frequency encoding gradients are played to produce a linear spatial variation in the 

of the magnetization along the phase and frequency direction

of a gradient echo (signal) results from applying a dephasing gradient before 

readout gradient. The goal of this dephasing gradient is to obtain 

in the middle of the readout gradient when the data are acquired. 

time during which the peak signal is obtained is called the Echo Time (TE)

Figure 13 through a schematic diagram that details the application of the RF 

sequence showing 

slice select encoding gradient 

readout gradient 

magnetization. Phase encoding 

played to produce a linear spatial variation in the 

along the phase and frequency direction. The 

g gradient before 

The goal of this dephasing gradient is to obtain 

the data are acquired. The 

Echo Time (TE). The 



dephasing readout gradient has the opposite polarity of the readout gradient 

during data acquisition. Moreover, its dephasing effect is designed so that it corresponds 

to half of the dephasing effect of the readout gradient during data acquisition

area of the readout gradient during data acquisition)

acquisition, the readout gradient will rephase the spins in the first half of the readout (by 

reversing the dephasing effect of the dephasing lobe), and the spins will dephase in

second half (due to the dephasing effect of the readout gradient). 

gradient area is varied to fill k

view (FOVPE), and pixel size, 

location in k-space for phase encode line n is: 

where APE (n) is the area of the phase encoding gradient for line n. 

encoding gradient is needed 

phase encoding line and the other (

such that:  

The frequency encoding readout gradient area is similarly determined by the desired 

image matrix size NRO, field

(sampling rate), 1/∆t, in the frequency encode direction

of data acquisition, Tacq, is determined by the readout receiver bandwidth

number of k-space lines in the frequency encode direction, N
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gradient has the opposite polarity of the readout gradient 

during data acquisition. Moreover, its dephasing effect is designed so that it corresponds 

to half of the dephasing effect of the readout gradient during data acquisition

a of the readout gradient during data acquisition). Consequently, during data 

acquisition, the readout gradient will rephase the spins in the first half of the readout (by 

reversing the dephasing effect of the dephasing lobe), and the spins will dephase in

second half (due to the dephasing effect of the readout gradient). The phase encoding 

to fill k -space based on the desired image matrix size N

), and pixel size, ∆y, in the phase encode direction. From Eq. [17] the 

space for phase encode line n is:  

(n) is the area of the phase encoding gradient for line n. Thus, 

is needed for each line in k-space. The distance in k-space between one 

ase encoding line and the other (∆ky, where  ∆ky = kPE(n+1) – kPE(n)) must be chosen 

The frequency encoding readout gradient area is similarly determined by the desired 

, field-of-view (FOVRO), pixel size, ∆x, and readout

t, in the frequency encode direction (see Eq. 24 below)

, is determined by the readout receiver bandwidth

space lines in the frequency encode direction, NRO: 

gradient has the opposite polarity of the readout gradient applied 

during data acquisition. Moreover, its dephasing effect is designed so that it corresponds 

to half of the dephasing effect of the readout gradient during data acquisition (i.e. half the 

. Consequently, during data 

acquisition, the readout gradient will rephase the spins in the first half of the readout (by 

reversing the dephasing effect of the dephasing lobe), and the spins will dephase in the 

The phase encoding 

space based on the desired image matrix size NPE, field-of-

. From Eq. [17] the 

 

Thus, a different phase 

space between one 

(n)) must be chosen 

 

The frequency encoding readout gradient area is similarly determined by the desired 

x, and readout bandwidth 

(see Eq. 24 below). The duration 

, is determined by the readout receiver bandwidth, ∆f, and the 

 



Similar to Eq. [20], the location in k

while the distance in k-

other must be chosen such that:

The gradient amplitude for the plateau duration of the read

by combining Eqs. [22-24

Figure 14 shows how a GRE pulse sequence diagram results in acquisition of data in k

space and the resulting image after applying the Fourier transform.
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the location in k-space for frequency encode line n is:

-space between one frequency encoding readout 

other must be chosen such that: 

he gradient amplitude for the plateau duration of the readout gradient can be determined 

4]:   

Figure 14 shows how a GRE pulse sequence diagram results in acquisition of data in k

space and the resulting image after applying the Fourier transform. 

encode line n is: 

 

 

space between one frequency encoding readout point and the 

 

out gradient can be determined 

 

Figure 14 shows how a GRE pulse sequence diagram results in acquisition of data in k-
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Figure 14.  Pulse sequence diagram of a standard GRE imaging sequence (A) and 

corresponding k-space acquisition (B) resulting in the final magnitude k-space 

data (C) and image space data following the application of the Fourier transform 

(D).   
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CHAPTER 2 

CARDIOVASCULAR MAGNETIC RESONANCE IMAGING  

Acquiring MRI images of the cardiovascular system is complicated by the intrinsic 

motion of the heart during image acquisition. To enable imaging of the heart while it 

beats, images are acquired in segments during different time points throughout the 

cardiac cycle and pieced together to create a movie of a single heart beat comprised of 

image data acquired during several heartbeats. This requires longer scan times compared 

to standard non-segmented imaging, but enables imaging of the heart as it beats. 

Additionally, respiratory motion can pose a problem during cardiac MR acquisitions, but 

this is commonly avoided by having the patient hold their breath during image 

acquisition. This chapter discusses the main techniques used to make cardiac MRI 

feasible in the presence of cardiac motion   

 

CARDIAC TRIGGERING AND SEGMENTATION  

An electrocardiogram (ECG) records the electrical activity of the heart as detected by 

electrodes, which are attached to the surface of the skin and recorded by a device external 

to the body. The most prominent characteristic of a typical ECG signal is the QRS 

complex, which reflects the depolarization of the right and left ventricles just prior to 

contraction. In particular, the R amplitude is generally the most significant feature in the 

ECG signal and can easily be distinguished from other electrical events during the 

cardiac cycle. The time between two consecutive R-peaks (RR-interval) can therefore 

serve as a trigger for data acquisition. More specifically, the detection of the R-wave can 
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be used to synchronize MR imaging with the cardiac cycle, which is commonly referred 

to as cardiac triggering. 

There are two types of cardiac synchronization used in MR imaging methods: 

prospective triggering and retrospective gating (Figure 15). Prospectively triggered ECG 

pulse sequences make use of trigger delays and acquisition windows for data acquisition. 

Following the detection of an RR-interval, an optional trigger delay prolongs the start of 

image acquisition after which image acquisition begins for a duration specified by the 

user. Afterwards, there exists another delay, which represents the difference of the RR-

interval and the user-specified acquisition window. Only a portion of the k-space data, 

called a segment, is acquired during each heartbeat. Following this delay, another RR-

interval is detected and the process is repeated to acquire additional k-space segments.  

This process is repeated for as many heartbeats as needed to fill all of k-space. For 

retrospectively gated pulse sequences, the detection of an RR-interval initiates data 

acquisition, which continues until the detection of the next RR-interval. Unlike 

prospective ECG triggering, retrospective ECG gating updates the next segment without 

a gap. 

 



Figure 15. Depiction of prospective 

 

Cardiac segmentation is used 

imaging (Figure 16). Each segment is 

a single heartbeat, where N is the total number of heart beats 

cardiac cine representing the motion of a single heart beat, 

Each image of the cardiac cine represents a snapshot of the heart’s motion corresponding 

to a certain time point in the cardiac cycle. The individual images of the cardiac cine are 

referred to as cardiac phases.

is called the views per segment

more lines of k-space are collected

the total acquisition time 

A 
 
 
 
 
 
 

 
 

B 
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Depiction of prospective triggering (A) and retrospective gating 

Cardiac segmentation is used to reduce the total imaging time of 

ach segment is then used to acquire 1/Nth of the image data 

single heartbeat, where N is the total number of heart beats required to reconstruct 

cardiac cine representing the motion of a single heart beat, “averaged” over N heart beats.

ge of the cardiac cine represents a snapshot of the heart’s motion corresponding 

to a certain time point in the cardiac cycle. The individual images of the cardiac cine are 

cardiac phases. The number of k-space lines acquired during each 

is called the views per segment (VPS). As the number of imaging segments increases, 

space are collected during one cardiac phase, resulting in a reduction in 

 at the expense of reduced temporal resolution, T

 

gating (B). 

to reduce the total imaging time of for cardiac cine 

used to acquire 1/Nth of the image data during 

required to reconstruct a 

over N heart beats. 

ge of the cardiac cine represents a snapshot of the heart’s motion corresponding 

to a certain time point in the cardiac cycle. The individual images of the cardiac cine are 

during each segment 

segments increases, 

during one cardiac phase, resulting in a reduction in 

TRes. 



 

Equations [1-4] show that 

acquisition time (in either heartbeats or seconds) 
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] show that segmented MR imaging represents a tradeoff between total 

(in either heartbeats or seconds) and temporal resolution.

 

segmented MR imaging represents a tradeoff between total 

and temporal resolution.  



Figure 16. Segmented k

with NPE = 4 and VPS = 2 leading to 8 cardiac phases reconstructed over the 

course of 2 heart beats. The nomenclature (P# 

# and k-space line #. 

during the first heart beat.  

NPE=192, and VPS=10 (not depicted here for simplicity and to save space), which 

would result in 20 cardiac phases 

and require 20 heart beats

interval (60 beats per minute heart rate). 

 

34 

. Segmented k-space for a multiphase cardiac MR image acquisition 

= 4 and VPS = 2 leading to 8 cardiac phases reconstructed over the 

heart beats. The nomenclature (P# and L#) refers to the cardiac phase 

 Note, for example, that lines 1 and 2 are acquired repeatedly 

st heart beat.  Typical cardiac MR imaging sequences use TR

=192, and VPS=10 (not depicted here for simplicity and to save space), which 

20 cardiac phases reconstructed with a 50ms temporal resolution 

heart beats, or 19.2 second breath hold duration for a 1

(60 beats per minute heart rate).  

 

space for a multiphase cardiac MR image acquisition 

= 4 and VPS = 2 leading to 8 cardiac phases reconstructed over the 

cardiac phase 

Note, for example, that lines 1 and 2 are acquired repeatedly 

Typical cardiac MR imaging sequences use TR~5ms, 

=192, and VPS=10 (not depicted here for simplicity and to save space), which 

reconstructed with a 50ms temporal resolution 

for a 1 second RR-



PHASE CONTRAST 

MRI techniques offer 

anatomic depiction of the heart and vessels. 

to tissue motion offers the possibility to acquire spatially registered functional 

information simultaneously with 

sensitivity to flow and motion, which can 

many applications. However, t

with flexible spatial and temporal resolution 

cardiovascular function and hemodynamics. In particular, 

enables clinicians to evaluate vascular flow, cardiac output, ventricular function, valvular 

regurgitation, stenotic flow velocities, 

shear stress, pulse wave velocities, 

 

VELOCITY ENCODING  

As previously described, the signal in MRI, 

a magnitude and phase component. Traditionally, MR images are 

the magnitude of Mxy, but phase images can similarly be constructed

evolution of the MR signal phase for moving spins can be derived from the precession

frequency of the spins in a local magnetic field. The Larmor frequency of 

time and location, ω(r,t

inhomogeneity ΔB0, and an applied time varying magnetic field gradient 

35 

CHAPTER 3 

ONTRAST MAGNETIC RESONANCE IMAGING

offer a non-invasive imaging method for the highly accurate 

of the heart and vessels.  In addition, the intrinsic sensitivity of MRI 

offers the possibility to acquire spatially registered functional 

simultaneously with morphological data. Most MRI sequences demonstrate 

motion, which can often lead to undesired image 

However, the intrinsic motion sensitivity of MRI can

with flexible spatial and temporal resolution (4,5) in a variety of applications

cardiovascular function and hemodynamics. In particular, Phase Contrast MRI (

enables clinicians to evaluate vascular flow, cardiac output, ventricular function, valvular 

regurgitation, stenotic flow velocities, pulmonary-systemic shunt volumes

shear stress, pulse wave velocities, pressure gradients, and myocardial motion 

ibed, the signal in MRI, Mxy, is a vector quantity, 

a magnitude and phase component. Traditionally, MR images are viewed 

, but phase images can similarly be constructed 

signal phase for moving spins can be derived from the precession

spins in a local magnetic field. The Larmor frequency of 

,t), in the presence of a static magnetic field 

, and an applied time varying magnetic field gradient 

MAGING  

method for the highly accurate 

In addition, the intrinsic sensitivity of MRI 

offers the possibility to acquire spatially registered functional 

sequences demonstrate 

undesired image artifacts for 

sensitivity of MRI can also be applied 

applications to quantify 

Phase Contrast MRI (PC-MRI) 

enables clinicians to evaluate vascular flow, cardiac output, ventricular function, valvular 

volumes, vessel wall 

and myocardial motion (18,19).  

vector quantity, thereby having 

viewed by looking at 

 (Figure 17). The 

signal phase for moving spins can be derived from the precessional 

spins in a local magnetic field. The Larmor frequency of the spins at any 

), in the presence of a static magnetic field B0, local field 

, and an applied time varying magnetic field gradient G(t) is given by 

 



Figure 17. The measured complex signal, 

magnitude and/or phase image.

 

After signal reception, the acquired signal is 

frequency in the static magnetic field (transformation of the MR signal into the rotating 

frame of reference, which 

Eq. [1]). Integration of Eq. [

after an applied RF pulse (at 

Using a Taylor series expansion, Eq. [

with r(n) representing the motion of the imaged tissue (described below)

the imaged tissue does not change fast with respect to the temporal resolution of data 
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. The measured complex signal, Mxy, can be used to construct a 

magnitude and/or phase image. 

After signal reception, the acquired signal is demodulated with respect to the Larmor 

frequency in the static magnetic field (transformation of the MR signal into the rotating 

, which results in exclusion of the main magnetic field term, 

). Integration of Eq. [1] results in the phase of the corresponding measured signal 

RF pulse (at t0) at the time of the echo (TE): 

Using a Taylor series expansion, Eq. [2] can be re-written as 

representing the motion of the imaged tissue (described below). 

the imaged tissue does not change fast with respect to the temporal resolution of data 

 

, can be used to construct a 

demodulated with respect to the Larmor 

frequency in the static magnetic field (transformation of the MR signal into the rotating 

results in exclusion of the main magnetic field term, B0, from 

he corresponding measured signal 

 

 

. If the motion of 

the imaged tissue does not change fast with respect to the temporal resolution of data 
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acquisition, then the corresponding velocities can be approximated to be constant during 

data acquisition. Thus r(t) can be represented as a first order displacement r(t)  = r0 + v(t 

– t0). Equation [3] can then be simplified as 

 

where the zero and first order gradient components describe the influence of magnetic 

field gradients on spins with position, r, and velocity, v, respectively:  

 

Equations 5a and 5b shows the integrals describing the contribution of the magnetic 

field gradients are also known as nth order gradient moments Mn such that the first 

gradient moment M1 determines the velocity induced signal phase for moving spins while 

the zero gradient moment M0 determines the position induced signal phase for stationary 

spins. When M0 = 0 to refocus the position-related phase (Chapter 1), the measured phase 

in Eq. [4] depends on the velocity of the imaged tissue: 

 

where Eq. [6a] represents the measured phase for stationary tissue (v = 0) and Eq. [7] 

represents the measured phase for moving tissue (v ≠ 0). As a result, the first gradient 

moments can be manipulated to specifically encode information about a spins position 

and/or velocity, which is directly related to the measured phase.  
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GRADIENT MOMENTS 

Gradient moments were described mathematically in Eq. [5]. The zero gradient 

moment, M0, represents the area of the gradient waveform and has units of mT/m/ms. 

The first gradient moment, M1, represents the product of area of the gradient waveform 

and it’s duration, which has units of mT/m/ms2. These values are better understood by 

visualizing the gradient waveforms and their corresponding moments (Figure 18). A 

simple positively lobed trapezoid gradient waveform results in a non-zero M0 and M1. A 

bi-polar trapezoid gradient waveform results in M0 = 0 and a non-zero M1. A tri-polar 

trapezoid gradient waveform, which is commonly referred to as a flow compensated 

waveform, results in M0 = M1 = 0.  
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Figure 18. Different gradient waveforms and their corresponding zero (blue), M0, 

and first (red), M1, moments. 

 

By applying gradient waveforms with specific M0 and M1 characteristics, the 

measured phase from Eq. [4] can be dependent upon both a spins position and velocity, 

just the spins position, or just the spins velocity. For example, the application of a 

gradient waveform with non-zero values for M0 and M1 results in a measured phase that 

depends on the spins position and velocity. Similarly, a gradient waveform with M1 = 0 

and a non-zero M0 results in a measured phase that depends on the spins position. Finally, 

a gradient waveform with M0 = 0 and a non-zero M1 results in a measured phase that 
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depends on the spins velocity, which is the primary objective in PC-MRI. However, 

background phase arising from magnetic field susceptibility and/or magnetic field 

inhomogeneity (ϕ0 in Eq. [4]) cannot be eliminated by manipulating the gradient 

moments. As a result, typical PC-MRI experiments use two measurements with different 

gradient waveforms for cancellation of these phase errors (14-16). In each measurement, 

the gradient waveforms are designed to null M0, M0,1 = M0,2 = 0 (where M0,1 and M0,2 are 

the zero gradient moment for the first and second measurement, respectively), to refocus 

the position-related phase, but with a net difference in M1, ∆M1 = M1,1 – M1,2, to yield 

provide a velocity dependent phase that is devoid of ϕ0 :      

 

In Eq. [7], φ      (r,TE) is the phase difference between the two velocity encoded images, 

γ is the gyromagnetic ratio, v is the velocity, and M1,1 and M1,2 are the first gradient 

moments for the two measurements, which produce a net difference of ∆M1. Phase 

images can be reconstructed with values ranging from [-π,+π]. The velocity encoding 

strength (VENC), defined as the velocity that produces a phase shift of |π| radians, is 

determined by ∆M1:  

 
 

The desired VENC is achieved by manipulating M1,1 and M1,2, which can be done using 

several velocity encoding strategies.  

 

 

 

VELOCITY ENCODING STRATEGIES  
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The target ∆M1 is achieved by acquiring two velocity encoded acquisitions of the 

form: 

 

where α describes first moment distribution and depends on the selected velocity 

encoding strategy.  Conventionally, velocity encoding is employed by using either a pair 

of equal and opposite bipolar flow encoding gradients (Bipolar) or a set of flow 

compensated and flow encoded gradients (FCFE).  Bipolar encoding is designed with α = 

0.5 (14,15) while FCFE is designed with α = 0 (16,17). Although not widely appreciated, 

Bipolar velocity encoding is more time-efficient for low VENCs, which is important for 

measuring cerebral spinal fluid (CSF) flow and myocardial motion, while FCFE is more 

time efficient for mid to high VENCs (Figure 20). Furthermore, FCFE has reduced signal 

loss during the flow compensated acquisition images due to intravoxel velocity-related 

phase dispersion (20,21) and reduced ghosting artifacts in the phase encode direction 

arising from large M1 induced velocity-related phase shifts (15).  

Both velocity encoding strategies demand specific values of α to produce the required 

∆M1 in Eq. [9]. This requirement can be inefficient and typically leads to velocity 

encoding gradient waveforms that are unequal in duration, which limits the minimum 

achievable TE/TR. Bernstein et al. (22) used velocity encoding gradients without 

constraining α. The only requirement was that the encoding acquisitions produced the 

required ∆M1. This results in shorter velocity encoding gradient waveforms compared to 

FCFE and Bipolar encoding methods. Although not widely adopted, this velocity 

encoding strategy, referred to as asymmetric velocity encoding and discussed further in 

Chapters 7 and 8, results in the shortest velocity encoding gradient durations and 

concomitant reductions in TE/TR.  



 

Figure 19. Comparison of FCFE (A), Bipolar (B), and Asymmetric (C) velocity 

encoding strategies for the same imaging parameters and VENC. 

represents the first gradient moment

methods. Asymmetric encoding 

fastest. 
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Comparison of FCFE (A), Bipolar (B), and Asymmetric (C) velocity 

encoding strategies for the same imaging parameters and VENC. M

represents the first gradient moments for each PC-MRI experiment. ∆

symmetric encoding always achieves the target ∆M1 (i.e. VENC) the 

A 
 
 
 
 
 
 
 

B 
 
 
 
 
 
 
 

C 

Comparison of FCFE (A), Bipolar (B), and Asymmetric (C) velocity 

M1,1 and M1,2  

∆M1=X for all 

(i.e. VENC) the 
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Figure 20. Minimum achievable TE (ms) plotted as a function of the target VENC 

(cm/s) for conventional Bipolar (grey) and FCFE (black). Imaging parameters 

were 192 × 120 encoding matrix, 1.6 mm × 1.6 mm × 5 mm acquisition voxel, 

30° flip angle, 4 views-per-segment, 600 µs RF pulse width, 814 Hz/px receiver 

bandwidth, and a maximum slew rate of 157 mT/m/ms. 

 

 

CARDIAC IMAGE LOCALIZATION AND ACQUISITION  

Before PC-MRI measurements can be made, several steps are required in order to 

obtain specific views of the heart. After the patient is prepared and placed inside the MRI 

scanner, a three-plane scout image is acquired to begin localization.  From an axial 

pseudo-long axis view of the heart, an imaging plane is defined, which passes through the 

base and apex of the left ventricle.  This gives another oblique pseudo-long axis view of 

the heart. A 4-chamber view of the heart is obtained by again defining a plane through 

the base and apex of the left ventricle, providing a doubly-oblique view of the left and 
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right atria and ventricles. A stack of short axis images of the heart are then acquired by 

defining multiple planes spanning from the apex of the left ventricle to the valves above 

the base of the heart.  Next, a plane is defined by selecting three points within the aortic 

valve, mitral valve, and apex of the left ventricle.  This provides a view of the left 

ventricular outflow tract (LVOT), which shows the left ventricle and the ascending aorta 

(aAo).  A plane parallel to the aAo, gives us a view perpendicular to the LVOT.  For PC-

MRI images of the aAo above the level of the aortic valve, a final perpendicular plane 

distal to the aortic valve and coronary ostia is prescribed.  From here aAo PC-MRI 

images are acquired. A complete overview of PC-MRI aAo localization is shown in 

Figure 5.  Similarly, a view of the right ventricular outflow tract (RVOT), which shows 

the right ventricle and the main pulmonary artery (PA) is obtained by selecting three 

points within the pulmonary valve, tricuspid valve, and apex of the right ventricle. A 

plane parallel to the PA, gives us a view of the perpendicular RVOT.  For PC-MRI 

images of the PA above the level of the pulmonary valve, a final perpendicular plane 

located downstream from the pulmonary valve and proximal to the first bifurcation is 

prescribed.  From here PA PC-MRI images are acquired. Additionally, a stack of 

transverse black blood images at the level of the valves can be used to locate the 

pulmonary bifurcation where the PA splits into the right and left branch pulmonary 

arteries (RPA/LPA). RPA/LPA PC-MRI images are acquired by defining planes 

perpendicular to the RPA and LPA that are distal to the bifurcation.  Once PC-MR 

images are acquired, careful post-processing must be completed to accurately convert 

measurements of phase into meaningful hemodynamic properties, such as blood velocity 

and flow. 



Figure 21. A detailed description of localization for the aortic valve. A coronal 

localizer (1) image is used to prescribe 

heart (2). A plane prescribed through the base and apex of the left ventricle (blue) 

produces a sagittal long axis view of the heart (3). A four chamber view of the 

heart (4) is produced by prescribing a plane throu

ventricle (orange). A series of short axis transverse slices (sea green and magenta) 

of the heart are used to provide a view of the valves (5a) and the apex of the heart 

(5b). Three points defined within the aortic valve, m

heart (yellow) produce a view of the left ventricular outflow tract (6). A plane is 

prescribed parallel to the aorta (cyan) to provide a perpendicular view of the left 

ventricular outflow tract (7). Another perpendicular plane 

to produce a view of the aor
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. A detailed description of localization for the aortic valve. A coronal 

localizer (1) image is used to prescribe (red) a transverse long axis view of the 

heart (2). A plane prescribed through the base and apex of the left ventricle (blue) 

produces a sagittal long axis view of the heart (3). A four chamber view of the 

heart (4) is produced by prescribing a plane through the base and apex of the left 

ventricle (orange). A series of short axis transverse slices (sea green and magenta) 

of the heart are used to provide a view of the valves (5a) and the apex of the heart 

(5b). Three points defined within the aortic valve, mitral valve, and apex of the 

heart (yellow) produce a view of the left ventricular outflow tract (6). A plane is 

prescribed parallel to the aorta (cyan) to provide a perpendicular view of the left 

ventricular outflow tract (7). Another perpendicular plane (hunter green) is used 

to produce a view of the aortic valve (8), where blood flow can be measured

 

. A detailed description of localization for the aortic valve. A coronal 

(red) a transverse long axis view of the 

heart (2). A plane prescribed through the base and apex of the left ventricle (blue) 

produces a sagittal long axis view of the heart (3). A four chamber view of the 

gh the base and apex of the left 

ventricle (orange). A series of short axis transverse slices (sea green and magenta) 

of the heart are used to provide a view of the valves (5a) and the apex of the heart 

itral valve, and apex of the 

heart (yellow) produce a view of the left ventricular outflow tract (6). A plane is 

prescribed parallel to the aorta (cyan) to provide a perpendicular view of the left 

(hunter green) is used 

blood flow can be measured (9). 
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QUANTITATIVE MEASURES OF BLOOD VELOCITY AND FLOW  

Each pixel within a PC-MR image contains a phase measurement that is proportional 

to the velocity of moving spins. The pixel values range from [-π, π], which corresponds 

to [-VENC,+VENC]. First, a region-of-interest (ROI) must be contoured to include blood 

pixels within the lumen of the vessel of interest. From the pixels within this ROI, 

measurements of velocity and flow can be obtained.  Measurements of velocity and flow 

can be computed by scaling the mean ROI signal intensity in the PC-MRI phase images 

by VENC/π, which assigns a velocity value to each pixel in units of cm/s. From this, the 

measured mean velocity within a ROI can be measured for each cardiac phase. The mean 

flow rate in units of mL/s can be calculated by multiplying the mean ROI velocities by 

the area of the ROI. Furthermore, the net flow in units of mL can be calculated by 

integrating the mean flow rate over the duration of the cardiac cycle. Similarly, the total 

forward or total reverse flow can be calculated by multiplying positive or negative mean 

ROI velocities by the area of the ROI, respectively.  

 

BACKGROUND PHASE ERRORS 

The application of a linear magnetic field gradient induces additional magnetic fields 

with non-linear spatial dependence (23). This is a consequence of Maxwell’s equations 

for the divergence and curl of the magnetic field.  Furthermore, considerable gradient 

non-linearities can introduce deviations from the nominal gradient strength and 

orientation (24). Both phenomena result in altered gradient moments used for velocity 

encoding. Resulting errors in the measured phase shifts used for velocity encoding due to 

deviations in the expected M0 and M1 values of the applied gradient waveforms, which 
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can cause significant deviations in velocity quantification. Background phase errors 

arising from concomitant (Maxwell) gradient terms can be corrected through the 

application of online analytic correction techniques, which are commonly applied within 

the reconstruction framework of most vendors.   

Time-varying magnetic fields (e.g. velocity encoding gradients) induce eddy 

currents in nearby conducting structures. Eddy currents create unwanted magnetic fields, 

which lead to phase errors in velocity measurements because they do not subtract in 

phase difference processing. Unlike the other background phase errors previously 

discussed, eddy currents cannot be corrected with an analytic solution. Non-compensated 

eddy current-induced background phase errors can introduce substantial errors in flow 

quantification. These errors result in a baseline shift of the velocity vs. time curve that is 

integrated to calculate blood flow. The magnitude of the baseline velocity shift depends 

on a number of imaging parameters, including where the imaging is conducted, relative 

to the magnetic isocenter, the imaging plane, and the velocity encoding strength. 

Importantly, small velocity offset errors often lead to much larger errors in blood flow 

quantification. This is because blood flow is calculated by integrating the velocity values 

within the cross-section of a vessel over time. Small velocity errors sum into a larger flow 

error that increases linearly with the cross-sectional area of the vessel. This is perhaps 

best illustrated with an example. Consider the measurement of aortic flow in a patient 

who has an aortic cross-sectional area of 5 cm2. Assuming a VENC of 150 cm/s and a 1% 

velocity offset error (1.5 cm/s), a patient with a typical stroke volume of 80 mL/beat will 

have about a 10% error (1.5 cm/s × 5 cm2 = 7.5 mL/s) in the measured flow due to eddy 

current-induced background phase errors. With this in mind, Gatehouse et. al (25) have 
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established an acceptable eddy current threshold criteria. Based on theoretical 

calculations, a velocity offset error of 0.6 cm/s (representing just 0.4% of a VENC of 150 

cm/s) is barely acceptable, potentially causing about 5% miscalculation of cardiac output 

and up to 10% error in shunt measurement. 

Several eddy current correction methods have been proposed, which include image-

based techniques and phantom calibration. Image-based techniques include the analysis 

of a background region of interest in stationary tissue adjacent to the vessel of interest, as 

well as using more distant stationary tissue and estimating phase offsets using linear or 

higher order interpolation (26-28). Errors can also be corrected by repeating the same 

imaging sequence with identical slice prescriptions and sequence parameters with a 

stationary fluid phantom and then subtracted from the patient PC-MRI phase images 

(29,30). Stationary phantom techniques, while widely considered to be the “gold 

standard” for eddy current velocity offset correction, are inefficient because they require 

additional measurements. Furthermore, image-based techniques may be inaccurate, 

particularly if there is insufficient stationary tissue in the acquisition plane, if stationary 

tissue signal is poor, or if velocity and/or image aliasing produces spatial non-linearity of 

phase offsets (25). 

 

CLINICAL SIGNIFICANCE OF PC-MRI  MEASUREMENTS 

PC-MRI is a non-invasive, non-ionizing technique which can be used to accurately 

measure blood velocity and flow with flexible spatial and temporal resolution (4,5) and 

image orientation.  PC-MRI has a range of established cardiovascular applications, 

especially in the diagnosis and treatment of congenital heart disease (CHD) and impaired 
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heart valves (24, 25). There are many other interesting PC-MRI applications including 

the measurement of CSF flow and myocardial velocity mapping.  

PC-MRI is considered the clinical ‘gold standard’ for non-invasive quantification of 

blood flow (31,32). Other methods of quantifying blood flow include cardiac 

catheterization and echocardiography. Cardiac catheterization is the ‘gold standard’ for 

evaluating hemodynamics, but ionizing radiation, invasiveness, and expense mean that “it 

is not a practical method for longitudinal follow-ups,” (6) which are needed to identify 

the optimal timing for clinical intervention. Ionizing radiation concerns also limit the 

repeated use of computed tomography and nuclear scintigraphy, especially in the case of 

CHD patients who will undergo a multitude of examinations throughout their lifetime. 

Body habitus combined with vessel angulation and the interposition of surgical scarring 

and the lungs limit the effectiveness of echocardiography (7-9). This is especially true for 

evaluation of the right heart, where echocardiography measures of branch pulmonary 

artery flow, pulmonary regurgitant fraction/volume, or flow in the main pulmonary artery 

is challenging.  

PC-MRI is most commonly used to quantify vascular flow in the great vessels of the 

heart. Specifically, total, forward, and reverse flow can be evaluated in addition to 

measurements of mean and peak velocity. PC-MRI can be performed to calculate cardiac 

output (31,33) and in the presence of clinically significant valvular regurgitation enables 

more accurate assessment of cardiac output than does cine MRI. Impaired left ventricular 

filling, diastolic dysfunction, can be measured with PC-MRI in a variety of ways similar 

to the methods used in Doppler echocardiography. PC-MRI is a valuable tool for 

evaluating flow dynamics in CHD. Directionality and quantification of flow in 
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anomalous vascular structures can be directly measured. Pulmonary-systemic shunts can 

be quantified by measurement of flow in the pulmonary trunk and aorta and calculation 

of the pulmonary to systemic blood flow ratio (Qp/Qs). PC-MRI can be used for the 

evaluation of valvular disease by measuring the regurgitant fraction (ratio of forward and 

reverse flow) across the aortic, pulmonary, mitral, and tricuspid valves.  PC-MRI can also 

be used for measuring the slower velocities of myocardial wall motion, which can be 

used to obtain multidirectional velocity information similar to that obtained with tissue 

Doppler imaging without the limitations imposed by acoustic windows. 

Despite decades of research, our ability to measure blood flow with phase contrast is 

still hampered by quantitative inaccuracies leading to clinically significant errors, which 

dampens clinical enthusiasm for the technique. Nevertheless PC-MRI continues to be a 

compelling clinical technique because of the need to non-invasively measure flow in a 

wide range of clinical contexts. Despite clinical preference and guidelines (2,7,10-13) 

suggesting the use of PC-MRI for flow measurements, its accuracy and reliability are 

frequently questioned due to poor internal consistency or inconsistent results compared to 

other clinical findings. 

For example, the conservation of mass dictates that blood flow measured in the 

ascending aorta should be equal to blood flow measured in main and sum of the branch 

pulmonary arteries. Even in the absence of shunts and regurgitant flow, discrepancies 

between these territories frequently exist in the clinic. Results such as these continue to 

be a source of clinical frustration and in order for phase contrast to become an absolutely 

quantitative measure of flow, both the accuracy and precision of these measurements 

must be improved.  What follows is the discussion and analysis of numerous sources of 
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errors in PC-MRI blood flow measurements and the resulting proposed solutions in an 

effort towards absolutely quantitative PC-MRI flow measurements. 
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CHAPTER 4 

CHEMICAL SHIFT -INDUCED PHASE ERRORS 

 

In this chapter, PC-MRI errors arising from chemically shifted perivascular fat 

(Specific Aim #1) is discussed. Perivascular fat that surrounds most vessels can 

chemically shift across the vessel wall into the lumen.  The complex fat signal then adds 

to the complex water signal and leads to a clinically significant measurement error that 

does not subtract in phase difference imaging.  Herein we define the effects of chemically 

shifted perivascular fat in PC-MRI and develop a coherent error reduction strategy. We 

hypothesize that chemical shift-induced phase errors can be effectively eliminated by 

careful selection of the receiver bandwidth and echo time (TE), leading to more accurate 

PC-MRI measures of blood flow. 

 

INTRODUCTION  

PC-MRI is subject to numerous sources of error, which decrease clinical confidence 

in the reported measures. These sources of error include eddy currents (29), Maxwell 

terms (24), gradient field distortions (23), off-resonance (34), variations in intra-thoracic 

pressure that arise during breath holding (35,36), non-optimized parameter selection, and 

chemical shift effects. There exist established correction methods for many of these 

errors (23,24,29), but chemical shift effects and the concomitant methods to reduce these 

errors in PC-MRI have not been thoroughly described. Gatehouse et al. described a 5% 

error in a stroke volume to be a limit of acceptability in PC-MRI flow measurements 

(25). Herein we adopt this criterion and state that sources of error must contribute <5% 

flow measurement error to be clinically insignificant. 
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Herein we outline the theoretical basis of chemical shift in PC-MRI, and then use 

computational simulations, in vitro, and in vivo experiments to illustrate how 

perivascular fat can chemically shift across the vessel wall into the lumen and impart a 

significant phase measurement error. Importantly, we will show that the chemical shift 

effects in PC-MRI do not subtract in phase difference processing, but these errors can be 

reduced to clinically insignificant levels with a judicious choice of bandwidth (BW) and 

TE. As we will demonstrate, the effects of chemical shift on quantitative PC-MRI 

measurements are complex as they depend on the field strength, receiver BW, echo time, 

and the presence or absence of perivascular fat. This has important implications for 

quantitative, longitudinal, multicenter trials, which require both quantitative imaging 

clinical endpoints and high methodological reproducibility.  

To test the theory, we hypothesized that chemical shift induced phase errors in PC-

MRI introduce significant flow measurement errors in vivo. Therefore, the objectives of 

this study were to: (1) analytically define and quantify the contribution of chemically 

shifted perivascular fat to quantitative PC-MRI flow measurement errors; and (2) define 

the BW and TE that reduces errors in PC-MRI net forward flow measurements in the 

ascending aorta (aAo), main pulmonary artery (PA), and sum of the right and left 

pulmonary arteries (RPA + LPA) to clinically insignificant levels. 

 

THEORY  

In PC-MRI, velocity encoded images can be formed from an interleaved set of 

acquisitions using both flow compensated and flow encoded gradients (22). The complex 

MRI signals (Z) depend on the signal magnitude (M) from stationary fat (MFat) and 
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flowing blood (MBlood), the signal phase (ø) from stationary fat (øFat) and flowing blood of 

velocity, v, (øV), as well as off-resonance (øOff): 

 

Eq. [1] does not include the effects of eddy currents, Maxwell terms, or other phase 

errors. From a pair of complex flow images, ZC (flow compensated) and ZE (flow 

encoded), the measured phase difference (θ) is given by Eq. [2] (14,15,37,38). 

 

Where * denotes the complex conjugate and arg yields the angle (i.e. phase) between the 

two complex vectors (i.e. arg(x+iy) = atan(y/x)): 

 

Eq. [3] and Fig. 22 demonstrate that although off-resonance effects due to intravoxel 

magnetic field inhomogeneity cancel out during phase difference processing, the effects 

of chemically shifted perivascular fat do not. As a result, stationary perivascular fat 

contributes to the measurement of θ whenever MFat or øFat is non-zero. Perivascular fat 

surrounds most vessels and can chemically shift across the vessel wall into the lumen, 

thereby superposing the off-resonant phase and magnitude of fat onto a pixel containing 

flowing blood. Depending on the vessel wall thickness, perivascular fat can chemically 

shift into the vessel lumen and corrupt the complex MRI signal near the vessel wall then 

adds to the complex blood signal, which can lead to a clinically significant over- or 

underestimation of blood velocity within a vessel depending on the magnitude and phase 



of the fat signal relative to the phase of 

 

Figure 22. Components of the transverse magnetization from a flow compensated 

(ZC) and flow encoded (

eddy currents, Maxwell terms, and other phase errors, the 

is encoded with a phase that depends upon the first moment of the velocity 

encoding gradient and the blood velocity (black arrows). 

of chemically shifted fat (dashed arrow) sum with the complex blood signal to 

form the ZC and ZE measured signals (

fat does not cancel with the phase difference method (

required experiments are differentially affected by chemical shift (

 

The magnitude of the chemically shifted fat signal depends upon the steady

signal magnitude of MFat

chemically shifted fat within a measurement pixel. The percent of chemically shifted
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al relative to the phase of blood.  

 

Components of the transverse magnetization from a flow compensated 

) and flow encoded (ZE) experiment. In the absence of field inhomogeneity, 

eddy currents, Maxwell terms, and other phase errors, the blood (i.e. water) signal 

a phase that depends upon the first moment of the velocity 

encoding gradient and the blood velocity (black arrows). The off-resonant effects 

of chemically shifted fat (dashed arrow) sum with the complex blood signal to 

measured signals (gray arrows). Note that the contribution of 

does not cancel with the phase difference method (øC - øE) because the two 

required experiments are differentially affected by chemical shift (øCS,C

The magnitude of the chemically shifted fat signal depends upon the steady

Fat relative to MBlood, the vessel wall thickness, and the percent of 

chemically shifted fat within a measurement pixel. The percent of chemically shifted

Components of the transverse magnetization from a flow compensated 

field inhomogeneity, 

(i.e. water) signal 

a phase that depends upon the first moment of the velocity 

resonant effects 

of chemically shifted fat (dashed arrow) sum with the complex blood signal to 

the contribution of 

) because the two 

CS,C ≠ øCS,E). 

The magnitude of the chemically shifted fat signal depends upon the steady-state 

, the vessel wall thickness, and the percent of 

chemically shifted fat within a measurement pixel. The percent of chemically shifted fat 
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represents the amount of fat that is spatially shifted into the vessel and is controlled by 

BW and spatial resolution (Fig. 23) according to the following: pixel shift = δf•BW-1•∆x, 

where δf is the off-resonance frequency shift between water and fat (δf 3T ~420 Hz; 

scanner reported B0 = 2.89T) and ∆x is the spatial resolution in the readout direction. 

Chemically shifted perivascular fat shifts further into the vessel at low BW (LBW) 

compared to high BW (HBW) (39). The spatial shift of fat, and thus the percent of 

chemically shifted fat within a pixel, is greater at lower bandwidths compared to higher 

bandwidths. The effects of BW on the accuracy of PC-MRI measurements are 

summarized in Fig. 24a. 

The phase of fat is determined by δf and the TE:  

 

A careful distinction is to be made between øFat and øCS: øFat is the phase of fat, as 

determined by Eq. [4], whereas øCS is the chemical shift phase error arising for a given 

experiment (i.e. øCS,E is the chemical shift induced phase error for the flow encoded 

measurement in Fig. 22). 

A TE that orients fat to be in-phase with stationary water (i.e. blood) is referred to as 

an in-phase TE (TEIN) and, similarly, a TE that orients fat to be out-of-phase with 

stationary water is referred to as an out-of-phase TE (TEOUT). From Eq. [4] it can be 

shown that at 3T, TEIN occurs at 2n•1.23 ms and TEOUT occurs at (2m-1)•1.23 ms, where 

n=[0,1,2,…] and m=[1,2,3,…]. Similarly, echo times that orient the fat signal 

perpendicular to the stationary water signal include TE+π/2, which occurs at (2n+0.5)•1.23 

ms, and TE-π/2, which occurs at (2m-0.5)•1.23 ms.  



Figure 23. The experimentally measured spatial shift of chemically shifted 

perivascular fat in a phantom setup depends on the choice of high or low 

bandwidth (HBW or LBW) and spatial resolution (top two rows). Fat chemically 

shifts more to the right at LBW (

also at lower spatial resolutions (column c). Column a: Images with no 

“perivascular” fat (“vessel” surrounded by water). Column 

fat (“vessel” surrounded by oil) at a standard spatial resolution. Col

“perivascular” fat at lower spatial resolution. The bottom row is a theoretical 

representation of the distribution of signal as a consequence of both chemical shift 

effects and partial voluming at LBW. The black region arises due to fat 

chemically shifting out of that region (signal void), the green region arises as a 

result of fat chemically shifting into the vessel wall (signal overlap of wall and fat 

signal), and the orange region arises due to fat chemically shifting through the 

vessel wall and into the vessel lumen (signal overlap of blood and fat signal), 

which leads to chemical shift induced phase errors.
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The experimentally measured spatial shift of chemically shifted 

perivascular fat in a phantom setup depends on the choice of high or low 

bandwidth (HBW or LBW) and spatial resolution (top two rows). Fat chemically 

shifts more to the right at LBW (middle row) compared to HBW (

also at lower spatial resolutions (column c). Column a: Images with no 

“perivascular” fat (“vessel” surrounded by water). Column b: with “perivascular” 

fat (“vessel” surrounded by oil) at a standard spatial resolution. Col

“perivascular” fat at lower spatial resolution. The bottom row is a theoretical 

representation of the distribution of signal as a consequence of both chemical shift 

effects and partial voluming at LBW. The black region arises due to fat 

lly shifting out of that region (signal void), the green region arises as a 

result of fat chemically shifting into the vessel wall (signal overlap of wall and fat 

signal), and the orange region arises due to fat chemically shifting through the 

and into the vessel lumen (signal overlap of blood and fat signal), 

which leads to chemical shift induced phase errors. 

The experimentally measured spatial shift of chemically shifted 

perivascular fat in a phantom setup depends on the choice of high or low 

bandwidth (HBW or LBW) and spatial resolution (top two rows). Fat chemically 

compared to HBW (top row) and 

also at lower spatial resolutions (column c). Column a: Images with no 

: with “perivascular” 

fat (“vessel” surrounded by oil) at a standard spatial resolution. Column c: with 

“perivascular” fat at lower spatial resolution. The bottom row is a theoretical 

representation of the distribution of signal as a consequence of both chemical shift 

effects and partial voluming at LBW. The black region arises due to fat 

lly shifting out of that region (signal void), the green region arises as a 

result of fat chemically shifting into the vessel wall (signal overlap of wall and fat 

signal), and the orange region arises due to fat chemically shifting through the 

and into the vessel lumen (signal overlap of blood and fat signal), 
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Blood near the vessel wall is typically slow flowing (especially under laminar flow 

conditions) and therefore has a near zero phase. The effects of TE on the phase difference 

measurements are summarized in Fig. 24b. The use of TE-π/2 causes the phase component 

of a stationary fat vector to be oriented approximately perpendicular in the negative 

direction to the slow flowing blood vector, which leads to a decrease in the measured θ. 

The use of TEIN causes the phase component of a stationary fat vector to be oriented in 

approximately the same direction as the slow flowing blood vector, which leads to a 

decrease in the measured θ. The use of TEOUT causes the phase component of the fat 

vector to be oriented in approximately the opposite direction of the slow flowing blood 

vector, which leads to an increase in the measured θ. The use of TE+π/2 causes the phase 

component of the fat vector to be oriented approximately perpendicular to the blood 

vector, in the positive direction, which leads to an increase in the measured θ. 

 In summary, Eq. [3] demonstrates that chemical shift differentially affects the flow 

compensated and flow encoded experiments and, unlike off-resonance effects, does not 

cancel out during phase difference processing. The chemical shift induced phase error is 

greater at LBW compared to HBW and also at TE±π/2 compared to TEIN or TEOUT. 

Collectively, the magnitude of the chemical shift error at different BWs and TEs can be 

summarized by Eq. [5], where Truth is defined as the net forward flow measured in the 

absence of chemical shift induced phase errors:  

 

Eq. [5] and Fig. [24] show that HBW always reduces errors from fat more than LBW. For 

a given BW, TEIN leads to reduced errors from fat compared to TEOUT because TEIN 

places fat more in-phase with slow flowing blood (øv ≈ 0) near the vessel wall (Fig. 24b). 



Figure 24. The effects of chemical shift phase (

measurements. (a) In the absence of chemical shift and other phase errors, flowing 

spins are encoded with an amount of phase proportional to their velocity (

black arrow). When chemical shift effects are taken into consideration the 

of high or low bandwidth (HBW or LBW) scales the magnitude (radius of the 

gray circles in (a)) of the complex fat factor because it controls the percent of 

partial-volume fat. HBW results in a lower percent of partial

magnitude) than LBW, which for a fixed TE results in 

it is apparent that the TE determines the phase of the complex fat factor (dashed 

arrow), which adds to the blood velocity vector (black arrow) to produce the 

ZE complex signal (gray arrow) and s

phase error. TEIN leads the fat vector to be closely aligned with the blood vector 

when the blood velocity is low, which is typical of the vessel lumen periphery 

where CS effects are likely to be problematic. 

errors from chemical shift (
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The effects of chemical shift phase (ϕCS) on quantitative PC

measurements. (a) In the absence of chemical shift and other phase errors, flowing 

spins are encoded with an amount of phase proportional to their velocity (

black arrow). When chemical shift effects are taken into consideration the 

of high or low bandwidth (HBW or LBW) scales the magnitude (radius of the 

gray circles in (a)) of the complex fat factor because it controls the percent of 

volume fat. HBW results in a lower percent of partial-volume fat (reduced 

than LBW, which for a fixed TE results in ϕCS,HBW < ϕCS,LBW

it is apparent that the TE determines the phase of the complex fat factor (dashed 

arrow), which adds to the blood velocity vector (black arrow) to produce the 

complex signal (gray arrow) and subsequently impacts the magnitude of the 

leads the fat vector to be closely aligned with the blood vector 

when the blood velocity is low, which is typical of the vessel lumen periphery 

e likely to be problematic. The use of TEIN leads to reduced 

from chemical shift (ϕCS,TE-π/2 < ϕCS,TE IN < ϕv, Blood < ϕ

 

quantitative PC-MRI 

measurements. (a) In the absence of chemical shift and other phase errors, flowing 

spins are encoded with an amount of phase proportional to their velocity (ϕv, 

black arrow). When chemical shift effects are taken into consideration the choice 

of high or low bandwidth (HBW or LBW) scales the magnitude (radius of the 

gray circles in (a)) of the complex fat factor because it controls the percent of 

volume fat (reduced 

CS,LBW . In (b) 

it is apparent that the TE determines the phase of the complex fat factor (dashed 

arrow), which adds to the blood velocity vector (black arrow) to produce the ZC or 

ubsequently impacts the magnitude of the 

leads the fat vector to be closely aligned with the blood vector 

when the blood velocity is low, which is typical of the vessel lumen periphery 

leads to reduced 

ϕCS,TE OUT < 
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ϕCS,TE+π/2).  
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METHODS 

Computational Simulations 

A theoretical understanding of chemically shifted perivascular fat in PC-MRI was 

achieved, in part, through the use of computational simulations. Constant laminar blood 

flow (v=50 cm/s) and tri-phasic laminar blood flow (vPeak = 50 cm/s; the first 50% of the 

waveform ranged from 0 to vPeak, the next 25% ranged from 0 to -0.05•vPeak and then 

back to 0, and the last 25% ranged from 0 to 0.05•vPeak and then back to 0) was modeled 

using a “vessel” geometry (15.9/1.6 mm inner diameter/wall thickness) that emulated the 

right or left branch pulmonary artery. The simulations used the following imaging 

parameters: 8.5/9.1 ms TR (3T/1.5T), 2.80/3.08/3.38/3.69/4.01/4.30/4.60/4.92 ms TEs at 

3T and 5.36/5.95/6.55/7.15/2.98/3.57/4.17/4.76 ms TEs at 1.5T (TE+π/4/TE+π/2/ 

TE+3π/4/TEOUT/TE-3π/4/TE-π/2/TE-π/4/TEIN), 1.7 mm × 1.7 mm × 6 mm acquisition voxel, 

30° flip angle, BWs of 100, 200, 300, 401 (LBW), 500, 600, 700, 814 (HBW), 900, and 

1000 Hz/pixel, and VENC = 50 cm/s. The simulated TEs were chosen based on the 

achievable TEs within our current pulse sequence. The simulated TRs were chosen as the 

minimum available TR for the longest TE and lowest BW at each field strength. 

 The signal magnitude of flowing blood, the vessel wall, and fat for a spoiled gradient 

echo sequence was determined analytically from the work proposed by Gao et al. (40), 

which was altered to account for in-flow effects: 

 

Where, M0 is the equilibrium magnetization, TE and TR are the gradient echo time and 
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repetition time respectively, α is the imaging flip angle, d is the slice thickness, ∆x and ∆y 

are the pixel resolutions in the x and y dimensions, v is the tissue velocity, and m, which 

represents the number of RF excitations a spin experiences, is determined by, 

   

where int indicates the integer value corresponding to the round off quotient.  in Eq. 

[6b] is determined by the following equation:  

 

Values of the T1, T2, and proton density (PD) at 3T (1.5T) for each tissue type were 

obtained from literature results: T1=1700 ms (T1=1400 ms), T2=275 ms, PD=0.90 

(blood); T1=500 ms (T1=350 ms), T2=100 ms, PD=0.98 (fat); and T1=1400 ms (T1=1000 

ms), T2=30 ms, PD=1.0 (vessel wall) (41,42). The oil spectrum was measured with 

spectroscopy at 3T and the frequency shift was found to be 1.4ppm. The chemical shift of 

the mixture of glycerol and water (“blood”) was estimated to be 4.35ppm, based on 

proton weighted peak averaging and literature values of glycerol (43). Our computer 

simulations assume two single resonances, one for “blood” (water and glycerol) and one 

for fat (vegetable oil) with a frequency difference of 2.96ppm. Our simulations were 

conducted with B0 = 2.89T for 3T B0 = 1.49T for 1.5T based on the scanner reported 

field strengths.  

 Eq. [6] describes three flow regimes. Static spins (v = 0, Eq. [6a]) are subject to 

multiple RF pulses, resulting in the development of a steady state signal. For spins 

moving at a velocity such that they do not fully escape the slice during the TR (v  < d/TR, 

Eq. [6b]), a portion of the spins occupying the selective slice are replenished each TR by 
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fresh inflowing spins with an equilibrium level of magnetization. Lastly, if the spins have 

a velocity such that they escape the imaging slice during the TR (v  ≥ d/TR, Eq. [6c]), 

then they only experience a single RF pulse and exhibit a maximum signal.  

The simulations were conducted with perivascular fat at LBW (high partial volume of 

fat pixels) and HBW (lower partial volume of fat pixels) as well as with stationary water 

in place of perivascular fat to yield the true flow result in the absence of chemical shift 

effects. The simulations were conducted under the assumption of a perfect slice profile. 

The simulated field of view was 25 × 25 mm with a spatial resolution of 1.7 mm × 1.7 

mm. The simulation was conducted under super-resolution conditions to better model 

partial volume effects. To do this, the image was simulated at 100x the imaging 

resolution yielding a 1500 × 1500 complex array for blood, fat, and the vessel wall. The 

signal magnitudes were computed using Eq. [6]. The phase of the blood signal was 

assigned for each matrix element based on the simulated constant laminar or tri-phasic 

laminar velocity profiles at each spatial position. The off-resonance phase of fat at 1.5 T 

and 3T was derived using δf1.5T and δf3T, the simulated TEs, and Eq. [4]. The vessel wall 

was assumed to be static and on-resonance with blood, thus its phase matrix consisted 

entirely of zeros. 

For the simulations with perivascular fat, the fat array was spatially shifted by 45 

(1.5T) and 91 (3T) pixels in the super-resolution domain (equivalent to 0.45 and 0.91 

pixels in the imaging domain, respectively) for LBW (401 Hz/pixel) and by 22 (1.5T) and 

45 (3T) pixels in the super-resolution domain (0.22 and 0.45 pixels in the imaging 

domain, respectively) for HBW (814 Hz/pixel) to simulate the chemical shift effect (pixel 

shift = δf•BW-1•100 spins/pixel). The complex signal from the three simulated tissues 
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was obtained from: 

 

The complex signals for all three tissues within 100 × 100 pixels in the super-resolution 

domain were added together to constitute one imaging pixel 

The net forward flow of blood in the simulated vessel was computed by calculating 

the velocity of every pixel within the simulated vessel by scaling the phase result by 

VENC/π (cm/s). The resulting pixel velocities were then multiplied by the spatial 

resolution (pixel area, cm2) to calculate the flow rate (mL/s) and finally integrated over 

the cardiac cycle to yield the net forward flow results (mL).   

 

In Vitro Phantom Experiments 

The theoretical effects of chemical shift induced PC-MRI errors were compared to 

those obtained in flow phantom experiments. All imaging was performed on a Siemens 

Trio 3 Tesla system (Siemens Medical Solutions, Erlangen, Germany) with 40 mT/m 

maximum gradient amplitude and 200 T/m/s maximum slew rate. PC-MRI data was 

acquired in a sealed tube (19.1/1.6 mm diameter/wall thickness) surrounded first by water 

and then by vegetable oil to simulate perivascular fat. Blood-mimicking fluid (40% 

glycerol, 60% water) was circulated through the phantom by a CardioFlow 1000MR 

computer-controlled displacement pump (Shelley Medical Imaging Technologies, 

Toronto, Ontario, Canada) at a constant programmed flow rate of 25 mL/s. 

Measurements were performed using a 12-element head coil. The flow rate and tubing 

were selected to approximate the velocity and vessel dimensions of the branch pulmonary 
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arteries. 

The PC-MRI protocol used a cine gradient echo phase-contrast sequence with the 

following sequence parameters: 8.5 ms TR, 4.92/6.15/5.54/6.77 ms TEs (minimum 

achievable TEIN/TEOUT/TE+π/2/TE-π/2), 192 × 120 encoding matrix, 1.7 mm × 1.7 mm × 6 

mm acquisition voxel, 30° flip angle, BWs of 401 Hz/pixel (LBW) and 814 Hz/pixel 

(HBW) Hz/pixel, 4 views-per-segment, a temporal resolution of 68ms, 20 phases 

reconstructed from a 20 second acquisition using retrospective ECG gating, and 

GRAPPA (44) parallel imaging with an acceleration factor of 2 and 24 central k-space 

reference lines. An artificial ECG signal was generated using a physiologic signal 

simulation tool available as part of the scanner’s software environment. The R-R interval 

was adjusted to 1000 ms (60 beats per minute). Through-plane velocity encoding was 

performed using interleaved flow-compensated and flow-sensitive encoding with a 

VENC of 70 cm/s.  

 

In Vivo Imaging Experiments 

Based upon the theoretical and experimental findings, in vivo experiments were 

performed to demonstrate the effects of chemical shift errors in PC-MRI in healthy 

volunteers (N=10). The university’s Institutional Review Board (IRB) approved the study 

and informed consent was obtained for each subject prior to MRI scanning. After 

addressing each subject’s concerns, each subject was positioned head first in the supine 

position on the scanner bed and imaged using a 6-element body matrix and 6-element 

spine matrix coils for signal reception. Blood flow was measured using PC-MRI in the 

aAo, PA, RPA, and LPA of ten (N=10) volunteers (3 female, 7 male; age 25.9±4.7 years) 
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with no previous history of cardiovascular disease. High-resolution black blood turbo 

spin echo (TSE) images were also acquired with and without fat saturation (45,46) during 

end-systole in order to define the presence (or absence) of perivascular fat for the vessel 

of interest in the same slices used for PC-MRI flow measurement. 

The imaging plane for aAo flow was located in the ascending aorta distal to the aortic 

valve and coronary ostia. The imaging plane for flow in the PA was located downstream 

from the pulmonary valve and proximal to the bifurcation. The imaging planes for the 

LPA and RPA were located ~1 cm distal to the pulmonary bifurcation.  All imaging 

planes were prescribed on the cine images during end-systole with end-expiratory breath 

holds. 

PC-MRI flow measurements were obtained using the same sequence parameters as in 

the in vitro phantom experiments with the following changes: 8.5 ms TR, 4.92/5.54 ms 

TEIN/TE+π/2, 340 × 233 FOV, 256 × 160 matrix, 1.3 mm × 1.3 mm × 6 mm acquisition 

voxel, BWs of 399 Hz/pixel (LBW) and 814 Hz/pixel (HBW), and a VENC of 125 cm/s 

for all flow territories. 

Note that the minimum available TR at LBW was used during HBW scans in order to 

ensure the resulting differences in the PC-MRI measurements were only due to the 

change in BW, and not due to changes in TR. 

 

Image Processing 

 Data were processed offline using MATLAB (The MathWorks, Natick, MA) and a 

DICOM viewing tool (Osirix, www.osirix-viewer.com). Eddy current correction was 

conducted through the use of a stationary phantom (25,29,30,47) for in vivo studies after 
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the subject was removed from the scanner and, in the case of the in vitro phantom studies, 

with the flow turned off. For quantitative flow assessment, a region-of-interest (ROI) was 

drawn in Osirix  for each vessel territory. This same ROI was copied into the stationary 

eddy current phantom images and background phase errors were subtracted in MATLAB. 

The net forward flow was calculated as described in the Methods section for the 

computational simulations. 

 

Statistical Analysis 

Chemical Shift Effects on Net Forward Flow – An analysis of the maximum difference 

(∆Max) in the measured net forward flow for measurements obtained in the aAo, PA, 

RPA, and LPA at LBW-TEIN, HBW-TEIN, HBW-TE+π/2, and LBW-TE+π/2 for ten patients 

was conducted. Pulmonary to systemic blood flow ratios (Qp/Qs, PA flow divided by 

aAo flow) were calculated for each individual. A two-sample t-test with Holm-Sidak post 

hoc correction was used to measure the statistical significance of the differences in ∆Max 

between vessels with and without perivascular fat and Qp/Qs at HBW-TEIN vs. LBW-

TE+π/2. Additionally, the mean ∆Max was calculated for each patient’s flow territory in mL 

and also as a percentage (percent mean ∆Max). 

 

Relative Blood Flow Comparison – For the in vivo experiments, according to Eq. [5] and 

Fig. 24, we expect the net forward flow measurements to be ordered as follows: 
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Blood Flow Comparison Between Flow Territories – Bland-Altman (48) plots were 

constructed to show that the reduction of chemical shift induced flow errors improved the 

intra-patient agreement of flow in the various territories as evidenced by a decrease in the 

measurement bias (mean difference between the two measurements) and limits of 

agreement (95% confidence intervals, 95%-CI) between the net forward flow in the aAo 

and PA, aAo and RPA+LPA, and PA and RPA+LPA at HBW-TEIN and LBW-TE+π/2. In 

addition, the measurement bias was evaluated using a paired t-test with Holm-Sidak post 

hoc correction.  

 

RESULTS 

Computational Simulations versus In Vitro Phantom Studies 

Figure 25A demonstrates that constant laminar flow computational simulations and in 

vitro phantom studies show nearly identical chemical shift effects over a range of BWs 

and TEs. Net flow results follow the expected trends of Eq. [5], with HBW-TEIN being 

closest to programmed volume flow rate (“Truth”=48mL) and LBW-TE+π/2 being 

furthest from “Truth.” The 3T tri-phasic laminar flow computational simulations (Fig. 

25C) overestimate the net forward flow compared to “Truth” at LBW-TE+π/2 (54mL vs. 

48 mL, 12%) compared to HBW-TEIN (47.9 mL vs. 48 mL, 0.2%), whereas the 1.5T tri-

phasic laminar flow computational simulations (Fig. 25E) overestimate the net forward 

flow LBW-TE+π/2 (50mL vs. 48 mL, 4%) compared to HBW-TEIN (47.9 mL vs. 48 mL, 

0.2%). 

 



Figure 25. Impact of 

flow measurements. (

in vitro (bars) 3T results show nearly identical chemical shift effects 

(“Truth”=48mL). Computer simulations of constant lamin

phasic flow (C,E) at 3T and 1.5T demonstrate that the use of HBW

to the known flow of 48mL and has the least chemical shift induced PC

errors. Other BW and TE combinations at 3T (1.5T) can lead to as much as a 12% 

(3%) underestimate (LBW

tri-phasic flow. 
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. Impact of receiver bandwidth (BW) and echo time (TE) on PC

flow measurements. (A) Constant laminar flow computer simulations (dots) and 

(bars) 3T results show nearly identical chemical shift effects 

Computer simulations of constant laminar flow (

) at 3T and 1.5T demonstrate that the use of HBW-TE

to the known flow of 48mL and has the least chemical shift induced PC

errors. Other BW and TE combinations at 3T (1.5T) can lead to as much as a 12% 

(3%) underestimate (LBW-TE-π/2) or a 12% (4%) overestimate (LBW

 

receiver bandwidth (BW) and echo time (TE) on PC-MRI 

) Constant laminar flow computer simulations (dots) and 

(bars) 3T results show nearly identical chemical shift effects 

ar flow (B,D) and tri-

TEIN is closest 

to the known flow of 48mL and has the least chemical shift induced PC-MRI 

errors. Other BW and TE combinations at 3T (1.5T) can lead to as much as a 12% 

) or a 12% (4%) overestimate (LBW-TE+π/2) for 
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In Vivo Studies 

Chemical Shift Effects on Net Forward Flow – Not every volunteer had visible 

perivascular fat surrounding every measured vessel (Fig. 26). To qualitatively illustrate 

the effects of chemical shift the net forward flow data from the aAo, PA, RPA, and LPA 

at LBW-TEIN, HBW-TEIN, HBW-TE+π/2, and LBW-TE+π/2 for all ten patients were 

arranged in a bar-chart to show that changing the BW and TE can systematically lead to 

changes in measured flow. The results for each vessel are arranged in order of their 

theoretically expected trend (Fig. 27). For vessels in which minimal perivascular fat was 

observed in the TSE images (annotated with an * below each dataset) the bar-charts 

appear much flatter (low ∆Max) than vessels wherein perivascular fat was detected.  In the 

presence of perivascular fat the bar-charts step upward from LBW-TEIN (smaller ∆Max) to 

LBW-TE+π/2 (larger ∆Max) as expected in Eq. [5].  

The ∆Max in aAo, PA, LPA, and all vessels with fat is significantly greater than ∆Max 

in those vessels with minimal perivascular fat (Table 1). The analysis could not be 

conducted in the RPA because every vessel had visible perivascular fat. 

The mean ∆Max and percent mean ∆Max for the aAo, PA, RPA, and LPA is 

summarized in Table 2. The mean ∆Max was greatest in the PA (8.9±6.7 mL) and smallest 

in the LPA (3.1±1.8 mL). The percent mean ∆Max was greatest in the RPA (13.8±7.9%) 

where every vessel had observed perivascular fat and the vessel wall was thinnest. The 

percent mean ∆Max was smallest in the aAo (5.3±3.7%) where perivascular fat was not 

observed in 4 of the 10 vessels and had the thickest vessel walls.  

 

 



 

Figure 26. Turbo spin

highlight the presence of perivascular fat, especially around the PA in (a) and (b) 

and the lack of perivascular fat around the LPA in (c) and (d). TV

valve; MV-mitral valve; aAo

pulmonary artery; LPA
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. Turbo spin-echo (TSE) (a,c) and TSE with Fat-Sat images 

highlight the presence of perivascular fat, especially around the PA in (a) and (b) 

and the lack of perivascular fat around the LPA in (c) and (d). TV

mitral valve; aAo-ascending aorta; and dAo-descending aorta; PA

pulmonary artery; LPA-left pulmonary artery; LV-left ventricle. 

Sat images (b,d) 

highlight the presence of perivascular fat, especially around the PA in (a) and (b) 

and the lack of perivascular fat around the LPA in (c) and (d). TV-Tricuspid 

ing aorta; PA-



Figure 27. Net forward flow (mL) data at LBW

and LBW-TE+π/2 in normal subjects (N=10). The maximum difference (

the measured net forw

is used to indicate that minimal perivascular fat was observed in the TSE images. 

In general, the trends follow the 

aAo are small compared to other

observed perivascular fat and a thicker vessel wall. b) The chemical shift induced 

flow measurement errors in the PA can be large due to the presence of 

perivascular fat and a relatively thin vessel wall. c

RPA that had minimal perivascular fat, whereas this was common in the aAo, PA, 

and LPA. Additionally, the thin wall of the RPA makes it easy for perivascular fat 

to spatially shift into the vessel lumen. Therefore, all subject

susceptible to chemical shift induced flow errors. d) Perivascular fat was not as 

consistently observed in the LPA compared to the RPA. 
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. Net forward flow (mL) data at LBW-TEIN, HBW-TEIN, HBW

in normal subjects (N=10). The maximum difference (

the measured net forward flow is presented above each dataset. An asterisk (‘*’) 

is used to indicate that minimal perivascular fat was observed in the TSE images. 

In general, the trends follow the expectation in Eq. [5].  a) The mean 

aAo are small compared to other vascular territories due to the small amounts of 

observed perivascular fat and a thicker vessel wall. b) The chemical shift induced 

flow measurement errors in the PA can be large due to the presence of 

perivascular fat and a relatively thin vessel wall. c) Note that no subject had an 

minimal perivascular fat, whereas this was common in the aAo, PA, 

and LPA. Additionally, the thin wall of the RPA makes it easy for perivascular fat 

to spatially shift into the vessel lumen. Therefore, all subjects’ RPAs were 

susceptible to chemical shift induced flow errors. d) Perivascular fat was not as 

consistently observed in the LPA compared to the RPA.  

 

, HBW-TE+π/2, 

in normal subjects (N=10). The maximum difference (∆Max) in 

ard flow is presented above each dataset. An asterisk (‘*’) 

is used to indicate that minimal perivascular fat was observed in the TSE images. 

Eq. [5].  a) The mean ∆Max in the 

vascular territories due to the small amounts of 

observed perivascular fat and a thicker vessel wall. b) The chemical shift induced 

flow measurement errors in the PA can be large due to the presence of 

) Note that no subject had an 

minimal perivascular fat, whereas this was common in the aAo, PA, 

and LPA. Additionally, the thin wall of the RPA makes it easy for perivascular fat 

s’ RPAs were 

susceptible to chemical shift induced flow errors. d) Perivascular fat was not as 
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Table 1: Comparison of the maximum difference between LBW-TEIN, HBW-TEIN, 

HBW-TE+π/2, and LBW-TE+π/2 forward flow measurements in the aAo, PA, RPA, and 

LPA in normal subjects. 

 

 ∆Max No Fat [mL] ∆Max Fat [mL] n / m *P-Value  

aAo 1.8 ± 0.5 6.4 ± 2.8 4 / 6 0.01 

PA 2.0 ± 0.9 11.9 ± 5.8 3 / 7 0.04 

RPA -- 6.0 ± 2.9 0 / 10 -- 

LPA 1.3 ± 1.0 4.3 ± 1.0 4 / 6 0.003 

All Vessels 1.7 ± 0.8 7.2 ± 4.4 10 / 30 0.001 

 

Data is expressed as mean ± standard deviation in mL. 

n is the number of vessels where minimal perivascular fat was observed. 

m is the number of vessels where perivascular fat was observed. 

*P-values<0.05 show a significant difference in ∆Max indicating the presence of 

perivascular fat leads to significant flow errors in PC-MRI. 
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Table 2: Comparison of the mean maximum difference between LBW-TEIN, HBW-TEIN, 

HBW-TE+π/2, and LBW-TE+π/2 forward flow measurements in the aAo, PA, RPA, and 

LPA in normal subjects (N=10).  

 

 Mean ∆Max [mL] Percent Mean ∆Max 

aAo 4.6 ± 3.2 5.3 ± 3.7 

PA 8.9 ± 6.7 9.4 ± 6.8 

RPA 6.0 ± 2.9 13.8 ± 7.9 

LPA 3.1 ± 1.8 8.0 ± 5.5 

 

Data is expressed as mean ± standard deviation in mL. 

 

Relative Blood Flow Comparison – The measured phase at LBW-TEIN, HBW-TEIN, 

HBW-TE+π/2, and LBW-TE+π/2 follow the expected trends of Eq. [10] for all of the 

volunteers. Note that when there is not an apparent trend this is always associated with a 

lack of observable perivascular fat in the black blood TSE images, hence the trend is still 

as expected. The Qp/Qs ratios were closer to one with lower variance when measured 

with HBW-TEIN and compared to LBW-TE+π/2 (1.05±0.03 vs. 1.08±0.09, p=0.10), but 

not statistically different. 
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Blood Flow Comparison Between Flow Territories – The Bland-Altman plots and 

statistics (Fig. 27) show higher internal consistency (lower bias and smaller 95%-CIs) at 

HBW TEIN compared to LBW TE+π/2 across all flow territories.  

 The magnitude of the bias in net forward flow between the aAo and PA, aAo and 

RPA+LPA, and PA and RPA+LPA demonstrates a larger flow discrepancy in different 

subjects when using LBW-TE+π/2 compared to HBW-TEIN (Table 3). The PA vs. 

RPA+LPA comparison failed to reach a significant statistical difference due to the fact 

that seven of the thirty vessels in this comparison did not have notable perivascular fat.   

 The bias in net forward flow between the aAo and PA, aAo and RPA+LPA, and PA 

and RPA+LPA was shown to be significantly lower at HBW-TEIN compared to LBW-

TE+π/2 (Table 3). The PA vs. RPA+LPA comparison failed to reach a significant 

statistical difference likely due to the fact that seven of the ten vessels in this comparison 

contained no notable perivascular fat. If these seven vessels were excluded from the 

statistical comparison, the comparison reaches statistical significance. The internal 

consistency between the net forward flow in the aAo and RPA+LPA was higher at both 

HBW-TEIN (0.5 mL bias) and LBW-TE+π/2 (-2.4 mL bias) compared to across any other 

vessel combination. 
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Table 3: Comparison of the bias (mean difference) between HBW-TEIN and LBW-TE+π/2 

forward flow measurements in the aAo vs. PA, aAo vs RPA+LPA, and PA vs. 

RPA+LPA in normal subjects (N=10). 

 

 HBW-TE IN LBW -TE+π/2 
 

*P-Value 

 

 

aAo vs. PA 
4.9 ± 2.4 9.8 ± 6.4 0.01 

 

aAo vs. RPA+LPA 
1.3 ± 0.8 4.0 ± 3.2 0.03 

 

PA vs. RPA+LPA 
5.4 ± 3.1 7.4 ± 5.9 0.25 

 
†PA vs. RPA+LPA 

2.0 ± 0.3 5.0 ± 2.9 0.03 

 

Data is expressed as mean ± standard deviation in mL.  

†Excludes seven vessels that contained minimal perivascular fat. 

*P<0.05 show a significant difference in the measurement bias indicating HBW-

TEIN is less susceptible to chemical shift flow errors compared to LBW-TE+π/2. 
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DISCUSSION 

Both theory and an in vivo comparison of the maximum difference in net forward 

flow between vessels with and without perivascular fat indicated that the effects of 

chemically shifted perivascular fat are minimized by the use HBW-TEIN. In healthy 

volunteers (N=10) HBW-TEIN significantly improves intrapatient net forward flow 

agreement as indicated by decreased measurement biases and limits of agreement across 

the ascending aorta, pulmonary artery, left pulmonary artery, and all vessels (Table 3 and 

Fig. 28).  

In these experiments we suggest that the use of HBW-TEIN mitigates chemical shift 

induced phase errors, but increasing the spatial resolution will also help, all other things 

being equal. Throughout the description of chemical shift effects on quantitative PC-MRI 

measurements we have assumed that fat has a single resonant peak, which belies the 

spectral complexity of fat. Additionally, this means that even at TEIN, not all spectral 

components of fat are in phase with water. 

It is important to note that perivascular fat is not always present; therefore not all PC-

MRI flow measures are subject to errors from chemical shift effects. Additionally, the 

presence or absence of perivascular fat can lead to spurious agreement or disagreement in 

PC-MRI flow measures between territories. For example, the presence of perivascular fat 

could erroneously leads to a good or poor agreement in flow across the aAo, PA, and 

RPA+LPA. Although the internal consistency may be observed to be high, the flow in 

each territory could be over- or underestimated due to chemical shift errors.  

The observed error arising from the chemical shift effect is greater in our in vivo 

studies and tri-phasic laminar computational simulations compared to our in vitro studies 
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(Fig. 25 and Table 1) due to differences in the velocity profiles. The chemical shift 

induced flow error is larger for dynamic flow when compared to constant laminar flow 

and the largest for TE+π/2, when the total true forward flow is the same.  This effect is 

evident in Fig. 25 and arises as a consequence of the fact that dynamic flow has more 

low-velocity pixels, which are the most affected by these chemical shift induced errors. 

Fat-water separated PC-MRI should be considered to solve for both the phase of fat 

and the phase of water, thereby eliminating the contamination of the water phase by 

perivascular fat phase (49). The physics and mathematics of this problem are interesting, 

but the clinical utility of this approach is uncertain. This approach requires the acquisition 

of additional imaging data, which may prohibitively increases breath hold duration or 

significantly decrease spatial and/or temporal resolution.  

In addition, fat saturation techniques could be combined with PC-MRI to minimize 

chemical shift induced phase errors. Fat saturation techniques, however, are spatially 

inhomogeneous and provide inconsistent fat saturation throughout the cardiac cycle and 

therefore may require multiple saturation pulses to be effective. 

The results of this study focused entirely on Cartesian based trajectories. Non-

Cartesian trajectories, such as radial and spiral, lead to distortion and blurring of the fat 

signal (49,50). This blurring effect may not be as resilient to the proposed chemical shift 

reduction strategy (HBW-TEIN) and may necessitate the use of spatial-spectral pulses 

(51) or non-Cartesian based multipoint fat-water separation techniques (e.g. IDEAL (49) 

or Dixon (52)) 

Breathing artifacts and parallel imaging reconstruction artifacts, for example, can 

cause the signal from fat in regions distant from a vessel to alias into a vessel and corrupt 
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the phase. Under these conditions the magnitude of the error is governed by the relative 

magnitudes and phases of the fat and blood signals and can lead to large errors in velocity 

and flow. 



Figure 28. Bland-Altman analysis of the net forward flow in the ascending aorta 

(aAo), main pulmonary artery (PA), and right and left

and LPA) in normal subjects (N=10). The solid lines represent the measurement 

bias while the dashed lines represent the limits of agreement (95%

Bland-Altman statistics for aAo versus PA at HBW

LBW-TE+π/2; (c) aAo versus RPA+LPA at HBW

at LBW-TE+π/2; (e) PA versus RPA+LPA at HBW

at LBW-TE+π/2. The measurement bias and limits of agreement are reduced at 

HBW-TEIN (a, c, e) compared to 

HBW-TEIN measurements are less susceptible to chemical shift induced errors 

and demonstrate better internal consistency.
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Altman analysis of the net forward flow in the ascending aorta 

(aAo), main pulmonary artery (PA), and right and left pulmonary branches (RPA 

and LPA) in normal subjects (N=10). The solid lines represent the measurement 

bias while the dashed lines represent the limits of agreement (95%

Altman statistics for aAo versus PA at HBW-TEIN; (b) aAo versus PA at 

; (c) aAo versus RPA+LPA at HBW-TEIN; (d) aAo versus RPA+LPA 

; (e) PA versus RPA+LPA at HBW-TEIN; (f) PA versus RPA+LPA 

. The measurement bias and limits of agreement are reduced at 

(a, c, e) compared to LBW-TE+π/2 (b, d, f) for all flow territories. The 

measurements are less susceptible to chemical shift induced errors 

and demonstrate better internal consistency. 

 

Altman analysis of the net forward flow in the ascending aorta 

pulmonary branches (RPA 

and LPA) in normal subjects (N=10). The solid lines represent the measurement 

bias while the dashed lines represent the limits of agreement (95%-CIs). (a) 

; (b) aAo versus PA at 

; (d) aAo versus RPA+LPA 

; (f) PA versus RPA+LPA 

. The measurement bias and limits of agreement are reduced at 

(b, d, f) for all flow territories. The 

measurements are less susceptible to chemical shift induced errors 
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Limitations – This study compared the results at TEIN and TE+π/2 as a means of 

characterizing and quantifying the effects of chemical shift. In clinical practice, it is 

common to use the minimum available TE, which may or may not be near the TEs 

chosen for this study. In our clinical setting, the minimum TE used at 1.5T and 3T are 

2.67ms and 1.99ms, respectively. These TEs differ from TEIN by 202° (approximately 

TEOUT) and 291°  (approximately TE-π/2), implying that the use of these minimum clinical 

TEs can lead to a significant deviation in net forward flow, especially at 3T.  

The use of HBW leads to a reduction in chemical shift induced phase errors, but also 

leads to an inherent reduction in both SNR and velocity-to-noise (53,54). Based on our 

theoretical description of chemical shift induced phase errors, future work is needed to 

define the imaging BW that provides optimal quantitative PC-MRI accuracy. Westenberg 

et al. reported previously that a 55% reduction in SNR (187±116 vs. 84±60) did not lead 

to flow inaccuracies in measurements across the mitral valve (55). Our SNR 

measurements indicate that both the LBW (103±6) and HBW (72±4) data are similar to 

Westenberg's acceptable and lower SNR measures. Therefore, the trends in our net 

forward flow results were largely chemical shift related and not SNR related. The use of 

HBW at 1.5T may lead to an SNR below these acceptable levels.  

The in vitro and in vivo studies were conducted at 3T field strength. The spatial shift 

of chemically shifted perivascular fat at 1.5T is half of that at 3T because δf1.5T ≈ ½δf3T 

(56), which leads to ~1/2 the spatial shift and half the off-resonance phase accumulation 

for fat at 1.5T. Therefore, the chemical shift induced phase error is lower at 1.5T when 

spatial resolution and SNR effects are not considered (Fig. 25d-e). The SNR performance 

of 1.5T, however, is ~1/2 that of 3T and to compensate for this, larger imaging voxels 



82 

and/or lower bandwidths are typically employed; both of which increase chemical shift 

induced phase errors. Therefore, depending on the specific imaging parameters, 

quantitative PC-MRI measurements conducted at 1.5T are susceptible to similar chemical 

shift induced flow quantification errors. 

All subjects included in this study were normal healthy volunteers. We propose that 

HBW and TEIN parameters in PC-MRI minimize the phase corrupting effects of chemical 

shift, but this needs to be clinically validated in patients. In doing so, the assumption that 

flow at the vessel lumen periphery is near-zero, may not be true due to complex flow 

patterns, areas of turbulent flow, and partial volume effects. In future studies involving 

clinical patients with complex flow patterns, the optimum TE for the minimization of 

chemical shift effects may be different than TEIN, because the flow won’t meet the 

requirement of being near-zero near the vessel wall. Under these circumstances fat-water 

separated or fat-saturation PC-MRI techniques may be necessary. 
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CHAPTER 5 

VELOCITY ENCODING WITH THE SLICE SELECT REFOCUSING GRADIENT  

The chemical shift reduction strategy described in Specific Aim #1 necessitates the 

use of a prohibitively long TE. In this chapter, a description and evaluation of a novel 

encoding method for time efficient chemical shift reduction (Specific Aim #2) is 

discussed.  The velocity encoding method described herein uses the slice select gradient 

and a time-shifted refocusing gradient lobe for velocity encoding. We hypothesize that 

chemical shift-induced phase errors can be efficiently eliminated using slice select 

refocused gradient encoding, which shortens the TE/repetition time (TR) and increases 

temporal resolution. 

 

INTRODUCTION  

Our previous work (Chapter 4) has shown that chemically shifted perivascular fat can 

significantly corrupt PC-MRI flow measurements (57). In that work, we characterized the 

impact of chemical shifted lipid signals in PC-MRI and defined a coherent strategy to 

reduce chemical shift errors. Briefly, the amount of chemically shifted fat pixels that shift 

into the vessel  can be reduced by increasing receiver bandwidth (BW) at the expense of 

signal-to-noise ratio (SNR). Secondly, an in-phase TE (TEIN) will ensure fat and water 

resonances are in-phase, which minimizes the resulting errors in the calculated velocity. 

Chemical shift errors are more challenging to address at 3T, as compared to 1.5T, due 

to the larger frequency difference between water and fat, which leads to a larger spatial 

shift of fat for a given bandwidth. Furthermore, the shorter minimum in-phase TE 

(TEIN,MIN) at 3T (2.46 ms for δ3T ~420 Hz and scanner reported B0 = 2.89T) is shorter 



than at 1.5T (4.76 ms for 

routinely achievable with standard flow encoding methods at conventionally targeted 

velocity encoding strengths (VENCs).

Herein we describe and evaluate a method for flow

slice select gradient and 

gradient moments, which shortens the TE/TR (increases temporal resolution) and enables 

the use of TEIN,MIN  at 3T for time efficient reduction of chemical shift induced errors.

 

THEORY  

For a typical PC-MRI experiment, two velocity

first moments are necessary to encode flow along a single direction 

encoding schemes are designed to null the zero gradient moment for both encoding steps, 

M0,1 = M0,2 = 0, to refocus the position

moments to yield velocity dependent phase with no dependence on non

background phase,      

In Eq. [1], Dφ is the phase difference between the two velocity encoded images, 

the gyromagnetic ratio, ν

are the first gradient moments for encoding step 1 and 2. 

defined as the velocity that produces a phase shift of 

any encoding strategy:    
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than at 1.5T (4.76 ms for δ1.5T ~210 Hz and scanner reported B0 = 1.49T), and may not be 

routinely achievable with standard flow encoding methods at conventionally targeted 

velocity encoding strengths (VENCs). 

Herein we describe and evaluate a method for flow-encoding in PC-MRI that uses the 

slice select gradient and a time shifted refocusing gradient lobe to generate the target 

gradient moments, which shortens the TE/TR (increases temporal resolution) and enables 

at 3T for time efficient reduction of chemical shift induced errors.

MRI experiment, two velocity-encoded acquisitions with different 

first moments are necessary to encode flow along a single direction 

encoding schemes are designed to null the zero gradient moment for both encoding steps, 

= 0, to refocus the position-related phase, but with a net difference in first 

ld velocity dependent phase with no dependence on non

is the phase difference between the two velocity encoded images, 

νz is the velocity in the through-plane direction and 

are the first gradient moments for encoding step 1 and 2. The velocity encoding strength, 

defined as the velocity that produces a phase shift of π radians, is determined by 

 

= 1.49T), and may not be 

routinely achievable with standard flow encoding methods at conventionally targeted 

MRI that uses the 

a time shifted refocusing gradient lobe to generate the target 

gradient moments, which shortens the TE/TR (increases temporal resolution) and enables 

at 3T for time efficient reduction of chemical shift induced errors. 

encoded acquisitions with different 

first moments are necessary to encode flow along a single direction (14-16).  All 

encoding schemes are designed to null the zero gradient moment for both encoding steps, 

related phase, but with a net difference in first 

ld velocity dependent phase with no dependence on non-velocity 

 

is the phase difference between the two velocity encoded images, γ is 

plane direction and M1,1 and M1,2 

The velocity encoding strength, 

radians, is determined by ∆M1 for 
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The target ∆M1 is conventionally achieved by employing either bipolar velocity 

encoding gradients or a set of flow compensated and flow encoded (FCFE) velocity 

sensitizing gradients. For bipolar encoding, M0,1 = M0,2 = 0 and the equal and opposite 

gradient polarities yield M1,1 = X/2 and M1,2 = -X/2 (14,15). For FCFE encoding 

strategies, M0,1 = M0,2 = 0, while M1,1 = 0 and M1,2 = X (16,17). Although not widely 

appreciated bipolar encoding is more time-efficient for low VENCs and FCFE is more 

time efficient for mid to high VENCs. Furthermore, FCFE provides reduced signal loss 

due to intravoxel coherent velocity-related phase dispersion (20,21), such as in the 

presence of shear or complex flow, and reduced ghosting artifacts in the phase encode 

direction arising from large M1 induced velocity-related phase shifts (15). 

However, in the presence of perivascular fat, the chemical shift difference between 

water and lipids can give rise to non-velocity phase, which can be minimized by selection 

of optimal timings, to keep the water and lipid signals in-phase (5). The design of the 

flow-encoding gradients is thus further constrained by their total duration if the criteria 

for minimum in-phase echo-time is to be satisfied: TEIN,MIN  = 2.46 ms at 3T. Bernstein et 

al. (22) previously defined strategies for minimizing TE times in PC-MRI sequences for 

both bipolar and FCFE encoding and our proposed methods makes further reductions in 

TE possible. 

Previously, time-efficient velocity-encoding without the need for time-consuming bi-

lobe encoding gradients has been achieved by taking advantage of the intrinsic first-

moment of the slice-selection gradient waveform and refocusing lobe (9,10). Markl et al. 

(58) previously developed a balanced steady-state free precession phase contrast pulse 

sequence that used a slice selection gradient with alternating polarity for each encoding 
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step, thereby combining the velocity encoding with the slice selection and slice select 

refocusing gradient. Thompson et al. (59) used a time-shift of the refocusing lobe and 

bipolar flow encoding lobe to control the velocity encoding strength without altering the 

slice-selection gradient. Herein, we adopt similar principles to significantly reduce the 

time needed to achieve velocity encoding over a range of clinically useful VENCs by 

using a time-shift of the refocusing lobe and no other flow encoding lobes. Our proposed 

technique is referred to throughout as the slice select refocusing gradient (SSRG) 

sequence.  

The most common implementations of flow encoding gradients are shown in Fig. 

28A, for flow compensated and flow encoded gradient waveforms (FCFE) and bipolar 

gradient waveforms, whereas our proposed SSRG velocity encoding technique is shown 

in Fig. 28B. 

 

 



Figure 28. Pulse sequence diagrams for 

sequence at HBW and TE

waveform along slice select axis (a)

MRI sequence using a conventional flow compensated and flow encoded (FCFE) 

velocity encoded sequence at HBW and TE

gradient (SSRG) velocity encoded sequence at HBW and TE

sequence conducts velocity encoding using the slice selection and corresponding 

refocusing gradients that inherently has a nulled zero gradient moment (

and a non-zero first moment (

second measurement, the slice select refocusing gradient is shifted in time to 

produce the targeted velocity encoding strength 

Eq. [8]. The SSRG sequence permits the use of TE

conventional sequences cannot achieve this TE. 
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Pulse sequence diagrams for a conventional bipolar velocity encoded 

HBW and TEIN, which uses a negative and positive velocity encoded 

waveform along slice select axis (a), our previous chemical shift optimized PC

MRI sequence using a conventional flow compensated and flow encoded (FCFE) 

velocity encoded sequence at HBW and TEIN, (b), and slice select refocusing 

gradient (SSRG) velocity encoded sequence at HBW and TEIN,MIN  (c).

sequence conducts velocity encoding using the slice selection and corresponding 

refocusing gradients that inherently has a nulled zero gradient moment (

zero first moment (M1≠0), which provides velocity sensitivity. For the 

easurement, the slice select refocusing gradient is shifted in time to 

targeted velocity encoding strength (VENC) as detailed in Fig. 2

Eq. [8]. The SSRG sequence permits the use of TEIN,MIN  whereas the other 

conventional sequences cannot achieve this TE.  

 

a conventional bipolar velocity encoded 

velocity encoded 

previous chemical shift optimized PC-

MRI sequence using a conventional flow compensated and flow encoded (FCFE) 

and slice select refocusing 

(c). The SSRG 

sequence conducts velocity encoding using the slice selection and corresponding 

refocusing gradients that inherently has a nulled zero gradient moment (M0=0), 

), which provides velocity sensitivity. For the 

easurement, the slice select refocusing gradient is shifted in time to 

(VENC) as detailed in Fig. 29 and 

whereas the other 



For our SSRG method, the relationship between the gradient parameters and the 

resulting zero, M0, and first moments, 

analytically. Parameters charac

waveform for a symmetric RF pulse are shown in Fig 2

amplitude, GS, is determined by the desired slice thickness while the length of the slice 

select gradient lobe, tS, is determined by the duration of the RF pulse.

select gradient lobe, M0,S

to ensure that all excited spins are refocused over the thickness of the slice after 

excitation:  

The amplitude of the refocusing gradient lobe, 

minimum available gradient rise time of the system, 

The first moment for a symmetric gradient waveform (i.e. the refocusing lobe) 

centered at any point in time, 

encoding step, with the refocusing gradient lobe centered at 

of the refocusing gradient lobe can be calculated as 

moment of the entire gradient waveform for the first encoding step, 

For the second encoding step, the refocusing gradient lobe is shifted in time by 

is thus centered at t = tS + r

non-zero first moment of the entire gradient waveform for the second encoding step, 

can be determined as 
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For our SSRG method, the relationship between the gradient parameters and the 

, and first moments, M1, and thus the VENC, can be determined 

analytically. Parameters characterizing a typical slice select and refocusing gradient 

waveform for a symmetric RF pulse are shown in Fig 29. For any given RF pulse, the 

, is determined by the desired slice thickness while the length of the slice 

s determined by the duration of the RF pulse. The 

0,S, and refocusing gradient lobe, M0,R, must be equal (

ensure that all excited spins are refocused over the thickness of the slice after 

The amplitude of the refocusing gradient lobe, GR, can be determined by using the 

minimum available gradient rise time of the system, rR, and the result of Eq. [3]:

The first moment for a symmetric gradient waveform (i.e. the refocusing lobe) 

at any point in time, t, can be determined by M1 = M0 t. Thus, for the first 

encoding step, with the refocusing gradient lobe centered at t = tS + rR, 

of the refocusing gradient lobe can be calculated as M0,R (tS + rR). The non

moment of the entire gradient waveform for the first encoding step, M1,1,

For the second encoding step, the refocusing gradient lobe is shifted in time by 

+ r R +  ∆t, resulting in a first moment of M0,R (tS

zero first moment of the entire gradient waveform for the second encoding step, 

For our SSRG method, the relationship between the gradient parameters and the 

, and thus the VENC, can be determined 

terizing a typical slice select and refocusing gradient 

. For any given RF pulse, the 

, is determined by the desired slice thickness while the length of the slice 

The M0 of the slice 

must be equal (M0,S = M0,R) 

ensure that all excited spins are refocused over the thickness of the slice after 

 

, can be determined by using the 

, and the result of Eq. [3]: 

 

The first moment for a symmetric gradient waveform (i.e. the refocusing lobe) 

. Thus, for the first 

 the first moment 

. The non-zero first 

, is thus given by 

 

For the second encoding step, the refocusing gradient lobe is shifted in time by ∆t and 

S + rR +  ∆t). The 

zero first moment of the entire gradient waveform for the second encoding step, M1,2, 



The slice select gradient lobe is identical for the two encoding steps and thus it’s first 

moment contribution cancels when calculating the net first moment, 

Substituting Eq. [7] in Eq. [2] above, the time shift for the target VENC is
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The slice select gradient lobe is identical for the two encoding steps and thus it’s first 

moment contribution cancels when calculating the net first moment, ∆M1

Substituting Eq. [7] in Eq. [2] above, the time shift for the target VENC is

 

The slice select gradient lobe is identical for the two encoding steps and thus it’s first 

1 

 

Substituting Eq. [7] in Eq. [2] above, the time shift for the target VENC is 

 

 

 

 

 

 

 

 

 

 

 

 



Figure 29. Slice select and refocusing gradient lobes for the SSRG PC

sequence. The slice thickness and RF duration determines 

gradient lobe from t=0

constructed such that 

measurement is shifted in time by 

of the slice select gradient; 

of the slice select gradient; 

duration of the refocusing gradient ramp from 0 to 

the refocusing gradient needed to produce the 

VENC. 

 

METHODS 

Comparison of Velocity Encoding Strategies

The minimum available TE as a function of VENC 

bipolar, and SSRG sequences. The TE and VENC were determined at both low 
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Slice select and refocusing gradient lobes for the SSRG PC

The slice thickness and RF duration determines M0,S of the slice select 

t=0. A time efficient triangular refocusing gradient lobe is 

t M0,R = M0,S. The refocusing gradient lobe for the second 

measurement is shifted in time by ∆t to produce the target VENC. M

of the slice select gradient; GS is slice select gradient amplitude; tS is the duration 

of the slice select gradient; M0,R is the area of the refocusing gradient; 

duration of the refocusing gradient ramp from 0 to GR; and ∆t is the time shift of 

the refocusing gradient needed to produce the ∆M1 associated with the t

Comparison of Velocity Encoding Strategies 

The minimum available TE as a function of VENC was determined for FCFE, 

sequences. The TE and VENC were determined at both low 

 

Slice select and refocusing gradient lobes for the SSRG PC-MRI 

of the slice select 

. A time efficient triangular refocusing gradient lobe is 

The refocusing gradient lobe for the second 

M0,S is the area 

is the duration 

is the area of the refocusing gradient; rR is the 

is the time shift of 

associated with the target 

was determined for FCFE, 

sequences. The TE and VENC were determined at both low 



91 

bandwidth (LBW) = 401 Hz/px and high bandwidth (HBW) = 814 Hz/px with all other 

parameters held constant (192 × 120 encoding matrix, 1.6 mm × 1.6 mm spatial 

resolution, 5 mm slice thickness, 30° flip angle, 4 views-per-segment, 500 µs RF pulse 

width, and a maximum slew rate of 157 mT/m/ms). 

 

Preclinical Evaluation in Normal Volunteers 

A preclinical evaluation of SSRG was performed in ten normal volunteers (N=10) to 

show that SSRG suppresses chemical shift effects while shortening the TE/TR compared 

to FCFE. All imaging was performed on a Siemens Trio 3 Tesla system (Siemens 

Medical Solutions, Erlangen, Germany) with 40 mT/m maximum gradient amplitude and 

200 T/m/s maximum slew rate. Our university’s Institutional Review Board approved the 

study and informed consent was obtained for each subject prior to MRI scanning. 

Subjects were positioned head first in the supine position on the scanner bed and imaged 

using an anterior 6-element body matrix coil and a posterior 6-element spine matrix coil 

for signal reception. Blood flow was measured using PC-MRI in the ascending aorta 

(aAo), main pulmonary artery (PA), and right/left pulmonary arteries (RPA/LPA) of ten 

(N=10) volunteers (2 female, 8 male; age 27.6 ± 4.0 years) with no previous history of 

cardiovascular disease. High-resolution black blood turbo spin echo images were also 

acquired with and without fat saturation (45,46) during end-systole in order to define the 

presence (or absence) of perivascular fat for the vessel of interest at the same slice 

location used for PC-MRI flow measurements. 

The imaging plane for aAo flow was located distal to the aortic valve and coronary 

ostia. The imaging plane for flow in the PA was located downstream from the pulmonary 
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valve and proximal to the first bifurcation. The imaging planes for the LPA and RPA 

were located ~1 cm distal to the pulmonary bifurcation. All imaging planes were 

prescribed on bSSFP cine images during end-systole with end-expiratory breath holds. 

PC-MRI flow measurements were obtained using a FCFE cine gradient echo phase-

contrast sequence with retrospective ECG gating: mid-phase TE (TEMID=3.08ms), which 

orients the fat vector to be approximately perpendicular to the blood vector, TR=6.04 ms, 

192 × 132 matrix, 1.6 mm × 1.6 mm × 5 mm acquisition voxel, 30° imaging flip angle, 

401 Hz/pixel receiver bandwidth (LBW), 4 views-per-segment (60), a total scan time of 

20 heartbeats, a temporal resolution of 48.3 ms, 20-24 cardiac phases (heart rate 

dependent) reconstructed during one end-expiratory breath hold with retrospective ECG 

gating, and GRAPPA (44) parallel imaging with an acceleration factor of 2 and 24 

reference (central) k-space lines. 2D through-plane velocity encoding was performed 

using VENC of 200 cm/s for all flow territories. While it is possible to fine-tune the 

VENC for each subject and each particular vessel, this will introduce changes in the TE 

and TR, which can be confounding when making comparisons in a controlled study. 

Therefore, the VENC was kept high enough to reduce the risk of aliasing and was 

therefore held constant for all subjects and all vessels. Fractional echo was not used for 

any sequence. 

Both TEMID = 3.08 ms and LBW = 401 Hz/px were found to be close approximations 

to commonly used values in clinical scans found in current PC-MRI literature (61-63). 

This combination of TE and BW sensitizes the measurements to the effects of chemical 

shift. Measurements were also obtained using the SSRG velocity encoding sequence with 

identical parameters as described above, except for the following changes: TEIN,MIN /TR = 
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2.46/4.46 ms, 814 Hz/px receiver bandwidth (HBW), a temporal resolution of 35.65 ms, 

and 27-32 reconstructed cardiac phases (heart rate dependent). Additional data was also 

acquired using FCFE with our previously defined optimized chemical shift protocol: 

TEIN/TR = 4.92/6.91 ms, 814 Hz/pixel receiver bandwidth (HBW), a temporal resolution 

of 55.3 ms and 17-21 reconstructed cardiac phases. Both FCFE at HBW+TEIN and SSRG 

at HBW+TEIN,MIN  theoretically provide the same insensitivity to chemical shift induced 

phase errors, but SSRG at HBW+TEIN,MIN  provides increased SNR and a shorter TR (i.e. 

improved temporal resolution or shorter breath hold durations) due to the TE/TR 

reduction. 

 

Image Processing 

 Data were processed offline using MATLAB (The MathWorks, Natick, MA) and a 

DICOM viewing tool (Osirix, www.osirix-viewer.com). Eddy current background phase 

errors were measured and corrected, for all sequences, using a stationary phantom 

(25,29,30,47) after each exam. For quantitative flow assessment at each vessel territory, a 

region-of-interest (ROI) was drawn in Osirix around the contours of each vessel 

boundary as indicated in the magnitude images. The same ROIs were imported into the 

eddy current correction images for correction of background phase errors. The resulting 

ROI information was then exported from Osirix to MATLAB for quantitative velocity 

and flow analysis. The measured net forward flow of blood was computed by scaling the 

mean ROI signal intensity (velocity related phase shift) by VENC/π (cm/s). The resulting 

mean ROI velocities were then multiplied by the area of the ROI (cm2) to calculate the 

flow rate (mL/s) and finally integrated over the cardiac cycle to yield the net forward 
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flow results (mL). 

 

Data Analysis 

Chemical Shift Effects on Net Forward Flow – To analyze the effects of chemical shift on 

net forward flow, measurements were made in the aAo, PA, RPA, and LPA for FCFE 

with LBW+TEMID and HBW+TEIN as well as SSRG with HBW+TEIN,MIN . 

 

Internal Blood Flow Consistency – An analysis of the internal blood flow consistency 

was conducted by comparing the measured net forward flow in the aAo and PA, aAo and 

RPA+LPA, and the PA and RPA+LPA for FCFE with LBW+TEMID and SSRG with 

HBW+TEIN,MIN . In the absence of shunts or regurgitant flow (neither of which is 

expected within our normal volunteer population) we expect that the blood flow in the 

PA = 1.05•aAo (accounting for coronary flow (64)) = RPA + LPA. A two-sample t-test 

with Holm-Sidak post hoc correction was used to measure the statistical significance of 

the differences in the measured net forward flow between the two sequences. 

 

Eddy Current Comparison – Eddy current-induced velocity offsets were measured by 

copying the manually contoured ROIs from each volunteer and vessel to the eddy current 

correction images. The eddy current-induced velocity offsets were compared by 

averaging the mean velocity from each ROI through time for SSRG at HBW+TEIN,MIN  

and FCFE at LBW+TEMIN and HBW+TEIN.  

 The magnitude of chemical shift and eddy current-induced flow errors were 

compared. Chemical shift-induced flow errors were obtained by calculating the mean, 
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standard deviation, and minimum/maximum of the flow error (mL) between the aAo and 

PA, aAo and RPA+LPA, and the PA and RPA+LPA, between FCFE at LBW+TEMID and 

SSRG at HBW+TEIN,MIN . Eddy current-induced flow errors were similarly calculated as 

the flow difference arising from measurements with and without eddy current correction, 

for both sequences. A two-sample t-test was used to measure the statistical significance 

of the differences in flow errors arising from eddy currents and chemical shift. 

 

Pulmonary to Systemic Blood Flow Ratios – Pulmonary to systemic blood flow ratios 

(Qp/Qs, PA flow divided by aAo flow) were calculated for each volunteer. A two-sample 

t-test with Holm-Sidak post hoc correction was used to measure the statistical 

significance of the differences in the measured Qp/Qs ratios for FCFE with LBW+TEMID 

and SSRG with HBW+TEIN,MIN . 

 

Signal-to-Noise Ratio Comparison – A quantitative analysis of the measured SNR for 

FCFE with HBW+TEIN and LBW+TEMID and SSRG with HBW+TEIN,MIN  was conducted 

by placing two ROIs within the magnitude images to produce an estimate of the signal 

and the noise. One set of ROIs was contoured to the aAo, PA, RPA, or LPA to obtain a 

measurement of the mean signal for each cardiac phase. Another set of ROIs was placed 

outside the subject’s body to obtain an estimate of the background signal standard 

deviation (noise) for each cardiac phase. The noise ROIs were placed near the top left 

portion of the images in a region that was devoid of any artifacts as observed under 

window/level extremes.  The mean ± standard deviation SNR for each vessel and each 

subject was computed as the mean of the mean signal intensity divided by the standard 
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deviation for each cardiac phase for each sequence. The mean ± standard deviation of the 

SNR for each vessel territory was compared between sequences. 

 

RESULTS 

Comparison of Velocity Encoding Strategies – Figure 30 shows the minimum available 

TE (ms) plotted as a function of the available VENC (cm/s) for FCFE, bipolar, and SSRG 

velocity encoding strategies at both LBW (Fig 30a) and HBW (Fig 30b). SSRG is the 

only encoding strategy that permits the use of TEIN,MIN  = 2.46 ms at HBW, which occurs 

for VENCs ≥ 190 cm/s. The minimum achievable TE at LBW is 2.84 ms, which can only 

be reached with SSRG for VENCs ≥ 190 cm/s. SSRG also permits the shortest TE for all 

VENCs ≥ 165 cm/s. FCFE yields the shortest TE for 35 cm/s < VENC < 165 cm/s. The 

bipolar sequence provides the use of the shortest TE for VENCs ≤ 35 cm/s. FCFE allows 

shorter minimum TEs compared to the bipolar sequence for the VENCs used in this 

study, therefore our new SSRG velocity encoding sequence was only compared to FCFE. 

 



Figure 30. Minimum achievable TE (ms) plotted as a function of the target VENC 

(cm/s) for conventional 

compensated and flow encoded (FCFE) velocity encoding (blue), and slice select 

refocusing gradient (SSRG) velocity encoding (green) shown for (a) low 

bandwidth (LBW) = 401 Hz/px and (b) high bandwidth (HBW) = 814 Hz/px. The 

SSRG sequence is the only encoding strategy that permits the use of TE

2.46 ms at HBW, which occurs for V
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. Minimum achievable TE (ms) plotted as a function of the target VENC 

(cm/s) for conventional bipolar velocity encoding (red), conventional flow 

compensated and flow encoded (FCFE) velocity encoding (blue), and slice select 

focusing gradient (SSRG) velocity encoding (green) shown for (a) low 

bandwidth (LBW) = 401 Hz/px and (b) high bandwidth (HBW) = 814 Hz/px. The 

SSRG sequence is the only encoding strategy that permits the use of TE

2.46 ms at HBW, which occurs for VENCs ≥ 190 cm/s. The minimum achievable 

 

. Minimum achievable TE (ms) plotted as a function of the target VENC 

(red), conventional flow 

compensated and flow encoded (FCFE) velocity encoding (blue), and slice select 

focusing gradient (SSRG) velocity encoding (green) shown for (a) low 

bandwidth (LBW) = 401 Hz/px and (b) high bandwidth (HBW) = 814 Hz/px. The 

SSRG sequence is the only encoding strategy that permits the use of TEIN,MIN  = 

 190 cm/s. The minimum achievable 



98 

TE at LBW is 2.84 ms, which can only be reached with the SSRG sequence for 

VENCs ≥ 190 cm/s. The SSRG sequence also permits the shortest TE for all 

VENCs ≥ 165 cm/s at HBW and VENCs ≥ 130 cm/s at LBW. The FCFE 

sequence yields the shortest TE for 35 cm/s < VENC < 165 cm/s at HBW and 35 

cm/s < VENC < 130 cm/s at LBW. The bipolar sequence permits the shortest TE 

for VENCs ≤ 35 cm/s at HBW and LBW. As the VENC increases, a theoretical 

minimum TE is reached due to limitations associated with the plateau of the 

readout gradient overlapping with the refocusing gradient. The SSRG sequence 

can generate a larger M1 (lower VENC) within this time, compared to the other 

encoding strategies, thus permitting the use of a shorter TE.  All other parameters 

were held constant (192 × 120 encoding matrix, 1.6 mm × 1.6 mm × 5 mm 

acquisition voxel, 30° flip angle, 4 views-per-segment, 500 µs RF pulse width, 

and a maximum slew rate of 157 mT/m/ms). 
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In Vivo Studies 

Chemical Shift Effects on Net Forward Flow – Figure 31 shows the difference in the 

measured net forward flow data from the aAo, PA, RPA, and LPA for FCFE with 

LBW+TEMID and SSRG with HBW+TEIN,MIN, which qualitatively illustrates chemical 

shift induced flow errors. The TSE images with and without fat saturation were used to 

detail the presence or absence of perivascular fat for each vessel in each volunteer (Fig. 

32). In the presence of perivascular fat, FCFE with LBW+TEMID led to an overestimation 

of the net forward flow compared to SSRG with HBW+TEIN,MIN  (aAo: 7.2±1.6% vs. 

1.6±0.3%; PA: 8.5±2.7% vs. 3.8%; RPA: 11.4±2.3% vs. 3.3%; and LPA: 8.8±2.8% vs. 

2.3±2.8%). The mean difference, across all volunteers and vessels, between the measured 

net flow for FCFE with HBW+TEIN and SSRG with HBW+TEIN,MIN  was 1.1 ml (2.1%). 



Figure 31. Differences in measured net forward flow between the 

flow compensated and 

LBW+TEMID and the 

HBW+TEIN,MIN  expressed as a percentage. Vessels with observed perivascular fat 

on TSE black blood images are shown to the left of the vertical dashed line 

whereas vessels with minimal perivascular fat are shown to the right of the 

vertical dashed line. Results were ob

main pulmonary artery (PA), and the (c) right and (d) left branch pulmonary 

arteries (RPA/LPA). In the presence of perivascular fat, FCFE at LBW+TE

leads to an overestimation in net forward flow (theoreticall

compared to SSRG at HBW+TE

volunteer number 10 in the LPA. Chemical shift induced phase errors are largest 
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. Differences in measured net forward flow between the 

flow compensated and flow encoded (FCFE) velocity encoding 

and the slice select refocusing gradient (SSRG) 

expressed as a percentage. Vessels with observed perivascular fat 

on TSE black blood images are shown to the left of the vertical dashed line 

whereas vessels with minimal perivascular fat are shown to the right of the 

vertical dashed line. Results were obtained in the (a) ascending aorta (aAo), (b) 

main pulmonary artery (PA), and the (c) right and (d) left branch pulmonary 

LPA). In the presence of perivascular fat, FCFE at LBW+TE

leads to an overestimation in net forward flow (theoretically and empirically) 

compared to SSRG at HBW+TEIN,MIN  sequence, for all vessel territories except 

volunteer number 10 in the LPA. Chemical shift induced phase errors are largest 

 

. Differences in measured net forward flow between the conventional 

 sequence at 

slice select refocusing gradient (SSRG) sequence at 

expressed as a percentage. Vessels with observed perivascular fat 

on TSE black blood images are shown to the left of the vertical dashed line 

whereas vessels with minimal perivascular fat are shown to the right of the 

tained in the (a) ascending aorta (aAo), (b) 

main pulmonary artery (PA), and the (c) right and (d) left branch pulmonary 

LPA). In the presence of perivascular fat, FCFE at LBW+TEMID 

y and empirically) 

sequence, for all vessel territories except 

volunteer number 10 in the LPA. Chemical shift induced phase errors are largest 
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for low pressure vessels (PA, RPA, and LPA) compared to the aAo which has a 

thicker vessel wall, thus limiting the perivascular fat signal from spatially shifting 

into the vessel lumen. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Figure 32. Black blood turbo spin

perivascular fat around the ascending aorta (aAo) (a), main 

(b), right pulmonary artery (RPA) (c), and left pulmonary artery (LPA) (d). TV

Tricuspid valve; MV

LV-left ventricle. 

 

Internal Blood Flow Consistency

for net forward flow measurements made in the aAo, PA, RPA, and LPA from our 

preclinical evaluation of ten normal volunteers (N=10). Included in the analysis is the 

mean percent agreement and the minimum and maximum percent agr
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Black blood turbo spin-echo images highlight the presence of 

perivascular fat around the ascending aorta (aAo) (a), main pulmonary artery (PA) 

(b), right pulmonary artery (RPA) (c), and left pulmonary artery (LPA) (d). TV

Tricuspid valve; MV-mitral valve; dAo-descending aorta; LA-left atrium; and 

Internal Blood Flow Consistency – Table 4 shows an analysis of the internal consistency 

for net forward flow measurements made in the aAo, PA, RPA, and LPA from our 

preclinical evaluation of ten normal volunteers (N=10). Included in the analysis is the 

mean percent agreement and the minimum and maximum percent agreement (shown in 

 

echo images highlight the presence of 

pulmonary artery (PA) 

(b), right pulmonary artery (RPA) (c), and left pulmonary artery (LPA) (d). TV-

left atrium; and 

of the internal consistency 

for net forward flow measurements made in the aAo, PA, RPA, and LPA from our 

preclinical evaluation of ten normal volunteers (N=10). Included in the analysis is the 

eement (shown in 
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brackets). In all three territory comparisons (aAo vs. PA, aAo vs. RPA+LPA, and PA vs. 

RPA+LPA) a statistically significant difference (P<0.05) between the measured net 

forward flow for FCFE with LBW+TEMID and SSRG with HBW+TEIN,MIN  is observed. 

This indicates significant improvement in the internal consistency of flow measures 

through the reduction of chemical shift-induced phase errors using SSRG with 

HBW+TEIN,MIN . A comparison of the measured net flow between FCFE with HBW+TEIN 

and SSRG with HBW+TEIN,MIN  showed no significant difference. 
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Table 4: Intra-patient percent flow difference from the pre-clinical evaluation of ten 

normal volunteers (N=10) expressed as a mean±SD [minimum, maximum]. 

 

 

FCFE 

LBW+TE MID 

 

 

SSRG 

HBW+TE IN,MIN 

 

 

*P-Value 

 

aAo vs. PA 
5.8 ± 2.8% 

[0.98, 8.9%] 

1.7 ± 1.9% 

[0.16, 2.8%] 

 

0.002 

 

aAo vs. RPA+LPA 
6.0 ± 4.3% 

[0.85, 9.8%] 

2.1 ± 1.7% 

[0.60, 2.5%] 

 

0.03 

 

PA vs. RPA+LPA 
6.1 ± 6.3% 

[0.11, 7.6%] 

2.9 ± 2.1% 

[0.57, 2.2%] 

 

0.04 

 
 

*P < 0.05 show a statistical significant difference between FCFE LBW+TEMID  

and SSRG HBW+TEIN,MIN  indicating significant improvement in internal 

consistency flow measures using SSRG HBW+TEIN,MIN  in PC-MRI. 
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Figure 33 shows an analysis of the internal consistency for net forward flow (aAo vs. 

PA, aAo vs. RPA+LPA, and PA vs. RPA+LPA) measured by FCFE with LBW+TEMID 

and SSRG with HBW+TEIN,MIN  with and without eddy current correction. SSRG with 

HBW+TEIN,MIN  improves the intra-subject forward flow agreement for every subject.  

Eddy current corrected SSRG with HBW+TEIN,MIN  leads to better intra-subject flow 

agreement on average compared to FCFE with LBW+TEMID.   



Figure 33. Net forward flow measurement error

velocity-encoding sequence at LBW

eddy current correction compared with the SSRG sequence at HBW

without (green) and with (red) eddy current correction. Data from individual 

subjects (N=10) are connected to show that eddy current

HBW+TEIN,MIN  improves the intrasubject forward flow agreement for every 

subject compared with eddy current

Correcting for eddy currents further improve

the median and 25th and 75th percentiles and the error bars show the 95% 

confidence intervals. 
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. Net forward flow measurement error between the conventional FCFE 

encoding sequence at LBW+TEMID without (orange) and with (blue) 

eddy current correction compared with the SSRG sequence at HBW

without (green) and with (red) eddy current correction. Data from individual 

10) are connected to show that eddy current-corrected SSRG at 

improves the intrasubject forward flow agreement for every 

subject compared with eddy current-corrected FCFE with LBW

Correcting for eddy currents further improves the agreement. The box plot shows 

the median and 25th and 75th percentiles and the error bars show the 95% 

 

 

between the conventional FCFE 

without (orange) and with (blue) 

eddy current correction compared with the SSRG sequence at HBW+TEIN,MIN  

without (green) and with (red) eddy current correction. Data from individual 

corrected SSRG at 

improves the intrasubject forward flow agreement for every 

corrected FCFE with LBW+TEMID. 

s the agreement. The box plot shows 

the median and 25th and 75th percentiles and the error bars show the 95% 
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Table 5 shows the importance of comparing relative and absolute blood flow 

comparisons for both SSRG with HBW+TEIN,MIN  and FCFE with LBW+TEMID from a 

single volunteer with observed perivascular fat. 

 

Table 5: Internal consistency from the preclinical evaluation of one normal volunteer 

(N=1) showing the importance between absolute and relative blood flow quantification.  

The SSRG technique is known theoretically and empirically to produce more accurate 

flow measurements. 

 

 

FCFE 

LBW+TE MID  

SSRG 

HBW+TE IN,MIN 

∆ Inter Flow  

PA 99.3 mL 90.7 mL 8.6 mL 

RPA+LPA 98.0 mL 89.9 mL 8.1 mL 

∆ Intra Flow 1.3 mL 0.8 mL  

 

∆ Inter Flow = FCFE LBW+TEMID - SSRG HBW+TEIN,MIN for each flow territory 

∆ Intra Flow = PA - (RPA+LPA) for each sequence 

All vessels contained perivascular fat 
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Eddy Current Comparison – Eddy current-induced velocity offsets for SSRG with 

HBW+TEIN,MIN , FCFE with LBW+TEMIN, and FCFE with HBW+TEIN were 0.6 ± 

0.37cm/s, 0.4 ± 0.19cm/s, and 0.52 ± 0.27 cm/s, respectively. The average magnitude of 

chemical shift induced flow errors was 2.9 ± 1.6mL [0.0mL, 6.4mL] (mean ± SD [min, 

max]). The average magnitude of eddy current-induced flow errors was 1.56 ± 1.16mL 

[0.03mL, 4.6mL]. 

 

Pulmonary to Systemic Blood Flow Ratios – The Qp/Qs ratios for SSRG with 

HBW+TEIN,MIN  were lower and significantly different than FCFE with LBW+TEMID 

(1.00 ± 0.02 vs. 1.05 ± 0.04, P<0.005). 

 

SNR Comparison – The average measured SNR for SSRG with HBW+TEIN,MIN , FCFE 

with HBW+TEIN, and FCFE with LBW+TEMID was 58.5 ± 24.8, 87.7 ± 40.8, and 116.8 ± 

54.4, respectively.  

 

Sequence Timing Comparison – Table 6 shows a comparison of the timing parameters for 

FCFE with LBW+TEMIN and HBW+TEIN as well as SSRG with LBW+TEMIN and 

HBW+TEIN,MIN  for a VENC of 200 cm/s.  
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Table 6: Comparison of parameters for different velocity encoding sequences for a 

VENC of 200 cm/s. 

 
Reduced Chemical Shift 
Induced Phase Errors 

Fastest Sequence at  
Low Bandwidth 

 
FCFE 

HBW+TE IN
a 

SSRG 
HBW+TE IN,MIN 

FCFE 
LBW+TE MIN

 
SSRG 

LBW+TE MIN 

TE (ms) 4.92 2.46 3.29 2.84 

TR (ms) 6.91 4.46 5.98 5.24 

Temporal 
Resolution 

(ms) 
55.3 35.65 47.85 41.95 

 
a TEIN,MIN  is unachievable with the FCFE velocity encoding sequence at 3T 

without the use of higher BW, fractional echo, or increasing the resolution. 
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DISCUSSION  

Comparison of Velocity Encoding Strategies – In Fig. 30, as the VENC increases, a 

theoretical minimum TE is reached due to limitations associated with the plateau of the 

readout gradient overlapping with the refocusing gradient. SSRG can encode larger 

velocities within this time, compared to the other encoding strategies, thus permitting the 

use of a shorter TE. For a fixed slice select gradient and RF pulse, smaller VENC values 

require a ∆t that causes the refocusing gradient lobe to overlap with the readout gradient 

plateau for TEIN,MIN , thus causing an increase in the minimum achievable TE. 

 

In Vivo Studies 

Chemical Shift Effects on Net Forward Flow – In Fig. 31 it can be seen that chemical 

shift induced phase errors are largest in the PA, RPA, and LPA compared to the aAo. For 

low pressure vessels (PA, RPA, and LPA) the vessel wall is thicker, thus limiting the 

complex signal from perivascular fat from spatially shifting into the vessel lumen. In the 

presence of minimal perivascular fat, the difference between the two sequences is much 

lower. Only one volunteer lacked perivascular fat in the PA and another volunteer lacked 

perivascular fat in the RPA. Only once did FCFE with LBW+TEMID lead to an 

underestimation of the net forward flow compared to SSRG with HBW+TEIN,MIN .  

 

Internal Blood Flow Consistency – Table 4 shows a statistically significant difference 

(P<0.05) between the measured net forward flow for FCFE with LBW+TEMID and SSRG 

with HBW+TEIN,MIN  in all three territory comparisons (aAo vs. PA, aAo vs. RPA+LPA, 

and PA vs. RPA+LPA). This indicates significant improvement in the internal 



111 

consistency of flow measures through the reduction of chemical shift-induced phase 

errors using SSRG with HBW+TEIN,MIN . 

 Internal consistency measures can only reflect a relative agreement in net forward 

flow, whereas for PC-MRI to provide the most clinically useful results, absolute flow 

measurements are preferred. In Table 5, FCFE with LBW+TEMID shows a small intra 

sequence difference of ~1 mL (1.4%). Importantly, SSRG with HBW+TEIN,MIN  shows a 

similar result (∆ intra flow < 1 mL). However, when the inter sequence flow differences 

are compared FCFE with LBW+TEMID shows an overestimation of blood flow by ~8 mL 

(9.3%). In this work FCFE with LBW+TEMID led to an overestimation of blood flow in 

all but one vessel territory (39 out of 40) in ten volunteers, which is also consistent with 

our previous results (5). While this study reports a consistent overestimation of flow 

when using LBW+TEMID, the magnitude and sign of the flow discrepancy depends on the 

superposition of the complex fat and water vectors. For this work, the use of LBW causes 

more fat pixels to partial volume with blood pixels within the vessel, while the use of 

TEMID causes the fat vector to be oriented approximately perpendicular to the blood 

vector. Together, LBW+TEMID leads to an increase in the measured phase (flow), 

whereas our chemical shift optimized sequence reduces the extent of fat pixels that partial 

volume with blood pixels by using a HBW and orients the fat vector more closely with 

that of slow flowing blood near the vessel wall by using TEIN. Table 5 shows that FCFE 

with LBW+TEMID demonstrates excellent relative agreement in blood flow (∆ Intra flow) 

between the PA and the RPA+LPA, but a poor agreement in absolute blood flow (∆ Inter 

flow) due to chemical shift effects arising from the presence of perivascular fat 

surrounding these vessels for this volunteer. Similar results are observed in flow phantom 
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experiments, where the measured flow is known (data not shown). These examples 

highlight why improvements need to be made to make PC-MRI an absolute method for 

quantifying blood flow and also underscores an important source of variability in clinical 

PC-MRI measurements. 

 

Eddy Current Comparison – Eddy current-induced velocity offsets for SSRG with 

HBW+TEIN,MIN  were greater than both FCFE with LBW+TEMIN and HBW+TEIN, but 

importantly just within the 0.6 cm/s threshold of acceptable eddy current-induced 

velocity offsets (26,27). Eddy current background phase error corrections significantly 

improve the flow accuracy of PC-MRI (2,18,20). In this study we have shown that the 

average magnitude of chemical shift induced flow errors are almost two-times larger and 

statistically different (P<5e-5) than eddy current effects. Therefore, for studies in which 

flow accuracy is important both eddy currents and chemical shift induced phases errors 

need to be minimized. 

 

Pulmonary to Systemic Blood Flow Ratios – Relative to SSRG, FCFE measurements of 

Qp/Qs are higher on average by 0.05. Chemical shift effects primarily account for the 

0.05 difference between SSRG and FCFE. Our Qp/Qs results for SSRG at HBW 

TEIN,MIN , however, do not match the expected result of 1.05 when a 5% coronary flow 

contribution is assumed (22). Uncorrected phase errors could be influencing the 

measurements made with either SSRG or FCFE. Uncorrected phase errors that 

differentially contribute approximately 0.3cm/s, for example, to the aAo and PA 

measures could give rise to an error of ±0.05 in Qp/Qs (17), for either SSRG or FCFE, 
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and could account for the deviation of the reported results from the expected value. The 

source of this error is incompletely understood. 

 

SNR Comparison – A quantitative analysis of the measured SNR shows the SNR for 

SSRG with HBW+TEIN,MIN  is reduced by 50% compared to FCFE with LBW+TEMID and 

33% higher than in our previous chemical shift optimized FCFE velocity encoding 

sequence with HBW+TEIN. Both of these values are in good agreement with our 

theoretical expectation of 46% and 35%, respectively, determined based on the steady-

state gradient echo signal equation and the applied flip angle, TE/TR, receiver bandwidth, 

and estimates of T1/T2* (1400/50 ms). 

 

Sequence Timing Comparison – Table 6 shows that with chemical shift optimized 

sequences, SSRG offers a 35% increase in temporal resolution compared to FCFE (35.65 

vs. 55.3 ms). When chemical shift effects are not of a concern, the minimum available 

TE/TR for SSRG offers an 12% increase in temporal resolution compared to FCFE 

(41.95 vs. 47.85 ms). Regardless of chemical shift induced errors, SSRG always provides 

the shortest TE/TR (highest temporal resolution) compared to FCFE for the previously 

described VENC range. 

Flow compensated images from a FCFE sequence have reduced flow-related ghosting 

artifacts in the phase-encode direction. However, FCFE always has one encoding step 

that is not flow compensated, therefore flow-related ghosting artifacts cannot be avoided 

within this encoding step. The SSRG sequence has no flow compensated waveforms, but 

the moment distribution compared to FCFE is similar and consequently flow-related 
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ghosting artifacts were nearly identical to FCFE.  For example, when using SSRG with a 

VENC of 200cm/s, M1,1 = 2.3 (mT•ms2)/m and M1,2 = 8.17 (mT•ms2)/m, whereas for 

FCFE M1,1 = 0 and M1,2 = 5.87 (mT•ms2)/m. 

SSRG can also be combined with the shared velocity encoding (SVE) technique 

proposed by Lin et al. (65) to offer an even greater increase in the effective temporal 

resolution. The SVE concept shares velocity encoding k-space data between adjacent 

frames. As a result, the SVE technique cannot be combined with FCFE encoding 

strategies since adjacent frames sharing the same velocity encoded k-space data would 

not provide any new information. Thus, an SSRG sequence combined with SVE image 

reconstruction would represent an important and significant increase in temporal 

resolution compared to conventional FCFE approaches.  

Conventional wisdom for PC-MRI parameter selection has always been to pick a 

LBW for improved SNR and the corresponding minimum TE to further improve SNR 

and reduce the TR. While this approach has advantages, a judicious choice of BW and 

TE can lead to increased measurement accuracy by reducing the effects of chemical shift. 

Additionally, the 50% decrease in SNR with SSRG at HBW+TEIN,MIN  compared to FCFE 

at LBW+TEMID should not negatively impact measurement accuracy. For example, 

Westenberg et al. previously reported that a 55% reduction in SNR (187 ± 116 vs. 84 ± 

60) did not lead to flow inaccuracies in measurements across the mitral valve (26).  

SSRG enables the use of TEIN,MIN , but under the conditions evaluated the use of 

FCFE at HBW+TEMIN results in a TE that is close to TEIN,MIN  (∆ = 0.14 ms), but this TE 

would orient the fat vector at approximately 21 degrees relative to stationary blood 

(water) for the 3T scanner (scanner reported B0 = 2.89T) used in this study. Using our 
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previous numerical simulations at 3T (57) indicates that FCFE at HBW+TEMIN (2.6ms) 

can result in a forward flow error from chemical shift as large as 5% in the RPA/LPA 

(data not shown); a 2% reduction in SNR; and a 3% decrease in temporal resolution 

compared to SSRG at HBW+TEIN,MIN . As a result, SSRG offers reduced chemical shift 

effects; faster scanning; and increased SNR for VENC ≥ 190cm/s. 

 

Limitations 

SSRG permits the use of a range of VENCs that are within the range of typical blood 

flow velocities for imaging the aAo, PA, RPA, and LPA. Smaller VENCs lead to a large 

time shift, ∆t, for the refocusing gradient lobe during the second encoding step. Under 

these low VENC regimes, SSRG loses its velocity encoding time efficiency compared to 

the FCFE or bipolar sequences, which are more time efficient at encoding lower 

velocities. Therefore, SSRG is not well suited for measuring myocardial motion, CSF 

flow measurements, and other studies that require low VENCs (see Fig. 30). 

Furthermore, in this study the VENC was prospectively chosen to accommodate easily 

the maximum expected velocity in these subjects. Reducing the VENC requires 

increasing ∆M1, which necessitates an increased M1 for the time shifted slice-select 

refocusing gradient in SSRG. Consequently, this leads to increased intravoxel spin 

dephasing and potential ghosting artifacts (66). Furthermore, if the VENC had been more 

closely matched to the peak velocity, the impact of the higher M1 values in SSRG 

compared to FCFE may have been more apparent  (66). 

The SSRG velocity encoding sequence allows the use of a shorter, previously 

unachievable TEIN,MIN  of 2.46 ms at 3T. At 1.5T, TEIN,MIN  = 4.76 ms (assuming ~210 
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Hz/px) and there is no shorter available TEIN at this field strength. As a result, if chemical 

shift reduction strategies are to be employed at 1.5T, SSRG does not hold an advantage 

over FCFE. However, even if reducing the effects from chemical shift are not of interest, 

SSRG can still afford the use of a shorter TE/TR combination (Table 6) resulting in 

increased temporal resolution, breath hold duration and/or spatial resolution compared to 

FCFE. 

We have assumed that the use of TEIN aligns the complex fat vector with slow 

flowing blood at the vessel periphery, but this assumption is not always valid. For 

example, if the flow velocity is high as may occur for complex flow patterns, then the 

phase of fat may no longer closely align with the phase accorded by the local velocity. 

This highlights the importance of using HBW to minimize the contribution of 

perivascular fat.   

When comparing our measured total flow results between the SSRG and FCFE 

techniques, the temporal resolution was not held constant. Instead, the minimum 

available TR was chosen for each technique to provide sequence efficiency. Despite the 

non-matched temporal resolutions, improvements in total flow agreement are considered 

to be a result of chemical shift effects and not temporal resolution as shown in our 

previous work (5) where the temporal resolution was held constant. 

 

CONCLUSION  

PC-MRI with SSRG velocity encoding is a more time efficient velocity encoding 

strategy for medium to large VENCs when used in conjunction with HBW. SSRG leads 

to more accurate and less variable flow measurements through the reduction of chemical 
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shift-induced phase errors in addition to shortening the TE/TR, thus permitting the use of 

better temporal/spatial resolution and/or reduced breath hold duration. 
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CHAPTER 6  

ASYMMETRIC VELOCITY ENCODING 

Traditional PC-MRI methods employ either a pair of equal-and-opposite velocity 

encoding gradients (Bipolar) (14,15) or a flow compensated and flow encoded gradient 

pair (FCFE) (16,17). Each strategy has its benefits and drawbacks; but neither sequence 

is the most time efficiency over a wide range of clinically useful velocity encoding 

strengths. Asymmetric velocity encoding, which was briefly discussed in Chapter 3, is a 

more time efficient velocity encoding strategy compared to Bipolar and FCFE that does 

not mandate the distribution of first moments across the two velocity encoding 

acquisitions. In this chapter, we define the mathematics behind an iterative algorithm that 

is used to determine the gradient amplitudes, ramp durations, and plateau durations for a 

PC-MRI sequence which uses asymmetric velocity encoding for triangular and 

trapezoidal gradient waveforms (Specific Aim #3). Importantly, this algorithm doesn’t 

just construct time efficient velocity encoding gradients, but also the corresponding flow 

compensated readout and phase encoding gradients. We hypothesize that reductions in 

TE/TR can be achieved by designing the fastest triangular and trapezoidal shaped 

velocity encoding gradient waveforms, providing significant increases in spatiotemporal 

resolution over conventional PC-MRI methods and more accurate measures of blood 

velocity and flow. 

 

A fast iterative solution for time efficient trapezoidal and triangular gradient lobes for 

a pair of asymmetric velocity encoding gradients, a flow compensated readout gradient, 

and a phase encoding gradient can be used to determine the upper bound, Tu, for the CVX 



algorithm.  

The gradients along the slice select axis (Fig. 

moment constraints required for velocity encoding

gradient plateau variables 

 

 

where the unknown parameters G

and slew rate, respectively, for the velocity encoding gradients applied along the slice 

select axis, which will be solved later. Additionally, the known parameters include F

which is the slice select gradient 

amplitude, RS, which is the slice select ramp down duration, and 

difference in first gradient moment and is determined by the desired VENC. 
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The gradients along the slice select axis (Fig. 34a,b) must be designed based on the 

required for velocity encoding.  In doing so, the velocity encoding 

gradient plateau variables (T1, T2, T3, and T4) can be determined as: 

 

where the unknown parameters GVE and SRVE represent the plateau’s gradient amplitude 

and slew rate, respectively, for the velocity encoding gradients applied along the slice 

select axis, which will be solved later. Additionally, the known parameters include F

which is the slice select gradient plateau duration, GS, which  is the slice select gradient 

, which is the slice select ramp down duration, and ∆M

difference in first gradient moment and is determined by the desired VENC. 

a,b) must be designed based on the 

.  In doing so, the velocity encoding 

 

represent the plateau’s gradient amplitude 

and slew rate, respectively, for the velocity encoding gradients applied along the slice 

select axis, which will be solved later. Additionally, the known parameters include FS, 

, which  is the slice select gradient 

∆M1, which is the 

difference in first gradient moment and is determined by the desired VENC.  
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Figure 34. Pulse sequence diagram of the gradient waveform parameters for a pair 

of asymmetric velocity encoding gradients, a flow compensated readout gradient, 

and a phase encoding gradient using triangular and trapezoidal gradient 

waveforms. The unknown variables T1, T2, T3, T4, T5, and T6 are used to construct 

initial estimates of the gradient waveforms, which then define the upper bound 

(Tu) for the CVX optimization (Chapter 7). 
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Next, SRVE is set to SRVE = SRMax/√3 and GVE is searched from GMax to 0 mT/m in 

increments of 0.0001 mT/m until a solution set for T1, T2, T3, and T4 meets the following 

condition, which ensures the duration of the two velocity encoding waveforms are equal: 

 

where RVE = GVE/SRVE is the ramp duration of the velocity encoding gradients and 10µs 

represents the gradient sampling duration. 

The phase encoding gradient must have a gradient area that corresponds to the 

maximum phase encode line and have the same duration as the velocity encoding 

gradients (T4 + T1 + 4RVE + RS). With these constraints in mind, a triangular phase 

encoding gradient can be constructed with ramp duration, RPE, gradient amplitude, GPE, 

and slew rate SRPE: 

 

A time efficient flow compensated readout gradient would have a gradient ramp 

duration, RRO, based on the maximum available gradient amplitude, GRO, and slew rate, 

SRRO: 

 

Taking into account the additional moment constraints required to achieve flow 

compensation at TE (M0=M1=0), the gradient plateau variables in Fig. 34c (T5 and T6) 

can be determined as:  



 

 

Finally, the flow compensated readout duration must be equal to the duration of the 

velocity encoding and phase encode gradients (Fig. 

repeated for another value of 

The entire process described above takes 

which makes it an excellent method for assigning the uppe

optimization.   
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Finally, the flow compensated readout duration must be equal to the duration of the 

velocity encoding and phase encode gradients (Fig. 34d). Thus, the entire process is 

repeated for another value of GVE until the following additional criteria is met:

The entire process described above takes <1s to arrive at a solution

which makes it an excellent method for assigning the upper bound for the CVX 

 

Finally, the flow compensated readout duration must be equal to the duration of the 

d). Thus, the entire process is 

until the following additional criteria is met: 

 

<1s to arrive at a solution using Matlab, 

r bound for the CVX 
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Figure 35. Pulse sequence diagram fro the standard FCFE PC-MRI sequence (A) 

and the time efficient Asymmetric PC-MRI sequence (B). 
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CHAPTER 7 

CONVEX GRADIENT DESIGN FOR PC-MRI 

Conventional gradient waveform design in PC-MRI involves the use of triangular or 

trapezoidal waveforms which do not optimally use the available gradient hardware. 

Instead, these waveforms limit the sequence design to GMax/√3 and SRMax/√3 (where 

GMax is the maximum gradient amplitude and SRMax is the maximum gradient slew rate) 

to ensure the sequence performs within the hardware limitations for any given double 

oblique slice orientation. These limits are only approached during a few instances 

throughout the sequence, which limits sequence efficiency. In this chapter, an evaluation 

of convex gradient optimization (CVX) in PC-MRI sequences is conducted in an effort to 

provide increased spatiotemporal resolution and improved accuracy (Specific Aim #4). 

We hypothesize that the use of convex gradient optimization for all gradients within the 

PC-MRI pulse sequence will lead to more accurate measurements of blood flow and 

velocity through the reduction of chemical shift-induced phase errors and increased 

sequence efficiency, which can provide either higher spatial or higher temporal 

resolution. 
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INTRODUCTION  

Phase contrast MRI (PC-MRI) is a non-invasive imaging technique, which is 

predominately used clinically to measure 2D through-plane blood velocity [cm/s] and 

derived measures like peak velocity [cm/s], flow rates [mL/s], and flow [mL]. PC-MRI 

flow measurements can guide clinical decision-making in congenital heart disease 

(2,7,67) but current clinical confidence in PC-MRI is relatively modest as a consequence 

of the frequent occurrence of blood flow and velocity results that contradict other clinical 

observations or are themselves internally inconsistent. Decades of research have helped 

mitigate numerous sources of PC-MRI measurement error that arise from eddy currents 

(29), Maxwell terms (24), gradient field distortions (23), and off-resonance (34). 

Nevertheless, chemical shift induced phase errors (57) and spatiotemporal undersampling 

remaining critical sources of error in PC-MRI for which a cogent error mitigation 

strategy is needed. 

As a consequence of chemical shift induced phase errors and suboptimal 

spatiotemporal resolution, an individual patient’s PC-MRI measurements may 

demonstrate poor intra-subject agreement. For example, blood flow measured in the main 

pulmonary (PA) should equal the sum of blood flow measured in the right and left branch 

pulmonary arteries (RPA and LPA), but they can differ by >10mL (15%). An erroneous 

+5mL to the RPA and -5mL to the LPA makes a normal 60:40 flow split appear to be 2:1 

(25), which is an accepted criteria that triggers clinical concern (2). However, if an 

abnormal flow split is not expected based on other clinical data, this raises concern for all 

the subject’s measurements; calls into question the reliability of the technique; confounds 
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clinical decision-making; and may lead to follow-up exams, which incur greater 

downstream costs. 

Chemical shift induced phase errors arise in PC-MRI (57) because the complex signal 

for perivascular fat chemically shifts across the vessel wall and corrupts the complex 

blood signal. This error is worse at 3T, does not subtract in phase difference processing, 

and is present in both conventional flow compensated and flow encoded (FCFE) and bi-

polar PC-MRI sequences.  This error, however, can be mitigated by using an in-phase TE 

(TEIN) and a high receiver bandwidth (57). The use of the minimum available TEIN is 

preferred, but conventional PC-MRI sequences at 3T cannot achieve this short TE 

(TEIN,MIN≈2.46ms at 3T) over a range of clinically relevant velocity encoding strengths 

(VENCs) (68) because of inefficient gradient waveform design. Hence, existing 

sequences can only reduce chemical shift induced errors by using the next longer TEIN, 

which is longer than TEMIN and compromises sequence efficiency.  

Spatiotemporal undersampling errors arise because suboptimal temporal resolution 

acts as a low-pass filter on a vessel’s temporal velocity waveform and leads to an 

underestimation of peak velocity and total flow (69,70); and suboptimal spatial resolution 

compromises measurement accuracy due to partial-volume effects (71,72) and intravoxel 

spin dephasing (20,21). The spatiotemporal resolution of PC-MRI is more limited than 

other cardiac imaging techniques because of the need to acquire two echoes with 

different velocity sensitivities in order to correct background sources of off-resonance 

within an acceptable breath hold duration.  

Improvements in spatiotemporal resolution for PC-MRI can be achieved in several 

ways including alternative k-space sampling trajectories (73-75), parallel imaging 
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(44,76), temporal data sharing schemes (65,77,78), partial Fourier imaging (79), 

compressed sensing (80), and k-t acceleration techniques (81). A judicious approach, 

which is also compatible with all of these methods, is to optimize each gradient 

waveform such that their duration is minimized, while maintaining the necessary zero 

and first order gradient moments required for flow imaging. Previously, Bernstein et al. 

(22) proposed an analytic solution for the construction of asymmetrically weighted 

velocity encoding gradients with trapezoidal and triangular gradient lobe shapes to 

provide a minimum TE PC-MRI sequence. Bolster et al. (82) presented an algorithm to 

implement three-axis flow-compensation in PC-MRI, which minimized sequence dead 

time through the construction of trapezoidal and triangular gradient lobe shapes that 

utilized the full capabilities of the gradient hardware for any oblique slice orientation. 

Atalar et al. (83) first introduced hardware-optimized trapezoidal gradient lobes and 

Derbyshire et al. (84) later developed hardware optimized gradients for the slice, phase, 

and read axes within the physical coordinate system for any oblique slice orientation. 

While each of these techniques provided reductions in TE/TR due to more efficient 

gradient construction, their efficiency is limited due to the required construction of 

trapezoidal and triangular gradient lobe shapes. This design approach cannot, in general, 

make optimal use of the available gradient hardware. Most recently, Hargreaves et al. 

(85) have shown that convex gradient optimization (CVX) can be used to minimize 

gradient waveform durations subject to both gradient hardware and pulse sequence 

constraints, including the desired gradient moments. This design approach is capable of 

producing arbitrarily shaped gradient waveforms that cannot be designed analytically. 

Herein we propose, implement, and evaluate a time efficient (hardware optimized) 



127 

chemical shift insensitive 2D through-plane PC-MRI sequence that uses an asymmetric 

velocity encoding strategy in combination with convex gradient optimization to produce 

simultaneously the minimum duration gradients for all axes. This sequence mitigates both 

chemical shift induced phases errors and spatiotemporal undersampling errors, thereby 

increasing the accuracy of cardiovascular blood flow and velocity measurements. 

 

 

THEORY  

The design target for a time efficient PC-MRI sequence is to minimize gradient 

waveform durations while staying within both sequence and hardware constraints. 

Sequence constraints arise due to the choice of RF pulse duration, slice thickness, field of 

view (FOV), bandwidth, matrix size, and the required gradient moments for velocity 

encoding. Additionally, hardware constraints limit the maximum available gradient 

amplitude, GMax, and slew rate, SRMax. For a time efficient PC-MRI pulse sequence, two 

separate CVX optimizations are conducted. First, two slice select gradients (one for each 

velocity encoding acquisition), a flow compensated readout gradient, and a phase 

encoding gradient are optimized, simultaneously, for the interval between RF 

transmission and data acquisition (Interval 1 in Fig. 36b,c). Second, a spoiler gradient, a 

readout gradient ramp down, and a phase encode rewinder gradient are optimized, 

simultaneously, for the interval between the end of data acquisition and the end of the TR 

(Interval 2 in Fig. 36b,c). What follows is a description of the velocity encoding, pulse 

sequence, and hardware constraints used for the CVX optimization. 
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Figure 36. Pulse sequence diagrams for 2D through-plane chemical shift mitigated PC-

MRI sequences at HBW (814Hz/px) and an in-phase TE (TEIN): (a) conventional flow 

compensated and flow encoded (FCFE) velocity encoded sequence (TEIN=4.92ms, 

1.8mm×1.8mm spatial resolution, 55.9ms temporal resolution); (b) convex gradient 

optimized (CVX) velocity encoded sequence optimized for high spatial resolution 

(TEIN,MIN=2.46ms, 1.2mm×1.2mm spatial resolution, 56.1ms temporal resolution); and 

(c) CVX optimized for high temporal resolution (TEIN,MIN=2.46ms, 1.8mm×1.8mm 

spatial resolution, 31.6ms temporal resolution).  The equations used to constrain the CVX 

optimization are labeled for each axis. Two separate CVX optimizations are conducted 

for each sequence as indicated by the gray regions within the pulse sequence diagrams. 

The two slice select gradients, the flow compensated readout gradient, and the phase 

encoding gradient are optimized during the time between RF transmission and data 

acquisition (Interval 1). The spoiler, readout ramp down, and phase encode rewinder 

gradients are optimized during the time between the end of data acquisition and the end 

of the TR (Interval 2). 

 

Velocity Encoding Constraints 

For a typical 2D through-plane PC-MRI experiment, two velocity-encoded 

acquisitions with different first moments are needed to encode flow along the slice select 

direction. All velocity encoding schemes use a bipolar encoding gradient after the slice 

select gradient. The combination of the slice select and velocity encoding gradients 

results in a nulled zeroth gradient moment (M0) for each encoding step (i.e. 

M0,1=M0,2=0), which refocuses the position-related phase at TE. The velocity encoding 



scheme must also have a net difference in first moments (M

dependent phase (∆M1=M

dependence on non-velocity background phase and is proportional to the velocity (

flowing blood according to:

The applied velocity encoding gradients have a maximum velocity encoding strength 

(VENC), which is defined as the velocity that produces a phase shift of 

VENC = π(γ |∆M1| )
-1.  

The target ∆M1 is achieved by acquiring two velocity encoded acquisitions of the 

form: 

where α scales the first moment distribution and depends on the selected velocity 

encoding strategy.  Conventionally, velocity encoding is achieved by using either a pair 

of equal and opposite bipolar flow encoding gradients (

compensated and flow encoded gradients 

inefficient and typically leads to velocity encoding gradient waveforms that are unequal 

in duration. Hence, the minimum achievable TE/TR is limited by the velocity encoding 

acquisition with the longest duration. Bernstein et al. 

gradients without constraining 

acquisitions produced the required 

gradient waveforms and reductions in TE/TR. We refer to this velocity encoding strategy 

as asymmetric velocity encoding.  Herein, we extend

waveforms more efficient by starting the velocity encoding gradients immediately after 
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scheme must also have a net difference in first moments (M1) that yields a veloci

M1,1 – M1,2≠0) at TE. The phase difference (∆

velocity background phase and is proportional to the velocity (

flowing blood according to: 

The applied velocity encoding gradients have a maximum velocity encoding strength 

(VENC), which is defined as the velocity that produces a phase shift of 

is achieved by acquiring two velocity encoded acquisitions of the 

 scales the first moment distribution and depends on the selected velocity 

encoding strategy.  Conventionally, velocity encoding is achieved by using either a pair 

nd opposite bipolar flow encoding gradients (α=0.5) (14,15) 

compensated and flow encoded gradients (FCFE, α=0) (16,17). This requirement is 

pically leads to velocity encoding gradient waveforms that are unequal 

in duration. Hence, the minimum achievable TE/TR is limited by the velocity encoding 

acquisition with the longest duration. Bernstein et al. (22) used velocity encoding 

gradients without constraining α. The only requirement was that the encoding 

acquisitions produced the required ∆M1, which results in shorter velocity encoding 

gradient waveforms and reductions in TE/TR. We refer to this velocity encoding strategy 

as asymmetric velocity encoding.  Herein, we extend this concept and make the gradient 

waveforms more efficient by starting the velocity encoding gradients immediately after 

) that yields a velocity 

∆φ) mitigates the 

velocity background phase and is proportional to the velocity (υz) of 

 

The applied velocity encoding gradients have a maximum velocity encoding strength 

(VENC), which is defined as the velocity that produces a phase shift of π radians, or 

is achieved by acquiring two velocity encoded acquisitions of the 

 

 scales the first moment distribution and depends on the selected velocity 

encoding strategy.  Conventionally, velocity encoding is achieved by using either a pair 

 or a set of flow 

This requirement is 

pically leads to velocity encoding gradient waveforms that are unequal 

in duration. Hence, the minimum achievable TE/TR is limited by the velocity encoding 

used velocity encoding 

requirement was that the encoding 

, which results in shorter velocity encoding 

gradient waveforms and reductions in TE/TR. We refer to this velocity encoding strategy 

this concept and make the gradient 

waveforms more efficient by starting the velocity encoding gradients immediately after 
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the slice select gradient plateau, without ramping down. Our CVX PC-MRI sequence is 

optimized to take full advantage of asymmetric velocity encoding (flexible α): 

 

where n is the velocity encoding step (i.e. 1 or 2). 

 

Pulse Sequence Constraints 

The specific pulse sequence protocol (e.g. RF pulse duration, slice thickness, FOV, 

bandwidth, and matrix size) defines the end time and gradient amplitude of the slice 

select gradient and the gradient amplitude and duration of the readout gradient. The 

velocity encoding gradient for each encoding step is constructed to begin at the end of the 

RF pulse and end at the start of data acquisition (Interval 1 in Fig. 36b,c) with the 

following constraints:  

 

where ∆f is the bandwidth of the RF pulse [Hz], γ is the gyromagnetic ratio [MHz/T], and 

∆z is the slice thickness [m]. Therein, i and f indicate the initial and final gradient 

amplitudes. 

The flow compensated readout gradient is constructed with the following constraints: 
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where Gread,f is the final gradient amplitude for the CVX optimized flow compensated 

readout [mT/m], which is also the readout gradient plateau amplitude, BW is the receiver 

bandwidth [Hz], and FOVx is the field-of-view in the readout direction [m].  

The phase encode gradient is optimized only for the phase encoding step that requires 

the largest gradient area, which is equivalently either the largest positive or largest 

negative phase encode step for Cartesian k-space acquisitions. It is computationally 

expensive to optimize the phase encoding gradient for each phase encoding step, and 

doing so would result in different TE/TR values, which could introduce signal 

fluctuations and would confound cardiac segmented acquisitions. Hence, the phase 

encoding gradient is designed such that: 

 

where Ny is the number of phase encoding steps to be acquired and FOVy is the field-of-

view in the phase encode direction.  

Additional constraints are needed for the second interval of CVX optimization 

(Interval 2 in Fig. 36b,c) for the slice, phase, and read gradients played between the 

readout gradient plateau and the end of the TR. The spoiler gradient is constructed with 

the following constraints: 

 

where φ [rad] is the required phase dispersion of the applied spoiler gradient. The ramp 

down of the readout gradient is constructed with the following constraints: 
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The phase encoding rewinder gradient is designed with the following constraints: 

 

 

Gradient Hardware Constraints 

In addition to velocity encoding and pulse sequence constraints, the gradient 

hardware limits GMax and SRMax. The conventional design of PC-MRI gradients does not 

optimally use the available gradient hardware for all time points, but rather achieves the 

maximum only for very brief periods. To accommodate double-oblique scan plane 

orientations, the slice, read, and phase directions are all individually designed with 

maximum gradient amplitude and slew rate specifications that are reduced by as much a 

√3 to avoid overranging the physical gradients when the gradient waveforms are rotated 

into the image plane coordinate system. The result, however, is that the GMax and SRMax 

hardware limits may only be reached during a few instances for particular orientations, 

which unnecessarily limits sequence efficiency. This arises as a consequence of a design 

strategy that is a holdover from analytic solutions and hand-coded gradient waveform 

designs that use simple trapezoidal and triangular gradient lobe shapes. PC-MRI 

sequences can be made significantly more time efficient by optimizing the use of the 

available gradient hardware to jointly design velocity encoding phase-encoding, pre-

winder, rewinder, and spoiler gradients.  
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For the CVX PC-MRI sequence, the optimization of the gradients for each time point 

between the slice select and readout gradient plateaus, the gradient amplitudes are 

constrained according to: 

 

where Gslice,n is the maximum gradient amplitudes for the pair of velocity encoding 

gradients and Gphase and Gread are the maximum gradient amplitudes for the flow 

compensated readout gradient and the phase encode gradient, respectively. This 

constraint ensures that for any slice orientation the maximum gradient amplitude used on 

any given axes will always be less than GMax. Similarly, the slew rates are constrained by 

replacing GMax with SRMax throughout Eq. [10]. 

For the CVX optimization of the gradients between the readout gradient plateau and 

the end of the TR, the gradient amplitudes are constrained for each time point according 

to: 

 

where Gspoil, Gread, and Grewind represent the maximum gradient amplitudes for the spoiler 

gradient, the ramp down of the readout gradient, and the phase encode rewinder gradient, 

respectively. Similarly, the slew rates are constrained by replacing GMax with SRMax 

throughout Eq. [11]. 
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Minimum-Time Solution 

As previously described by Hargreaves et al. (38), the minimum-time solution for any 

constrained gradient waveform involves finding the minimum gradient duration, T 

(T=mτ, where m is an integer and τ=10µs, which is the gradient raster time), that 

produces a solution to the constrained problem. Convex optimization algorithms use 

successive binary-searches to divide the interval containing T on each function call. An 

initial estimate of the upper and lower bounds, Tu and Tl, are defined to start the 

optimization. For the TEIN,MIN  protocols used in this study, Tu and Tl were set to 1.54ms, 

based on the target of TEIN,MIN=2.46ms minus half the slice select (0.3ms) and readout 

(0.62ms) gradient plateau durations. For TEMIN protocols, Tu can be determined 

analytically using conventional trapezoid and triangle gradient waveforms and an analytic 

solution similar to that proposed by Bernstein et al (22) (Appendix A). Tl is then assigned 

as Tl=0.8Tu. The value of T is set to Tu to determine whether the aforementioned 

constraints are satisfied for all axes, simultaneously. Once a feasible solution exists 

within the interval of Tu and Tl, T is set to 0.5(Tu+Tl), tested based on the assigned 

constraints, and then repeated until the minimum feasible T is determined.  

 

 

METHODS 

Convex Gradient Optimization 

The improved time efficiency of the CVX PC-MRI pulse sequence allows the use of 

TEIN,MIN=2.46ms at 3T. TEIN,MIN  cannot be achieved with the conventional FCFE PC-
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MRI sequence, which uses the next available in-phase TE: TEIN=4.92ms. In addition, 

CVX can be used to either reduce scan time or increase spatiotemporal resolution for a 

fixed breath hold time compared to conventional FCFE. Therefore, two CVX chemical 

shift insensitive PC-MRI protocols were compared to a conventional chemical shift 

insensitive FCFE PC-MRI sequence.  

Table 8 shows the gradient hardware and pulse sequence constraints used for the 

CVX sequences. Table 9 shows the PC-MRI sequence parameters used for the chemical 

shift insensitive FCFE sequence and the chemical shift insensitive CVX sequences with 

optimized spatial and temporal resolution and Fig. 36 shows the corresponding pulse 

sequence diagrams. Based on our previous work involving the analysis of time efficient 

gradient spoiling in PC-MRI (86), the CVX sequences used 4π dephasing for the slice 

select spoiler gradient compared to FCFE, which uses 9π dephasing.  

The CVX optimization was conducted offline using Matlab (The MathWorks, Natick, 

MA) and a freely available Matlab-based modeling system for disciplined convex 

optimization (87,88). The resulting CVX gradients for PC-MRI were then exported to a 

text file, which was read within the pulse sequence environment to construct the 

gradients. The Matlab scripts used for the CVX optimization are described in Appendix 

B. 
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Table 1. Gradient waveform parameters for FCFE and CVX PC-MRI. 

 FCFE  
CVX  

Spatial  
Resolution 

CVX  
Temporal  
Resolution 

Gradient hardware    

GMax (mT/m) 23 38 [Eqs. 10,11] 38 [Eqs. 10,11] 

SRMax (T/m/s) 115 170 [Eqs. 10,11] 170 [Eqs. 10,11] 

Velocity encoding     

Gi (mT/m) 0 15.66 15.66 

Gf (mT/m) 0 0 0 

M0,1, M0,2 (mT/m×ms) 0, 0 0, 0 [Eq. 4] 0, 0 [Eq. 4] 

M1,1, M1,2 (mT/m×ms2) 0, 7.83  1.55, 9.38 [Eq. 4] 2.09, 9.92 [Eq. 4] 

 
Flow compensated  
readout  
 

 

 

 

Gi (mT/m) 0 0 [Eqs. 5,8] 0 [Eqs. 5,8] 

Gf (mT/m) 0 16.45 [Eqs. 5,8] 10.79 [Eqs. 5,8] 

M0 (mT/m×ms) 0 0 [Eq. 5] 0 [Eq. 5] 

M1 (mT/m×ms2) 0 0 [Eq. 5] 0 [Eq. 5] 

Phase encode/rewinder     

Gi (mT/m) 0 0 [Eqs. 6,9] 0 [Eqs. 6,9] 

Gf (mT/m) 0 0 [Eqs. 6,9] 0 [Eqs. 6,9] 

M0 (mT/m×ms) ±7.37 ±10.27 [Eqs. 6,9] ±7.37 [Eqs. 6,9] 

Spoiler    

Gi (mT/m) 0 0 [Eq. 7] 0 [Eq. 7] 

Gf (mT/m) 0 0 [Eq. 7] 0 [Eq. 7] 

M0 (mT/m×ms) 27.86 (9π) 12.57 (4π) [Eq. 7] 12.57 (4π) [Eq. 7] 

M1 (mT/m×ms2) 90.78 30.18 29.26 
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Table 2. PC-MRI parameters. 

 FCFE 
CVX  

Spatial  
Resolution 

CVX  
Temporal  
Resolution 

TE/TR (ms) 4.92/7.00 2.46/4.00 2.46/3.95 

Temporal resolution (ms) 55.9 56.1 31.6 

VENC (cm/s) 150 150 150 

Parallel acceleration rate-2 GRAPPA with 24 reference lines 

Flip angle (degrees) 30 30 30 

Segments 4 7 4 

FOV (mm) 340 × 255 340 × 255 340 × 255 

Pixel number 192 × 144 288 × 216 192 × 144 

Pixel size (mm) 1.8 × 1.8 1.2 × 1.2 1.8 × 1.8 

Bandwidth (Hz/px) 814 827 814 

Duration (heart beats) 23 20 23 

Acquired cardiac phases † 13-18 13-18 23-32 

 

† The number of acquired cardiac phases is heart rate dependent 

 

PC-MR Imaging 

All imaging was performed on a Siemens Trio 3T system (Siemens Medical 

Solutions, Erlangen, Germany) capable of 40mT/m maximum gradient amplitude and 

200T/m/s maximum slew rate. The sequence was coded with a GMax=38mT/m 

SRMax=170T/m/s to avoid overanging the gradients and potential peripheral nerve 

stimulation effects. For all experiments, PC-MRI data were acquired using an anterior 6-

element body matrix coil and a posterior 6-element spine matrix coil for signal reception. 

All imaging was performed with the imaging slice centered at isocenter, as previously 

recommended for the reduction of velocity offset errors (89). 
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Numerical Simulations of Spatiotemporal Sampling 

The effect of spatiotemporal resolution on PC-MRI total flow and peak velocity 

measurements was evaluated using a numerical simulation. A 400ms half sine wave 

temporal velocity waveform was modeled with 1ms temporal sampling. The peak 

velocity was set to 150cm/s. A 20 mm simulated vessel was constructed with 0.1mm 

spatial resolution and a laminar flow profile across the vessel. The velocity profile was 

sampled with a range of temporal resolutions (30ms to 100ms in increments of 10ms) and 

temporal offsets (0ms to the simulated temporal resolution in increments of 10ms) as well 

as a range of spatial resolutions (1mm×1mm to 2.2mm×2.2mm in increments of 

0.1mm×0.1mm) and spatial offsets (0mm×0mm to the simulated spatial resolution in 

increments of 0.1mm×0.1mm). Note that this simulation was used to analyze the effects 

of partial-volume and temporal filtering through changes in spatial and temporal 

sampling and did not take into account the MRI signal properties such as flip angle, 

TE/TR, T1/T2, or noise.  

 

Flow Phantom Experiments 

Validation of the CVX sequence was performed by comparing flow phantom 

measurements to the conventional FCFE sequence using identical scan parameters: 

TE/TR = 3.08/5.08ms, 320×221 matrix, 1.5mm×1.5mm×5mm acquisition voxel, 30° 

imaging flip angle, 801Hz/pixel receiver bandwidth, 4 views-per-segment (60), a total 

scan time of 21 heart beats, a temporal resolution of 40.6ms, 25 cardiac phases 

reconstructed during a simulated 1000ms RR-interval, retrospective ECG gating, rate-2 
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GRAPPA (44) parallel imaging with 24 reference lines, and VENC = 150cm/s. PC-MRI 

data were acquired in a sealed tube (20/1.0mm inner diameter/wall thickness) containing 

blood-mimicking fluid (40% glycerol, 60% water), which was circulated through the 

phantom by a CardioFlow 1000MR computer controlled displacement pump (Shelley 

Medical Imaging Technologies, Toronto, Ontario, Canada). The flow profile was 

programmed for two sine waves with peak velocities of 75 and 150cm/s. Measurements 

were repeated three times for each sequence at each flow rate. Additionally, flow 

phantom measurements were obtained using the FCFE and compared to the higher spatial 

and higher temporal resolution CVX sequences described in Fig. 36 and Tables 8-9. The 

flow profile, designed to match the numerical simulations, consisted of a 400ms half sine 

wave with a peak velocity of 150cm/s. Three measurements for each sequence were 

acquired. 

  

Preclinical Evaluation in Normal Volunteers 

A preclinical evaluation was performed to compare the measurement accuracy for our 

proposed CVX sequences compared to the conventional FCFE sequence using a chemical 

shift insensitive protocol (Fig. 36 and Tables 8-9). Our university’s Institutional Review 

Board approved the study and informed consent was obtained for each subject prior to 

MRI scanning. Subjects were positioned head first in the supine position on the scanner 

bed and imaged using an anterior 6-element body matrix coil and a posterior 6-element 

spine matrix coil for signal reception. PC-MRI data was acquired in the ascending aorta, 

(aAo), main pulmonary artery (PA), and right/left pulmonary arteries (RPA/LPA) of ten 

(N=10) normal volunteers (3 female, 7 male; age 26.7±3.6 years) with no previous 
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history of cardiovascular disease.  

The imaging plane for aAo flow was located in the ascending aorta distal to the aortic 

valve and coronary ostia. The imaging plane for flow in the PA was located downstream 

from the pulmonary valve and proximal to the first bifurcation. The imaging planes for 

the RPA and LPA were located ~1cm distal to the pulmonary bifurcation. All imaging 

planes were prescribed on bSSFP cine images during end-systole using end-expiratory 

breath holds. 

 

Eddy Current Correction 

Eddy current induced velocity offsets were measured by imaging a stationary viscous 

gel phantom (97.85% water, 2% hydroxyethyl cellulose, 0.1% copper sulfate, and 0.05% 

sodium azide) placed at isocenter with identical slice prescriptions and imaging 

parameters as the PC-MRI scans (29). Stationary phantom correction was conducted 

within one week of all PC-MRI experiments to avoid temporal drift of eddy current-

induced phase shifts (90).  

 

Image Processing 

Data were processed offline using Matlab and a DICOM viewing tool (Osirix, 

www.osirix-viewer.com). For quantitative flow assessment at each vessel territory, the 

stationary eddy current correction phantom images were subtracted from the volunteer 

PC-MRI phase images on a pixel-by-pixel basis. A region-of-interest (ROI) was drawn in 

Osirix around the contours of each vessel boundary as indicated in the magnitude images. 

The resulting ROIs were then imported to the eddy current corrected PC-MRI phase 
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images, which were then exported from Osirix to Matlab for quantitative velocity and 

flow analysis. Measurements of total flow were computed by scaling the mean ROI 

signal intensity (velocity related phase shift) by VENC/π (cm/s). The resulting mean ROI 

velocities were then multiplied by the area of the ROI (cm2) to calculate the flow rate 

(mL/s) and finally integrated over the cardiac cycle to yield the total flow results (mL). 

Measurements of peak velocity were computed by scaling the ROI signal by VENC/π 

(cm/s) in the cardiac frame with the maximum signal intensity.  Measurements of 

pulmonary to systemic blood flow ratios (Qp/Qs) were computed by dividing 

measurements of PA total flow by aAo total flow.  Measurements of eddy current-

induced velocity offsets were computed by scaling the mean ROI signal intensity in each 

cardiac frame by VENC/π (cm/s) and then averaging across all cardiac frames. 

 

Data Analysis 

All statistical analysis was performed in Matlab. Bland-Altman (48) analysis was 

used to compare the measurement bias (mean difference between the measurements) and 

limits of agreement (95% confidence intervals, lower and upper 95%-CI) between 

measurements made with FCFE and CVX in addition to comparisons of repeated with 

FCFE vs. FCFE and CVX vs. CVX. The mean and standard deviation of total flow, peak 

velocity, and eddy current-induced velocity offsets were calculated for each flow territory 

across the population of volunteers for FCFE and CVX.  Additionally, the mean and 

standard deviation of pulmonary to systemic blood flow ratios (Qp/Qs) were compared 

for FCFE and CVX. A paired t-test with Holm-Sidak post hoc correction was used to 

measure the statistical significance of measurements obtained using FCFE and CVX at 



143 

the 95% significance level (P<0.05). Lastly, an analysis of sequence efficiency, defined 

as the ratio of the readout duration and the TR (91,92) was computed for FCFE and CVX. 

 

RESULTS 

Numerical Simulations of Spatiotemporal Sampling 

Figure 37 shows numerical simulations of the measured total flow and peak velocity 

for a range of spatial and temporal resolution combinations. The results indicate that the 

parameters used in the FCFE protocol can lead to a 14.2% error in total flow and a 6.7% 

error in peak velocity. CVX with high spatial resolution leads to a 10.2% error in total 

flow and a 6.2% error in peak velocity. CVX with high temporal resolution leads to a 

10.5% error in total flow and a 5.9% error in peak velocity. 
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Figure 37. Numerical simulations of spatiotemporal sampling showing (a) the measured 

total flow and (b) peak velocity for different combinations of spatial and temporal 

resolution. Overlaid on top of the simulations are FCFE (dashed line) and CVX (solid 

line) contours for chemical shift insensitive protocols with 20-23 heart beat scan 

durations. The PC-MRI sequences described in Table 9 and Figure 36 are denoted by the 

white (FCFE), black (CVX with high spatial resolution), and gray (CVX with high 

temporal resolution) circles. The FCFE protocol leads to a 14.2% error in total flow and a 

6.7% error in peak velocity. The CVX protocol optimized for high spatial resolution 

leads to a 10.2% error in total flow and a 6.2% error in peak velocity. The CVX protocol 

optimized for high temporal resolution leads to a 10.5% error in total flow and a 5.9% 

error in peak velocity. The simulated total flow and peak velocity was 100 mL and 150 

cm/s, respectively. 

 

Flow Phantom Experiments 

The Bland-Altman plots and statistics (Fig. 38) show a low measurement bias and 

95%-CI range (bias [lower 95%-CI, upper 95%-CI,]) 0.28cm/s [-7.14cm/s, 7.69cm/s] 
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when comparing FCFE and CVX PC-MRI with matched sequence parameters.  For 

reference, comparisons of repeated FCFE experiments had a measurement bias of  -

0.40cm/s [-4.71cm/s, 3.90cm/s] and CVX experiments had a measurement bias of  -

0.65cm/s [-4.58cm/s, 3.27cm/s]. Flow phantom measurements of total flow were 

85.6±2.3 mL for FCFE, 91.5±1.6 mL for the CVX with high spatial resolution, and 

90.9±1.4 mL for CVX with high temporal resolution. Flow phantom measurements of 

peak velocity were 132.3±2.2 cm/s for FCFE, 135.3±1.6 cm/s for CVX with high spatial 

resolution, and 137.1±1.7 cm/s for CVX with high temporal resolution. 

 Compared to the programmed values, FCFE leads to a 14.4% error in total flow and 

an 11.8% error in peak velocity. CVX with high spatial resolution leads to an 8.5% error 

in total flow and a 9.8% error in peak velocity. CVX with high temporal resolution leads 

to a 9.1% error in total flow and an 8.6% error in peak velocity. 
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Figure 38. Bland-Altman analysis of the measured mean velocity within each cardiac 

phase from the flow phantom experiments measured using FCFE and CVX, each with 

three repeated measures. The solid lines represent the measurement bias while the dashed 

lines represent the limits of agreement (95%-CIs). The gray and black data points 

represent data from the 150 mL/s and 300 mL/s peak flow rate measurements, 

respectively. The measurement bias (0.28cm/s) and 95%-CI range (-7.14cm/s, 7.69cm/s) 

are low, indicating that the measured velocity is the same between the FCFE and CVX 

sequences for identical PC-MRI protocol parameters. 

 

Preclinical Evaluation in Normal Volunteers 

Measurements of total flow and peak velocity are listed in Table 10 and shown in Fig. 

39. Figure 39 illustrates that the measurements of total flow and peak velocity were 

higher for both CVX protocols compared to FCFE, in every volunteer and every region. 

The measured total flow and peak velocity for FCFE vs. CVX with high spatial 

resolution and FCFE vs. CVX with high temporal resolution were significantly different 

(P<0.05). Across all volunteers and vessels, CVX with high spatial resolution resulted in 

an 8.1% and 3.8% increase in the measured total flow and peak velocity, respectively, 
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compared to FCFE. Similarly, CVX with high temporal resolution increased these same 

measures by 5.1% and 10.5%. The measured Qp/Qs ratios for FCFE vs. CVX with high 

spatial resolution (1.03±0.02 vs. 1.04±0.01) and FCFE vs. CVX with high temporal 

resolution (1.03±0.02 vs. 1.04±0.01) were not significantly different (P>0.05). Eddy 

current-induced velocity offsets for FCFE, CVX with high spatial resolution, and CVX 

with high temporal resolution were 0.46±0.33 cm/s, 0.80±0.43 cm/s, and 1.01±0.55 cm/s, 

respectively. The calculated sequence efficiencies for FCFE, CVX with high spatial 

resolution, and CVX with high temporal resolution were 17.7%, 30.5%, and 31.4%, 

respectively. Figure 40 shows representative PC-MRI images and the measured peak 

velocity profiles from a single volunteer the FCFE and CVX sequences.  
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Table 3. In vivo PC-MRI measures of total flow and peak velocity. 

 FCFE 
CVX  

Spatial  
Resolution 

CVX  
Temporal  
Resolution 

Total Flow (mL) 

aAo 89.0±18.2 95.9±19.4† 93.5±17.9† 

PA 92.6±18.5 100.1±20.1† 97.2±18.0†,‡ 

RPA 48.1±9.5 52.5±9.9† 50.9±9.5†,‡ 

LPA 44.3±8.7 47.7±10.2† 46.4±9.0† 

Peak Velocity (cm/s)    

aAo 117.2±17.2 121.6±15.3† 127.3±15.8†,‡ 

PA 87.0±11.8 90.0±13.5† 95.4±15.4†,‡ 

RPA 93.8±15.9 97.1±16.8† 104.7±21.7†,‡ 

LPA 95.3±18.0  99.7±19.8† 107.2±19.9†,‡ 

 

Data are expressed as mean±standard deviation in mL (total flow) and cm/s (peak 

velocity). 
† P<0.05 shows a statistical significant difference with FCFE.  
‡ P<0.05 shows a statistical significant difference with CVX Spatial Resolution.  
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Figure 39. (a) Total flow and (b) peak velocity measurements obtained using FCFE 

(gray), CVX with high spatial resolution (blue), and CVX with high temporal resolution 

(yellow). Data from each volunteer (N=10) are connected to show that both CVX 

protocols lead to increased measures of total flow and peak velocity compared to FCFE 

for every volunteer and every region. All data are eddy current corrected. The box plots 

show the median and 25th and 75th percentiles and the error bars show the 95% 

confidence intervals. 



Figure 40. Representative PC

the ascending aorta (aAo), main pulmonary artery (PA), and right and left branch 

pulmonary arteries (RPA and LPA) from a single volunteer for the FCFE and CVX 

sequences.  

 

DISCUSSION   

CVX is used to construct a chemical shift insensitive, 

encoded PC-MRI sequence with minimum duration gradients for all axes given pulse 

sequence and hardware constraints. 

of blood flow and peak velocity due to increased sequence efficiency, which affords time 

efficient chemical shift insensitivity in addition to increased spatial or temporal 

resolution. 

150 

Representative PC-MRI images and measured peak velocity profiles within 

the ascending aorta (aAo), main pulmonary artery (PA), and right and left branch 

pulmonary arteries (RPA and LPA) from a single volunteer for the FCFE and CVX 

CVX is used to construct a chemical shift insensitive, 2D through

MRI sequence with minimum duration gradients for all axes given pulse 

sequence and hardware constraints. CVX PC-MRI provides more accurate 

of blood flow and peak velocity due to increased sequence efficiency, which affords time 

efficient chemical shift insensitivity in addition to increased spatial or temporal 

 

MRI images and measured peak velocity profiles within 

the ascending aorta (aAo), main pulmonary artery (PA), and right and left branch 

pulmonary arteries (RPA and LPA) from a single volunteer for the FCFE and CVX 

2D through-plane velocity 

MRI sequence with minimum duration gradients for all axes given pulse 

MRI provides more accurate measurements 

of blood flow and peak velocity due to increased sequence efficiency, which affords time 

efficient chemical shift insensitivity in addition to increased spatial or temporal 
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The low measurement bias and narrow 95%-CIs of the Bland-Altman results 

indicate that flow phantom velocity measurements acquired with CVX PC-MRI are in 

excellent agreement with conventional FCFE PC-MRI for identical scan parameters. 

Furthermore, good agreement is observed between flow phantom measurements and the 

numerical simulations of spatiotemporal sampling. Both the flow phantom experiments 

and numerical simulations indicate that CVX PC-MRI leads to an increase in the 

measured total flow and peak velocity that is more consistent with the expected values 

and hence more accurate, likely due to less low-pass spatiotemporal filtering.  

The preclinical evaluation of CVX PC-MRI in normal volunteers resulted in higher 

measurements of total flow and peak velocity compared to FCFE, which we infer are 

more accurate from our simulation and flow phantom results. Additionally, in the absence 

of shunts or regurgitant flow (neither of which is expected within our normal volunteer 

population), we expect that the measured Qp/Qs ratios be close to 1.05 (accounting for 

flow loss into the coronary arteries at the level of aAo (64)). Qp/Qs ratios were close to 

the expected value of 1.05 and no statistical difference was observed between measures 

of Qp/Qs between FCFE and CVX. This is due to the fact that FCFE underestimates flow 

in the aAo and the PA by approximately the same amount. This indicates that blood flow 

measured with FCFE shows good relative flow agreement when chemical shift effects are 

mitigated, but lacks absolute flow agreement.  CVX PC-MRI therefore represents a more 

accurate sequence for quantifying blood flow and velocity due to increased 

spatiotemporal sampling.  

Measurements of eddy current-induced velocity offsets for CVX with high spatial and 

temporal resolution were greater than FCFE. This is likely due to the fact that the CVX 
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sequences make better use of the available gradient hardware and uses higher gradient 

slew rates that may result in higher eddy current-induced velocity offsets. Additionally, 

dead time exists in the FCFE sequence (TEIN>TEMIN), which allows for eddy current 

fields to dissipate resulting in reduced eddy current-induced velocity offsets. FCFE was 

the only sequence that resulted in acceptable (<0.6 cm/s) eddy current-induced velocity 

offsets before correction (61), which indicates that to obtain the most accurate PC-MRI 

measurements using CVX, stationary phantom eddy current corrections should be 

performed.  

In order to control for the effects of chemical shift-induced phase errors all PC-MRI 

sequences used a high receiver bandwidth and TEIN (57). The reduced gradient durations 

in CVX PC-MRI allows the use of TEIN,MIN=2.46ms at 3T. TEIN,MIN  cannot be achieved 

with the conventional FCFE PC-MRI sequence, thus it is necessary to use the next 

available in-phase TE (TEIN=4.92ms). This leads to a concomitant increase in TE and 

TR, which decreases signal-to-noise ratio (SNR) due to T2* effects and reduces temporal 

resolution. While this derates the FCFE sequence, it also controls for a significant source 

of error. 

For TEIN,MIN  protocols, the CVX optimization for Interval 1 (Fig. 36b,c) takes <20s to 

arrive at a solution, whereas for TEMIN protocols, for which the search interval [TL,TU] is 

longer, the CVX optimization takes ≈60s. The CVX optimization for Interval 2 takes 

<18s to arrive at a solution. 

In addition to providing more accurate measures of blood flow and peak velocity with 

either increased spatial or temporal resolution, CVX also offers nearly doubles the 

sequence efficiency compared to FCFE. This is primarily due to a more efficient use of 
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the available gradient hardware and an asymmetric distribution of M1, but also due to a 

reduction in the area of the applied slice select spoiler gradient.  

CVX offers the highest sequence efficiency gains compared to FCFE when using low 

VENCs (≤50cm/s). Thus, CVX may prove especially useful for low VENC applications, 

such as measuring CSF flow or myocardial velocity mapping. The increased spatial 

resolution provided by CVX could be useful for high spatial resolution applications, such 

as measuring blood flow in the carotid and coronary arteries while the increased temporal 

resolution provided by CVX could be useful for measuring high-velocity turbulent jets 

associated with stenotic and regurgitant valvular disease. Furthermore, instead of 

increasing spatiotemporal resolution, CVX could be used to reduce scan time, which 

would be extremely useful for 4D flow applications. Preliminary estimates indicate 4D 

flow acquisition times could be reduced by ~33%. 

 

Limitations 

The PC-MRI sequences evaluated in this study were restricted to the use of TEIN for 

reduction of chemical shift-induced phase errors. When chemical shift effects are not of a 

concern, the minimum available TE/TR can be further reduced for CVX resulting in 

higher sequence efficiency and the use of higher spatial or temporal resolution. 

Regardless of chemical shift-induced errors, CVX always provides the shortest TE/TR 

compared with FCFE, which can be used to increase spatiotemporal resolution or reduce 

breath hold time. 

Currently, the CVX optimization is conducted offline using Matlab. This requires that 

the desired VENC, FOV, matrix size, receiver bandwidth, slice thickness, and RF pulse 
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duration be known a priori. Furthermore, these sequence parameters cannot be altered 

during a scan, which currently limits the clinical utility of the sequence. In addition, 

based on Eqs. [10-11], the current optimization produces a time efficient solution that 

works for all slice orientations and does not exceed peripheral nerve simulation limits.  

However, further incremental improvements may be possible by considering slice-

specific physical gradient hardware constraints. Both of the above mentioned limitations 

could be overcome by conducting the CVX optimization online. In addition, the use of 

C++ libraries rather than Matlab could reduce the time needed for optimization. 

   

 

CONCLUSIONS   

CVX PC-MRI increases sequence efficiency while reducing chemical shift-induced 

phase errors. This can be used to provide either higher spatial or higher temporal 

resolution than conventional chemical shift mitigated PC-MRI methods to provide more 

accurate measurements of blood flow and peak velocity. 
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CHAPTER 8 

REGION-OF-INTEREST CONTOURING ERRORS 

PC-MRI measurements require a region-of-interest (ROI) to be manually contoured 

to encompass the vessel lumen, but this process is subjective and prone to error. In this 

chapter, ROIs were systematically increased/decreased to evaluate the impact of 

overestimating and underestimating the ROI size on PC-MRI flow measurements 

(Specific Aim #5). We hypothesize that overestimating the ROI size will lead to higher 

accuracy compared to underestimating the ROI size and that these findings can be used as 

evidence based suggestions for ROI contouring to increase measurement accuracy in PC-

MRI.  

 

INTRODUCTION  

Ongoing research efforts and established correction methods for many of the known 

errors in PC-MRI have helped mitigate the quantitative inaccuracies of the technique, but 

PC-MRI remains an underutilized clinical tool due to measurement unreliability. 

Nevertheless, PC-MRI holds tremendous promise given the need to non-invasively 

measure 2D through-plane blood flow in a wide range of clinical settings. Reduction of 

PC-MRI errors to clinically insignificant levels (<5% of total flow) is necessary if these 

measurements are to be made routinely accurate and absolutely quantitative. In this work, 

we aim to analyze the effects of variable ROI contouring on PC-MRI measurement errors 

in an effort to improve upon the quantitative accuracy of the technique. 

PC-MRI images are comprised of pixels containing a measured phase that, in the 

absence of errors, is proportional to the velocity of moving tissue (e.g. flowing blood). To 



156 

measure, for example, total forward flow or peak velocity, PC-MRI images require 

contouring a ROI to isolate the lumen of a blood vessel of interest. An accurately 

contoured ROI would perfectly contain the vessel lumen and exclude the vessel wall. The 

resulting ROI provides an accurate measurement of total forward flow, but this may not 

be easily achieved due to limited post-processing time and suboptimal spatial resolution. 

Limited post-processing time directly impacts the accuracy of the ROI boundary. 

Suboptimal spatial resolution leads to blurring at the vessel lumen/wall boundary (pixels 

in the vessel lumen partial volume with pixels in the vessel wall) and compounds the 

estimate of the blood velocity (71,72).  

The expected gross measurement error arising from an incorrectly drawn ROI can be 

predicted from observation of the tissues nearest the vessel lumen/wall boundary. If an 

ROI is drawn too small, the measurement will exclude pixels near the vessel lumen and 

lead to underestimation of total forward flow (assuming the excluded flow is forward 

flow). If an ROI is drawn too large, the measurement will include erroneous pixels that 

will lead to an over- or underestimation of total forward flow, depending on the signal’s 

phase within the erroneously included pixels. If an ROI drawn too large contains 

stationary tissue (e.g. vessel wall or perivascular fat that does not chemically shift into the 

vessel lumen) with a moderate or high signal intensity, then the erroneously included 

pixels are unlikely to contribute a total forward flow measurement error because the 

stationary tissue would have a phase (velocity) of zero in the absence of noise and other 

sources of error. If an ROI is drawn too large and contains moving tissue (e.g. 

myocardium or a pulsatile vessel wall), then the erroneously included pixels can lead to 

an over- (under-) estimation of total forward flow when the moving tissue’s mean 
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velocity is in the same (opposite) direction as the blood flow. If an ROI is drawn too large 

and contains low signal magnitude tissue (e.g. lung tissue), the erroneously included 

pixels would contribute an unpredictable total forward flow error. 

The objective of this work was to systematically evaluate the impact of 

overestimating and underestimating the ROI size on PC-MRI total forward flow 

measurements in the ascending aorta (aAo), main pulmonary artery (PA), and right and 

left pulmonary arteries (RPA/LPA) of ten healthy volunteers (N=10). The results provide 

evidence-based suggestions for ROI contouring to increase measurement accuracy in PC-

MRI. 

 

METHODS 

In Vivo Imaging Methods 

All imaging was performed on a 3 Tesla MRI system (Trio, Siemens Medical 

Solutions, Erlangen, Germany) with 40 mT/m maximum gradient amplitude, 200 mT/m/s 

maximum slew rate, and 400 µs rise time. Our university’s Institutional Review Board 

approved the study and informed consent was obtained for each subject prior to MRI 

scanning. Subjects were positioned head-first in the supine position on the scanner bed 

and imaged using a 6-element body matrix and 6-element spine matrix coils for signal 

reception. Blood flow was measured using PC-MRI in the aAo, PA, and RPA and LPA of 

ten (N=10) healthy volunteers (3 female, 7 male; age 25.9 ± 4.7 years) with no previous 

history of cardiovascular disease. The imaging plane for aAo flow was located in the 

ascending aorta immediately distal to the aortic valve and coronary ostia. The imaging 

plane for flow in the PA was located distal to the pulmonary valve and proximal to the 
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first bifurcation. The imaging planes for the LPA and RPA were located ~1 cm distal to 

the pulmonary bifurcation. All PC-MRI imaging planes were prescribed from bSSFP cine 

images during end-systole with end-expiratory breath holds. 

PC-MRI measurements were made using a cine spoiled gradient echo velocity-

encoding sequence: TE/TR = 4.92/8.5 ms, 256 × 160 matrix, 1.3 × 1.3 × 6 mm3 voxels, 

30° flip angle, 814 Hz/pixel bandwidth, 4 views-per-segment, a total scan time of 23 

heartbeats, a temporal resolution of 68 ms, retrospective ECG gating acquired during one 

end-expiratory breath hold, and GRAPPA (44) parallel imaging with an acceleration 

factor of 2 and 24 reference (central) k-space lines. 2D through-plane velocity encoding 

was performed using a VENC of 150cm/s. The chosen imaging protocol was designed to 

be insensitive to chemical shift effects (57). Eddy current correction (29) was conducted 

after each volunteer was imaged by duplicating each PC-MRI measurement in a 

stationary phantom. Non-zero velocity measurements within the phantom at the precise 

scan plane locations used for each subject arise due to eddy current induced background 

phase errors. Subtraction of the eddy current phantom measurements from the volunteer 

datasets results in PC-MRI measurements that are eddy current corrected. Automatic 

correction of Maxwell/concomitant gradient terms was employed (24) as implemented by 

the manufacturer.  Therefore, our PC-MRI sequence and protocol minimizes the effects 

of chemical shift, eddy currents, and Maxwell terms. 

 

Image Processing 

 Data were processed offline using a combination of MATLAB (The Mathworks, 

Natick, MA) and a DICOM viewing tool (Osirix, www.osirix-viewer.com) according to 
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the following steps: 1) For quantitative flow assessment at each vessel territory, an 

arbitrarily shaped ROI was manually contoured to the vessel lumen/wall boundary within 

the PC-MRI magnitude images; 2) The eddy current stationary phantom images were 

then subtracted from the PC-MRI phase images for correction of eddy current-induced 

background phase errors (29); 3) The manually contoured ROI was then imported into 

the eddy current corrected phase images, which were subsequently analyzed with a 

custom Osirix plug-in; 4) Total forward flow measurements were computed by the plug-

in, which scaled the mean ROI signal intensity (phase) by VENC/π (cm/s); 5) The 

resulting mean ROI velocities were then multiplied by the area of the ROI (cm2) to 

calculate the flow rate (mL/s) and finally integrated over the cardiac cycle to yield the 

total forward flow result (mL).  

 The custom Osirix plug-in used the geometric center and the coordinates of each of 

the 100 automatically splined points from the manually contoured ROI to define a local 

radius. Each point along the ROI was then displaced radially to increase/decrease the 

local radii in increments of 1% over a range of ±25%. This process mimics the user’s 

uncertainty about the precise vessel lumen-wall boundary. The percent-increment values 

were then converted to a pixel value in order to simplify the interpretation of the final 

results (i.e. it is more intuitive to interpret an increase/decrease in the size of an ROI in 

terms of pixels as opposed to a percentage of the ROIs radius). Figure 41 shows example 

PC-MRI phase images from a single volunteer in the aAo, PA, RPA, and LPA for the 

manual contoured (thick line) and ROIs with ±2 pixel increments (thin lines). The total 

forward flow was then computed for the manually contoured ROI and the additional 50 

concentric ROIs.  



Figure 41. Example PC

the ascending aorta (aAo), 

(RPA), and left pulmonary artery (LPA) of a single healthy volunteer. 

contoured ROIs are shown with a thick line and examples of the computationally 

derived concentric ROIs with ±2 pixel increment

SVC: superior vena cava.

 

Data Analysis 

The total forward flow error, 

vessel territory in every volunteer, 

where ROIM is the manually contoured ROI and 

results in 500 ε values (10 volunteers each with 50 adjusted ROIs) for each vessel 

territory. Due to the fact that the adjusted ROIs were radially increased/decreased by a 

percentage of the local radii and that the valu

vessels and volunteers, each calculated value of 

value. In other words, a 1% increase in the local radii for one volunteer may not 
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Example PC-MRI phase images and corresponding concentric ROIs in 

the ascending aorta (aAo), main pulmonary artery (PA), right pulmonary artery 

(RPA), and left pulmonary artery (LPA) of a single healthy volunteer. 

contoured ROIs are shown with a thick line and examples of the computationally 

derived concentric ROIs with ±2 pixel increments are shown with thin lines. 

SVC: superior vena cava. 

The total forward flow error, ε, was calculated for each concentric ROI and for each 

vessel territory in every volunteer,  

is the manually contoured ROI and ROIC is one of the concentric ROIs. This 

values (10 volunteers each with 50 adjusted ROIs) for each vessel 

territory. Due to the fact that the adjusted ROIs were radially increased/decreased by a 

percentage of the local radii and that the values of the local radii varied across both 

vessels and volunteers, each calculated value of ε did not correspond to the same pixel 

value. In other words, a 1% increase in the local radii for one volunteer may not 

 

MRI phase images and corresponding concentric ROIs in 

main pulmonary artery (PA), right pulmonary artery 

(RPA), and left pulmonary artery (LPA) of a single healthy volunteer. Manually 

contoured ROIs are shown with a thick line and examples of the computationally 

s are shown with thin lines. 

, was calculated for each concentric ROI and for each 

 

is one of the concentric ROIs. This 

values (10 volunteers each with 50 adjusted ROIs) for each vessel 

territory. Due to the fact that the adjusted ROIs were radially increased/decreased by a 

es of the local radii varied across both 

did not correspond to the same pixel 

value. In other words, a 1% increase in the local radii for one volunteer may not 
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correspond to the same pixel increase for another volunteer. After the ROI increments 

were converted to pixel increments, median values of ε were calculated by binning the 

values of ε from -2 to +2 pixels in bin widths of 0.2 pixels. The calculated values of ε 

were non-Gaussian distributed and of unequal variance, thus bootstrap statistical methods 

were used to compute the median and 95% confidence intervals of ε for each vessel by 

randomly resampling ε within each 0.2 pixel bin 2,000 times with replacement.  

Lastly, the median ε and upper and lower 95% confidence intervals were then 

reported for each vessel. The total forward flow error rates were calculated for every 

volunteer within each vessel territory by fitting a line to the total forward flow error data 

for increased (0 pixels to +2 pixels) and decreased (0 pixels to -2 pixels) ROI sizes. The 

resulting total forward flow error rate was expressed in units of pixel-1. A two-sample t-

test with Holm-Sidak post hoc correction was used to measure the statistical significance 

of the differences in the measured total forward flow error rates between decreased and 

increased ROI sizes. 

 

RESULTS  

Figure 42 and Table 11 show the median total forward flow errors as a function of 

ROI pixel increment. A 1 pixel (1.3mm) increase in ROI size leads to a total forward 

flow error (median ± SD [lower 95%-CI, upper 95%-CI]) of 2.7 ± 1.9% [0.7, 3.4] for the 

aAo and 5.4 ± 3.7% [4.3, 7.9] for the PA, but a total forward flow error of 9.3 ± 4.8% 

[7.1, 12.8] for the RPA and 10.1 ± 4.2% [9.3, 11.0] LPA. A 1 pixel decrease in ROI size, 

however, leads to a total forward flow error of -10.1 ± 4.1% [-11.3, -8.3] for the aAo and 

-10.0 ± 5.0% [-12.9, -8.8] for the PA, but a total forward flow error of -19.5 ± 4.9% [-
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21.5, -16.3] for the RPA and -19.1 ± 5.2% [-22.5, -17.3] for the LPA. A 2 pixel (2.6mm) 

increase in ROI size leads to a total forward flow error of 1.6 ± 2.5% [0.1, 3.9]% for the 

aAo and 8.5 ± 5.4% [5.0, 10.8]% for the PA, but a total forward flow error of 16.1 ± 

8.5% [10.6, 18.8]% for the RPA and 19.8 ± 8.7% [19.0, 21.9]% LPA. A 2 pixel decrease 

in ROI size, however, leads to a total forward flow error of -22.4 ± 8.2% [-25.6, -15.4]% 

for the aAo and -24.6 ± 4.4% [-26.1, -21.7]% for the PA, but a total forward flow error of 

-44 ± 7.9% [-48.1, -40.8]% for the RPA and 43 ± 9.7% [-46.5, -38.4]% for the LPA. Note 

that the 95% confidence intervals narrowly surround the median total forward flow error 

for all vessels and all ROI pixel increments. 

Table 12 compares the total forward flow error rates for each vessel territory as a 

function of increased/decreased ROI size in units of percent error per pixel (unit of pixel-

1). Total forward flow errors accumulate at a rate (median ± SD % error per pixel) of  0.9 

± 0.9 (aAo), 4.7 ± 2.8 (PA), 3.8 ± 4.7 (RPA), and 8.1 ± 5.2 (LPA) when the ROI size is 

increased. Conversely, total forward flow errors accumulate at a rate of 13.1 ± 4.2 (aAo), 

13.9 ± 3.5 (PA), 23.4 ± 3.6 (RPA), and 20.3 ± 4.8 (LPA) when the ROI size is decreased. 

Total forward flow error rates were positive for every vessel territory in every volunteer. 

Additionally, the total forward error rates are higher for every vessel territory in every 

volunteer for decreased ROIs compared to increased ROIs. A comparison of the 

population median error rates for each vessel territory showed a statistically significant 

difference (Table 12). 

Gatehouse et al. [19] described a 5% error in stroke volume to be a limit of 

acceptability in PC-MRI flow measurements. With these error criteria, ROIs drawn up to 

2 pixels too large and/or 0.5 pixels too small in the aAo lead to ≤5% error in total forward 



flow measurements. In the PA, the Gatehouse threshold is maintained for ROIs drawn up 

to 0.9 pixels too large and/or 0.5 pixels too small. 

maintained for ROIs drawn up to 0.4 pixels too large and/or 0.3 pixels too small.  Finally, 

in the LPA, the Gatehouse threshold is maintained for ROIs drawn up to 0.3 pixels too 

large and/or 0.3 pixels too small.

 

Figure 42. Median percent total forward flow error (solid white line) and the

±95% confidence intervals (dashed white lines) as a function of the ROI pixel 

increment for measurements in the (A) ascending aorta (aAo), (B) main 

pulmonary artery (PA), (C) 

artery (LPA) in ten (N=10) healthy volunteers. The data are plotted over a two

dimensional histogram of the frequency of the total forward flow error binned into 

0.25 pixel and 5% total forward flow erro
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flow measurements. In the PA, the Gatehouse threshold is maintained for ROIs drawn up 

to 0.9 pixels too large and/or 0.5 pixels too small. In the RPA, the Gatehouse threshold is 

maintained for ROIs drawn up to 0.4 pixels too large and/or 0.3 pixels too small.  Finally, 

in the LPA, the Gatehouse threshold is maintained for ROIs drawn up to 0.3 pixels too 

large and/or 0.3 pixels too small. 

. Median percent total forward flow error (solid white line) and the

±95% confidence intervals (dashed white lines) as a function of the ROI pixel 

increment for measurements in the (A) ascending aorta (aAo), (B) main 

pulmonary artery (PA), (C) right pulmonary artery (RPA), and (D) left pulmonary 

artery (LPA) in ten (N=10) healthy volunteers. The data are plotted over a two

dimensional histogram of the frequency of the total forward flow error binned into 

0.25 pixel and 5% total forward flow error increments. 

flow measurements. In the PA, the Gatehouse threshold is maintained for ROIs drawn up 

In the RPA, the Gatehouse threshold is 

maintained for ROIs drawn up to 0.4 pixels too large and/or 0.3 pixels too small.  Finally, 

in the LPA, the Gatehouse threshold is maintained for ROIs drawn up to 0.3 pixels too 

 

. Median percent total forward flow error (solid white line) and the 

±95% confidence intervals (dashed white lines) as a function of the ROI pixel 

increment for measurements in the (A) ascending aorta (aAo), (B) main 

right pulmonary artery (RPA), and (D) left pulmonary 

artery (LPA) in ten (N=10) healthy volunteers. The data are plotted over a two-

dimensional histogram of the frequency of the total forward flow error binned into 
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Table 11. Median percent total forward flow error for ±1 and ±2 pixel ROI increments. 

Vessel 
Decrease ROI Increase ROI 

-2 Pixels -1 Pixel +1 Pixel +2 Pixels 

aAo 
-22.4 ± 8.2 

[-25.6, -15.4] 

-10.1 ± 4.1 

[-11.3, -8.3] 

2.7 ± 1.9 

[0.7, 3.4] 

1.6 ± 2.5 

[0.1, 3.9] 

PA 
-24.6 ± 4.4 

[-26.1, -21.7] 

-10.0 ± 5.0 

[-12.9, -8.8] 

5.4 ± 3.7 

[4.3, 7.9] 

8.5 ± 5.4 

[5.0, 10.8] 

RPA 
-44.0 ± 7.9 

[-48.1, -40.8] 

-19.5 ± 4.9 

[-21.5, -16.3] 

9.3 ± 4.8 

[7.1, 12.8] 

16.1 ± 8.5 

[10.6, 18.8] 

LPA 
-43.0 ± 9.7 

[-46.5, -38.4] 

-19.1 ± 5.2 

[-22.5, -17.3] 

10.1 ± 4.2 

[9.3, 11.0] 

19.8 ± 8.7 

[19.0, 21.9] 

 
Median ± SD [lower 95%-CI, upper 95%-CI] percent flow error [95% confidence 

intervals] for each vessel territory (aAo – ascending aorta, PA – pulmonary artery, 

RPA – right PA, LPA – left PA) as a function of increased/decreased ROI radius. 
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Table 12. Rate at which total forward flow error is accumulated. 

Vessel Decrease ROI Increase ROI 

aAo 
13.1 ± 4.2  

[3.8, 16.9] 

0.9 ± 0.9 

[0.1, 3.2] 

PA 
13.9 ± 3.5 

[10.4, 23.8] 

4.7 ± 2.8 

[0.1, 9.1] 

RPA 
23.4 ± 3.6  

[20.0, 30.3] 

3.8 ± 4.7 

[0.5, 14.6] 

LPA 
20.3 ± 4.8  

[15.1, 29.7] 

8.1 ± 5.2 

[1.6, 20.3] 

 
Median ± SD [minimum, maximum] total forward flow error rates for each vessel 

territory (aAo – ascending aorta, PA – pulmonary artery, RPA – right PA, LPA – 

left PA) as a function of increased/decreased ROI size in units of pixel-1. 

A statistical significant difference (P < 0.001) between the median total forward 

flow error rate for increased/decreased ROI sizes was calculated for each vessel. 

 

 

DISCUSSION  

Across all vessels and volunteers, the magnitude of the total forward flow error is 

greater for ROIs that are smaller than the manually contoured ROI compared to ROIs that 

are larger than the manually contoured ROI. This is apparent qualitatively in Figure 42 

wherein the slope of the median total forward flow error curves (white lines) are not 

symmetric about the zero-pixel shift. The slopes of the median total forward flow error 

curves for all vessels are lower for increasing ROI sizes, indicating that larger ROIs 

contribute a lower magnitude flow error than smaller ROIs. Additionally, the slopes of 

the individual volunteer total forward flow error curves are lower for increasing ROI 
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sizes in every volunteer. Quantitatively, Table 12 shows a statistically significant 

difference between the slope of the error curves in Figure 42 for increased/decreased ROI 

sizes, which indicates that the lowest expected measurement error per pixel is achieved 

when the ROI is increased in size.  

The aAo has a lower median total forward flow error as the ROI increases compared 

to other vessels, because the signal outside the vessel-lumen boundary comes mostly 

from stationary tissues with high signal magnitudes and therefore near-zero phase. The 

PA, RPA, and LPA have nearby flowing spins (e.g. other vessels) and/or low signal 

intensity tissues (e.g. lung) leading to poor phase estimation and significantly non-zero 

velocities. This accounts for the larger median total forward flow error as the ROI 

increases compared to the aAo. This can also be observed, qualitatively, in Figure 42 

where the slope of the median total forward flow error curves for larger ROIs are steeper 

in the PA, RPA, and LPA, compared to the aAo. 

The aAo has a much thicker vessel wall (1-2 pixels) compared to the PA, RPA, and 

LPA (~1 pixel). Thus, total forward flow measurements made in the aAo are less 

sensitive to errors as the ROI increases in size because the included phase contribution 

from the stationary vessel wall contributes a near-zero phase, which doesn’t contribute a 

significant measurement error. This becomes more of a problem for the PA, RPA, and 

LPA because the vessel wall is thinner and signal phase from the lungs and/or 

surrounding vessels may be included in the measurement, thus leading to a measurement 

error. 

 No user can be expected to contour an ROI as to include perfectly the vessel lumen 

and exclude the vessel wall, therefore ROI contouring is an obvious source of error in 
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PC-MRI flow measurements. In addition to providing evidence-based suggestions for 

ROI contouring in an effort to increase measurement accuracy in PC-MRI, this same 

analysis could be used to produce an objective measure of confidence in the reported 

flow measures. For example, after a user has contoured the necessary ROIs, the proposed 

analysis method, could then provide a confidence interval for the total forward flow 

assuming a user defined pixel error in the contoured ROI (e.g. ±0.5 pixel). To further 

illustrate this point, assume a measured total forward flow of 50mL. Alone, this flow 

measure does not provide any measure of confidence in the contoured ROI. However, if a 

calculated confidence interval was shown to be [47ml, 52mL] for a measured total 

forward flow of 50mL, then the user may conclude that errors in ROI placement has a 

relatively small effect on estimating the true forward flow.  If, however, the calculated 

confidence interval was shown to be [41ml, 57mL] for a measured total forward flow of 

50mL, then the user may conclude that errors in the ROI placement has a large influence 

on measurement variability and the ROI may need to be reconsidered more carefully, 

especially if the result is in poor agreement with other measures. 

 

Limitations 

Our total forward flow measurements were obtained using a PC-MRI protocol with 

suboptimal temporal resolution (68ms). For this study, temporal resolution was sacrificed 

for spatial resolution (1.3mm2). Partial volume effects from a lower resolution acquisition 

likely contribute a larger error than low temporal resolution effects, especially 

considering we compared total forward flow measurements, rather than peak velocity. 
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Nevertheless, the suboptimal temporal resolution does not alter the measured total 

forward flow error as a function of ROI size.  

Each point along the manually contoured ROI was adjusted radially by increasing or 

decreasing the ROI by the same pixel increment. This process mimics the user’s 

uncertainty about the precise vessel lumen-wall boundary, but does not perfectly mimic 

user ROI contouring errors. For example, most ROIs are not inappropriately contoured 

with uniform pixel increments in every radial direction, rather they may be off by a 

different pixel amount along every point of the ROI contour. Nevertheless, the analysis 

conducted herein is a systematic approach to determining the affect of ROI contouring on 

measurement errors in PC-MRI total forward flow measurements. 

 

CONCLUSION  

ROIs that are too large contribute a lower magnitude total forward error compared to 

ROIs that are too small, especially in the aAo. Accurately contouring a vessel boundary 

in a clinical setting is typically limited by post-processing time and suboptimal spatial 

resolution. Therefore, when uncertainty about the vessel-lumen boundary arises in a 

clinical setting, the magnitude of total forward flow errors may be reduced by erring 

towards a slightly (<1 pixel) larger ROI rather than contouring a smaller ROI. ROIs in the 

RPA and LPA (smaller vessels) are more prone to total forward flow errors than ROIs in 

the aAo and PA (larger vessels). Therefore, if the available time allotted for ROI 

contouring is critical, particular attention should be paid to carefully contour the RPA and 

LPA to ensure accurate flow results in these error prone territories. 
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CHAPTER 9 

CONCLUSIONS 

Phase-contrast MRI is subject to numerous sources of error, which decrease clinical 

confidence in the reported measures. This work outlines how stationary perivascular fat 

can impart a significant chemical shift-induced PC-MRI measurement error (up to 20%). 

The chemical shift induced phase errors can be reduced by using a high receiver 

bandwidth (BW) and an in-phase echo time (TEIN). It was demonstrated that a high BW 

(814 Hz/px) and TEIN (4.92 ms) significantly improves intrapatient net forward flow 

agreement compared with a low BW (401 Hz/px) and a mid-phase TE (3.08 ms) as 

indicated by significantly decreased measurement biases and limits of agreement for 

blood flow measurements made in the ascending aorta, main pulmonary artery, and the 

right/left branch pulmonary arteries in normal volunteers (N=10).  

In an effort to increase the time efficiency of the chemical shift reduction strategy, a 

novel velocity encoding strategy, termed slice select refocused gradient (SSRG) encoded 

PC-MRI, was developed to enable the use of the minimum available TEIN at 3T.  It was 

demonstrated that SSRG with a high BW (814 Hz/px) and TEIN,MIN  (2.46 ms) 

significantly improves intrapatient net forward flow agreement compared with FCFE 

with a low BW (401 Hz/px) and a mid-phase TE (3.08 ms) as indicated by significantly 

decreased measurement biases and limits of agreement for blood flow measurements 

made in the ascending aorta, main pulmonary artery, and the right/left branch pulmonary 

arteries in normal volunteers (N=10).  In addition to reducing chemical shift-induced 

phase errors, a shorter TE/TR also allows an increase in spatiotemporal resolution and 

SNR, and/or a reduction in breath hold durations.   
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An analysis of the effects of ROI contouring showed that ROIs that are one pixel in 

radius too large contribute a lower magnitude total forward flow error compared to ROIs 

that are one pixel too small. Hence, the magnitude of the measurement error is smaller 

when slightly overestimating the ROI size compared to underestimating the ROI size. 

Nevertheless, especially careful attention must be paid when contouring ROIs for the 

smaller branch pulmonary arteries, as even a ±1 pixel increase in the size of the ROI 

leads to clinically significant total forward flow errors. 

Lastly, convex gradient optimization (CVX) was used to construct time efficient 

gradients for chemical shift insensitive PC-MRI.  CVX with a high BW and TEIN,MIN  

optimized for either spatial or temporal resolution provided higher measurements of flow 

and peak velocity compared to a conventional PC-MRI sequence at high BW and 

TEIN,MIN . 

Despite a reduction of chemical shift errors, increased spatiotemporal resolution, and 

ROI contouring error analysis, which are highlighted in this thesis work, several 

challenges still remain that may affect the clinical utility of PC-MRI measurements. PC-

MRI has largely moved on to so-called “4D PC-MRI,” which provides beautiful images 

of three-dimensional flow fields over large regions of interest, but 4D PC-MRI results are 

also subject to the same errors that lead to inconsistent results in 2D through-plane PC-

MRI. Despite other advantages 4D PC-MRI techniques typically do not achieve the high 

spatiotemporal resolution needed to assess smaller vessels due to the frequent use of 

moderate isotropic spatial and temporal resolutions, which are needed to achieve 

clinically feasible scan times. A 4D PC-MRI pulse sequence that is chemical shift 

insensitive and offers high spatiotemporal resolution with concomitant increases in SNR 
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due to reductions in TE/TR would be clinically useful and could serve as a logical 

extension from the work described herein.   
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APPENDIX A 

The following is a Matlab script detailing the solution for time efficient trapezoidal and 

triangular gradients for PC-MRI. The variable names match those listed in Figure 34 

(Chapter 6). 

 
VENC = 150; % velocity encoding strength, cm/s  
gyro = 267.513; % gyromagnetic ratio, rad/(ms*mT)  
DeltaM1 = pi*100*1000/(gyro*VENC); % First moment difference, mT/m*ms 2 
     
% Slice Select Gradient  
Gs = 15.6584; % slice select gradient amplitude, mT/m  
Rs = 0.160; % slice select ramp time, ms  
Fs = 0.6; % slice select gradient flat time, ms  
SRs = Gs/Rs; % slice select gradient slew rate, mT/m/ms  
  
% Readout Gradient  
Gr = 11.5136; % readout gradient amplitude, mT/m  
Rr = 0.120; % readout gradient ramp time, ms  
Fr = 1.260; % readout gradient flat time, ms  
ROsr = Gr/Rr; % readout gradient slew rate, mT/m/ms  
  
% Phase Encoding Gradient  
Gp = 20.4577; % phase encoding gradient amplitude, mT/m  
Rp = 0.230; % phase encoding gradient ramp time, ms  
Fp = 0.130; % phase encoding gradient flat top time, ms  
PEArea = Gp*(Rp+Fp);  % phase encoding area for max k-space line  
 
% Gradient hardware Constraints      
Gmax = 38; 
SRmax = 170; 
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% Search for velocity encoding gradient amplitude, Gve, from Gmax to 0 
for  Gve = Gmax:-0.1:0,      

 
SR = 170/(sqrt(3)); % Maximum available gradient amplitude  
     
T2 = roundn(-(16*Fs*Gs + 16*Gs*Rs + 8*Rs*Gve)/(64*G ve) - ...  
(104*Gve^2 - (256*SR^2*Fs^2*Gs^2 + 512*SR^2*Fs*Gs^2 *Rs + ... 
256*SR^2*Fs*Gs*Rs*Gve + 512/3*SR^2*Fs*Rs*Gve^2 + ... 
256*SR^2*Gs^2*Rs^2 + 256*SR^2*Gs*Rs^2*Gve - ... 
448/3*SR^2*Rs^2*Gve^2 + 2048*DeltaM1*SR^2*Gve + ... 
256*SR*Fs*Gs*Gve^2 - 512/3*SR*Fs*Gve^3 + 256*SR*Gs* Rs*Gve^2 - ... 
896/3*SR*Rs*Gve^3 + 1216*Gve^4)^(1/2))/(64*SR*Gve), -2); 
 
T4 = roundn((6^(1/2)*(6*SR^2*Fs^2*Gs^2 + ... 
12*SR^2*Fs*Gs^2*Rs + 6*SR^2*Fs*Gs*Rs*Gve + ... 
2*SR^2*Fs*Rs*Gve^2 + 6*SR^2*Gs^2*Rs^2 + ... 
6*SR^2*Gs*Rs^2*Gve - SR^2*Rs^2*Gve^2 - 24*SR^2*T2^2 *Gve^2 + ... 
24*DeltaM1*SR^2*Gve + 6*SR*Fs*Gs*Gve^2 - 2*SR*Fs*Gv e^3 + ... 
6*SR*Gs*Rs*Gve^2 - 2*SR*Rs*Gve^3 - 72*SR*T2*Gve^3 -  ... 
39*Gve^4)^(1/2))/(12*SR*Gve) - (3*Gve)/(2*SR),-2); 
 
T3 = roundn(Gve/(2*SR) - ((Fs*Gs)/2 + (Gs*Rs)/2 + ...   
(Gve*(Rs - 2*T4))/2)/Gve,-2); 
     
T1 = roundn(T2 + (Gs*(Fs + Rs))/(2*Gve),-2); 
 
% Ensure the velocity encoding gradient durations a re equal      
C = T1 + T2 + Rs + 4*roundn((Gve/SR),-2) - (3*round n((Gve/SR),-2) + ... 
T3 + T4 + Rs); 
 
% Phase encoding gradient can be constructed based on Time_VE and  
PEArea. 
Time_VE = T1 + T2 + Rs + 4*roundn((Gve/SR),-2); 
Rp = roundn(0.5*Time_VE,-2); 
Gp = PEArea/Rp; 
PEsr = Gp/Rp; 
 
% Maximum available gradient amplitude, g, and slew  rate, SR1, for  
the flow compensated readout gradient 
g = (Gmax^2 - Gve^2 - Gp^2)^(1/2); 
SR1 = (SRmax^2 - SR^2 - PEsr^2)^(1/2); 
 
% Construction of the flow compensated readout grad ient      
Gr = g; 
 
F2 = roundn(((Gr*Fr)/2 + (2*Gr*Rr)/3)/Gr + ...   
(((Gr^2*Fr^2*SR1^2)/2 + (4*Gr^2*Fr*Rr*SR1^2)/3 + ...   
(17*Gr^2*Rr^2*SR1^2)/18 + (Gr^2*Fr^2*SR1^2)/2 + ...   
(4*Gr^3*Fr*SR1)/3 + 2*Gr^2*Fr*Rr*SR1^2 + ... 
2*Gr^3*Rr*SR1 + (4*Gr^2*Rr^2*SR1^2)/3 + ...   
(Gr^2*Rr*SR1^2)/5 + Gr^4)^(1/2)/2 - (3*Gr^2)/2)/(Gr *SR1),-2); 
     
F1 = roundn(f2 - (Gr*(Fr + Rr))/(2*Gr),-2); 
     
% Ensure tGvee readout and velocity encoding durati ons are equal      
D = T1 + T2 + Rs + 4*roundn((Gve/SR),-2) - ...   
(4*roundn((Gr/SR1),-2) + f1 + f2 + Rr);  
     
% Terminate for loop with a solved solution when th e velocity encoding  
durations are equal and of the same duration of the  flow compensated readout 
if  abs(D) <= 0.01 && abs(C) <= 0.01, 
   break  
end 
 

end 



174 

APPENDIX B 

The following is a Matlab script detailing the convex gradient optimization for all 

gradients within the CVX PC-MRI pulse sequence.  The CVX Matlab libraries, not 

included here, can be downloaded from http://cvxr.com/cvx. 

% Optimization of the Slice, Read, and Phase gradie nts optimized during the time 
between RF transmission and data acquisition (i.e. the end of the slice select 
gradient plateau and the start of the readout gradi ent plateau) 
 
VENC = 150; % velocity encoding strength, cm/s  
gyro = 267.513; % gyromagnetic ratio, rad/(ms*mT)  
DeltaM1 = pi*100*1000/(gyro*VENC); % First moment difference, mT/m*ms 2 
     
% Slice Select Gradient  
Gs = 15.6584; % slice select gradient amplitude, mT/m  
Rs = 0.160; % slice select ramp time, ms  
Fs = 0.6; % slice select gradient flat time, ms  
SRs = Gs/Rs; % slice select gradient slew rate, mT/m/ms  
  
% Readout Gradient  
Gr = 11.5136; % readout gradient amplitude, mT/m  
Rr = 0.120; % readout gradient ramp time, ms  
Fr = 1.260; % readout gradient flat time, ms  
ROsr = Gr/Rr; % readout gradient slew rate, mT/m/ms  
  
% Phase Encoding Gradient  
Gp = 20.4577; % phase encoding gradient amplitude, mT/m  
Rp = 0.230; % phase encoding gradient ramp time, ms  
Fp = 0.130; % phase encoding gradient flat top time, ms  
PEArea = Gp*(Rp+Fp);  % phase encoding area for max k-space line  
 
Mss0 = gyro*((1)*Gs*(0.5*Fs)); % slice select zero momemt, mT*ms/m  
Mss1 = gyro *((1/2)*Gs*((0.5*Fs)^2)); % slice select first momemt, mT*ms^2/m     
  
Mpe0 = 4258*(Gp*(Fp+Rp)); % phase encoding zero momemt, mT*ms/m  
Mpe1 = []; % phase encoding first moment, mT*ms^2/m  
  
% Both M0 and M1 for the readout gradient need to b e nulled at the echo time. 
Solved within the CVX code because they depend on t he durations of the 
gradients, which we do not know a priori  
Mro0 = []; % Readout M0  
Mro1 = []; % Readout M1  
  
% Lower and upper search bounds  
N_est = [100 150]; 
 
% Initial gradient amplitudes for slice1, phase, re ad, and slice2, mT/m  
g0 = [Gs 0 0 Gs];  
 
% Final gradient amplitudes for slice1, phase, read , and slice2, mT/m  
gf = [0 0 Gr 0]; 
 
% Gradient sampling time, ms  
T = 10e-3; 
  
GMAX = 38; % Maximum gradient amplitude, mT/m  
SMAX = 170; % Maximum gradient slew rate (individual axis), mT/ m/ms 
t0 = 0.5*Fs; % Starting time of gradients, ms  
cvx_solver SDPT3; 
  
% turn off output from CVX  
cvx_quiet(true); 
  
% init bisection interval  
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n_top = N_est(2); % smallest feasible N  
n_bot = N_est(1); % largest unfeasible N  
  
% bisection  
% solve a sequence of feasibility problems  
done = 0; n = n_top; 
while ( done==0 ) 
% ------------------------------------------------- -----------------------  
dbgstr = sprintf( 'mtgrad3d_cvx: n=%d, [n_bot=%d,n_top=%d]' ,n,n_bot,n_top); 
Nf = n; 
  
% form difference matrix to calculate slew rate  
D = diag(-ones(n,1),0) + diag(ones(n-1,1),1); 
D = D(1:end-1,:); 
 
% form time vector to calculate moments  
tvec = t0 + [0:n-1]*T; % in sec  
% tMat for all moments  
tMat = zeros( Nm, n ); 
for  mm=1:Nm, 
    tMat( mm, : ) = tvec.^(mm-1); 
end  
  
cvx_begin 

variable g(n, 4) ; 
% no objective function  
% ...  
subject to  
% start ampl  
g(1,:) == g0; 
% end ampl  
g(n,:) == gf; 
  
% Slice Select Moments  
gyro *T*tMat(1,:)*g(:,1) == -Mss0; % Slice Select1 M0  
gyro *T*tMat(1,:)*g(:,4) == -Mss0; % Slice Select2 M0  
gyro *T*tMat(2,:)*g(:,1) - gyro*T*tMat(2,:)*g(:,4) == dM1; % Slice Select •M1  
 
% Phase Encoding Moments  
gyro*T*tMat(1,:)*g(:,2) == -Mpe0; % Phase Encode M0  
gyro *T*tMat(2,:)*g(:,2) == -Mpe1; % Phase Encode M1  
     
% Determine the Readout Moments based on current gr adient duration  
t1 = tMat(2,end); 
t2 = t1 + 0.5*ROf;  
  
Mro0 = gyro*((1)*g(n,3)*(t2 - t1));       % Readout M0  
Mro1 = gyro*((1/2)*g(n,3)*(t2^2 - t1^2)); % Readout M1  
     
gyro*T*tMat(1,:)*g(:,3) == -Mro0; % Readout M0  
gyro *T*tMat(2,:)*g(:,3) == -Mro1; % Readout M1     
  
% Gradient amplitude constraints for limiting slice  orientation  
square(g(:,1)) + square(g(:,2)) + square(g(:,3)) <=  GMAX*GMAX; 
square(g(:,4)) + square(g(:,2)) + square(g(:,3)) <=  GMAX*GMAX; 
square(g(:,1)) <= GMAX*GMAX; 
square(g(:,2)) <= GMAX*GMAX; 
square(g(:,3)) <= GMAX*GMAX; 
square(g(:,4)) <= GMAX*GMAX; 
% Slew constraints (sum of square roots on all axis )  
square(D*g(:,1)/T) + square(D*g(:,2)/T) + square(D* g(:,3)/T) <= SMAX*SMAX; 
square(D*g(:,4)/T) + square(D*g(:,2)/T) + square(D* g(:,3)/T) <= SMAX*SMAX; 
square(g(:,1)) <= SMAX*SMAX; 
square(g(:,2)) <= SMAX*SMAX; 
square(g(:,3)) <= SMAX*SMAX; 
square(g(:,4)) <= SMAX*SMAX; 
     

cvx_end 
  
% check variables, update bisection interval  
%   cvx_optval is meaningless, since there's no obj ective function  
%   cvx_status is either Solved or Infeasible  
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if ( strfind(cvx_status, 'Solved' ) ) % feasible  
    dbgstr = sprintf( '%s, Solved' , dbgstr); 
    feas = 1; 
     
    n_top = n; 
    n = round( 0.5*(n_top+n_bot) ); 
    % update feasible g  
    grad = g; %.';  
else  
    dbgstr = sprintf( '%s, Infeasible' , dbgstr); 
     
    n_bot = n; 
    n = round( 0.5*(n_top+n_bot) ); 
end  
% check termination condition  
if ( n_top<=n_bot+1 ) 
    if ( exist( 'grad' ) ) 
        done = 1; 
    else  
        % if we're here, n_top was infeasible to start with  
        n_top = n_top*2; 
        n = n_top; 
    end      
end  
% hard termination condition  
if ( n > N_max ) 
    disp( sprintf( 'mtgrad3d_cvx: n=%d > N_max=%d, terminating 
bisection.' ,n,N_max) );     
    done = 1;  
end  
  
% output status of current iteration  
if ( DBGMSG ) 
    disp( dbgstr ); 
end  
% ------------------------------------------------- -----------------------  
end  % while loop  
  
% let CVX talk again  
cvx_quiet(false); 
  
return ; 
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% Optimization of the Slice, Read, and Phase gradie nts optimized the time 
between the end of data acquisition (i.e. end of th e readout plateau) and the 
end of the TR  
 
% Slice Select Gradient  
Gs = 15.6584; % slice select gradient amplitude, mT/m  
Rs = 0.160; % slice select ramp time, ms  
Fs = 0.6; % slice select gradient flat time, ms  
SRs = Gs/Rs; % slice select gradient slew rate, mT/m/ms 
dz = 0.005; % slice thickness, m  
  
% Readout Gradient  
Gr = 11.5136; % readout gradient amplitude, mT/m  
Rr = 0.120; % readout gradient ramp time, ms  
Fr = 1.260; % readout gradient flat time, ms  
ROsr = Gr/Rr; % readout gradient slew rate, mT/m/ms  
  
% Phase Encoding Gradient  
Gp = 20.4577; % phase encoding gradient amplitude, mT/m  
Rp = 0.230; % phase encoding gradient ramp time, ms  
Fp = 0.130; % phase encoding gradient flat top time, ms  
PEArea = Gp*(Rp+Fp);  % phase encoding area for max k-space line  
 
Mpe0 = 4258*(Gp*(Fp+Rp)); % phase encoding zero momemt, mT*ms/m  
Mpe1 = []; % phase encoding first moment, mT*ms^2/m  
  
% We don’t care about the readout moment as we are just building the ramp down 
of the readout gradient  
Mro0 = []; % Readout M0  
Mro1 = []; % Readout M1  
 
Spoil_Phase = 4*pi; % Amount of desired spoiler dephasing, rad 
Mss0 = Spoil_Phase/((gyro*dz)/(10*1000)); 
Mss1 = []; 
 
% Lower and upper search bounds  
N_est = [0 100]; 
 
% Initial gradient amplitudes for spoil, phase, and  read, mT/m  
g0 = [0 0 Gr];  
 
% Final gradient amplitudes for spoil, phase, and r ead, mT/m  
gf = [0 0 0]; 
 
% Gradient sampling time, ms  
T = 10e-3; 
  
GMAX = 38; % Maximum gradient amplitude, mT/m  
SMAX = 170; % Maximum gradient slew rate (individual axis), mT/ m/ms 
t0 = 0; % Starting time of gradients, ms  
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cvx_solver SDPT3; 
  
% turn off output from CVX  
cvx_quiet(true); 
  
% init bisection interval  
n_top = N_est(2); % smallest feasible N  
n_bot = N_est(1); % largest unfeasible N  
  
% bisection  
% solve a sequence of feasibility problems  
done = 0; n = n_top; 
while ( done==0 ) 
% ------------------------------------------------- -----------------------  
dbgstr = sprintf( 'mtgrad3d_cvx: n=%d, [n_bot=%d,n_top=%d]' ,n,n_bot,n_top); 
Nf = n; 
  
% form difference matrix to calculate slew rate  
D = diag(-ones(n,1),0) + diag(ones(n-1,1),1); 
D = D(1:end-1,:); 
 
% form time vector to calculate moments  
tvec = t0 + [0:n-1]*T; % in sec  
% tMat for all moments  
tMat = zeros( Nm, n ); 
for  mm=1:Nm, 
    tMat( mm, : ) = tvec.^(mm-1); 
end  
  
cvx_begin 

variable g(n, 2) ; 
% no objective function  
% ...  
subject to  
% start ampl  
g(1,:) == g0; 
% end ampl  
g(n,:) == gf; 
  
% Spoiler Moments  
GAM*T*tMat(1,:)*g(:,1) == Mss0; 
GAM*T*tMat(2,:)*g(:,1) == Mss1; 
 
% Phase Encoding Moments  
GAM*T*tMat(1,:)*g(:,2) == Mpe0; 
GAM*T*tMat(2,:)*g(:,2) == Mro0; 
  
% Readout Moments  
GAM*T*tMat(1,:)*g(:,3) == Mpe1; 
GAM*T*tMat(2,:)*g(:,3) == Mro1; 
 
% Gradient amplitude constraints for limiting slice  orientation  
square(g(:,1)) + square(g(:,2)) + square(g(:,3)) <=  GMAX*GMAX; 
square(g(:,1)) <= GMAX*GMAX; 
square(g(:,2)) <= GMAX*GMAX; 
square(g(:,3)) <= GMAX*GMAX; 
 
% Slew constraints (sum of square roots on all axis )  
square(D*g(:,1)/T) + square(D*g(:,2)/T) + square(D* g(:,3)/T) <= SMAX*SMAX; 
square(g(:,1)) <= SMAX*SMAX; 
square(g(:,2)) <= SMAX*SMAX; 
square(g(:,3)) <= SMAX*SMAX; 
 

cvx_end 
  
% check variables, update bisection interval  
%   cvx_optval is meaningless, since there's no obj ective function  
%   cvx_status is either Solved or Infeasible  
if ( strfind(cvx_status, 'Solved' ) ) % feasible  
    dbgstr = sprintf( '%s, Solved' , dbgstr); 
    feas = 1; 
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    n_top = n; 
    n = round( 0.5*(n_top+n_bot) ); 
    % update feasible g  
    grad = g; %.';  
else  
    dbgstr = sprintf( '%s, Infeasible' , dbgstr); 
     
    n_bot = n; 
    n = round( 0.5*(n_top+n_bot) ); 
end  
% check termination condition  
if ( n_top<=n_bot+1 ) 
    if ( exist( 'grad' ) ) 
        done = 1; 
    else  
        % if we're here, n_top was infeasible to start with  
        n_top = n_top*2; 
        n = n_top; 
    end      
end  
% hard termination condition  
if ( n > N_max ) 
    disp( sprintf( 'mtgrad3d_cvx: n=%d > N_max=%d, terminating 
bisection.' ,n,N_max) );     
    done = 1;  
end  
  
% output status of current iteration  
if ( DBGMSG ) 
    disp( dbgstr ); 
end  
% ------------------------------------------------- -----------------------  
end  % while loop  
  
% let CVX talk again  
cvx_quiet(false); 
  
return ; 
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