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Is there a Place for Semantic Similarity in the Analogical Mapping Process?

Michael Ramscar and Helen Pain
Department of Artificial Intelligence
University of Edinburgh
{michael,helen)@aisb.ed.ac.uk

Abstract

Ramscar & Pain (1996) argued that the analogical process can-
not be easily distinguished from the categorisation process at
a cognitive level. In light of the absence of any distinction
between analogy and categornisation, we have argued that anal-
ogy is supervenient upon an important part of the classification
process, and that as such “analogical’ models are capable of
tluminating some categorisation tasks, for instance, the way
in which structural systematicity can determine not only ana-
logical judgements, but also category decisions. Our scep-
ticism regarding the cognitive distinction between these two
processes has implications for both analogy and categorisa-
tion research: in this paper we consider two leading analogical
theories, Gentner's Structure Mapping Theory and Holyoak's
Muiti-Constraint Theory, and argue that results from our use
of analogical modeling techniques in categorisation tasks offer
some important insights into exactly which elements should be
included in a theory of analogical mapping.

Introduction

Ramscar & Pain (1996) argue for a position that rejects any
simple distinction between analogy and categorisation at the
cognitive process level (see Ramscar, Pain & Lee, 1997 for
more evidence). The argument runs as follows: definitions of
analogy (e.g. Holyoak & Thagard, 1995; Clement & Gentner,
1991) rely on making a distinction between ‘straight’ cate-
gorical judgements on the one hand, and analogical, ‘extra-
categorical’ judgements on the other; with no convincing ac-
count of just what constitutes a ‘straight” categorical judg-
ment, this amounts to little more than hand waving, attempting
to characterise one ill-defined process by contrasting it with
another ill-defined process. In the absence of any compelling
reason to believe in distinct cognitive processes of analogy
and categorisation, there is much utility in viewing human
analogical and categorical behaviour as manifestations of the
same process: research into analogy has yielded a number of
plausible models of the analogical process (Forbus, Gentner
& Law 1995; Holyoak & Thagard, 1995), in sharp contrast
to categorisation research, where process models, to the ex-
tent that they feature at all, tend to be more conjectural in
nature (e.g. Medin & Ortony, 1989). A companion paper to
this (Ramscar, Pain & Lee, 1997) presents further evidence
of the benefits and insights that this approach can bring to
investigations into the nature of categorisation decisions.
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In this discussion, we wish to examine the perspective our
particular view of the categorisation / analogy divide, and
the results of our experiments using analogical modeling to
explore categorisation, can bring to theoretical approaches to
analogy (and by implication, existing models of analogy). The
removal of neatly bounded ‘concept domains’ with which var-
ious aspects of the analogical process can interact produces a
changed circumstance that seems likely to have repercussions
for theories based on just such assumptions: in particular, we
wish to examine the implications of our approach to the kinds
of similarity constraints — structural, pragmatic and semantic
— which are variously included in, or excluded from, theories
and models of the analogical process.

A number of ‘competing’ theories of analogy exist:
Holyoak & Thagard (1995); Gentner (1983; Forbus, Gen-
tner & Law, 1995); Keane (Keane, Ledgeway & Dulff, 1994);
Hofstadter (1995). In this paper we examine in detail the
effects of our blurred distinction perspective on the vexed
question of 'semantics’ in the first two of these, Gentner’s
‘Structure Mapping’ theory and Holyoak & Thagard’s “Multi-
Constraint’ theory. These constitute the most explicit theo-
ries, whose supporting evidence and accompanying process
models have been widely disseminated and accepted.

Mapping Without The Distinction
Gentner’s Structure Mapping Theory

Gentner (Gentner, 1983; Clement & Gentner, 1991) proposed
the Structure Mapping Theory as an attempt to explain how
it is that two domains can be considered analogous, and in
particular how it is that correspondences between analogues
from two domains can be mapped.

Structure mapping proposes that the mapping and inference
between two domains can be achieved by assigning corre-
spondences between objects and attributes and then mapping
predicates with identical names. In order to do this, Gentner
assumes a predicate like representation (figure 1), distinguish-
ing between objects, object-atiributes and relations. Object-
attributes are those predicates that have one argument and
describe object properties, e.g. YELLOW(sun). Relations are
divided into a hierarchy of orders, with those predicates with
two or more arguments which are used to describe relations be-
tween objects, for example ATTRACTS(sun, planet) forming the
lowest order, and those predicates describing different levels
of relationships between relations e.g. CAUSE(ATTRACTS(sun,
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planet), REVOLVES_AROUND(planet, sun)) forming the higher
orders.

Solar System
YELLOW(sun)
MASSIVE (sun)
HOT(sun)
ATTRACTS(sun, planet)
ATTRACTS(planet, sun)
MORE_MASSIVE_THAN(sun, planct)
REVOLVES_AROUND(planet, sun)
HOTTER _THAN(sun, planet)

Hydrogen Atom
ATTRACTS(nucleus, electron)
ATTRACTS(electron, nucleus)
MORE_MASSIVE_THAN(nucleus, electron)
REVOLVES _AROUND(electron, nucleus)

Figure 1: Predicate representations of the solar system and a
hydrogen atom

The theory itself comprises (wo parts: mapping rules, and
the systematicity principle. Mapping rules state that attributes
of objects are not mapped; but relations between objects are
preserved. The systematicity principle requires that complex
higher order relations (e.g. CAUSE above) are mapped prefer-
entially, followed by relations that constitute the higher order
arguments. This is intended to capture the notion that anal-
ogy conveys a system of connected knowledge, rather than an
assortment of independent facts:

“structure mapping stems in part from the observation that
useful analogies, such as those used in science or education,
mnvolve rich, interconstraining systems of mappings between
two domains, rather than a set of independent correspondences”
(Clement & Gentner, 1991, pp. 91-92)

Gentner’s structure mapping theory has been implemented as
a computer simulation model SME (Falkenhainer, Forbus &
Gentner, 1989).

One criticism that has been made of structure mapping
theory is that the representations it uses are arbitrary. The
primitives used in the examples are chosen selectively. The
example would fail if REVOLVES_AROUND in the Solar System
domain was replaced with ORBITS. Furthermore, the inclu-
sion of a larger range of domain relations would result in the
matches appearing far less sound than they do. Moreover,
Holyoak (1985) claims that Gentner can give no account as to
why HOTTER_THAN in figure 1 should not be mapped onto the
Hydrogen Atom domain. Holyoak argues that expanding the
representation in order to utilise the systematicity principle
will be of little help, since on another expansion the relation
HOTTER_THAN will form part of a higher order system (in-
volving the warming of planets, conditions for the existence
of life, etc.). The structure mapping theory seems to give no
explanation as to why this relation is not mapped.

To some researchers this has appeared to be a major prob-
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lem. A system which uses no goal or domain information,
and which relies purely on structural inferences, might ap-
pear 1o have trouble when, given a number of networks of
higher-order relations between domains (i.e. several causal
networks), giving an account as to why it selected the one that
was relevant to making the desired analogy.

Holyoak and Thagard’s Multi-Constraint Theory

Holyoak's theory (Holyoak, 1985; Holyoak & Thagard, 1989;
Holyoak & Thagard, 1995) is concerned primarily with prob-
lem solving. It attempts to capture the intuition held by some
researchers that goals play some part in the analogical pro-
cess, particularly in mapping. (Gentner's theory precludes
any such influence.) The scope and ambition of this theory
has changed considerably over time: what is presented here
is a sketch of its general nature.

Holyoak et al advocate an explanation of analogy in terms
of a goal-driven processing system — mappings are controlled
by the system’s goals. The analogical mapping problem is
seen as one of explaining how the large number of possible
mappings between domains can be evaluated and a subset of
these used for the transfer of information between domains.

They suggest that this subset emerges from an attempt to
balance the different influences upon the mapping process.
More specifically they regard the process as an attempt o si-
multaneously satisfy several constraints. The first group of
these (logical compatibility, role identity, uniqueness and re-
lational consistency) are structural, and therefore compatible
with the overall thrust of Gentner’s theory. However, Holyoak
et al also consider constraints of pragmatic centrality and se-
mantic similarity 10 be integral to the mapping process. These
non-structural constraints rely on information other than that
found in the basic domain representations.

Structural Constraints Logical compatibility ensures that
mappings are only considered if they are between entities
of the same ‘type’. Thus, in the Solar System / Hydrogen
Atom analogy the predicate MORE_MASSIVE_THAN cannot be
matched with the object electron. Similarly, a mapping be-
tween the predicates HOT and REVOLVES_AROUND will not be
considered as they take different numbers of arguments. This
primarily syntactic constraint is intended to ensure that map-
pings between different levels of description are not attempted.
For example single-argument predicates, such as HOT, tend to
be purely descriptive, specifying a particular attribute of an
object. Multi-argument predicates describe relationships be-
tween objects, and so can be considered to represent a higher
level of description. The argument is that mappings between
different levels of description are not productive and this con-
straint serves (o eliminate any potential mappings of this kind.

A further hurdle potential mappings must overcome in this
model is the role identity constraint. This assumes that the
base and target domains can be divided at a higher level of
description than that at which the mapping takes place. In
the use of analogy in problem solving, upon which the au-
thors focus predominantly, this means the domains may be
redescribed in terms of a start state, the problem goals, and



the operators that can be used to try and achieve these goals.
Role identity then limits mapping to relations and objects that
appear in the same part of the domain definition. This pro-
vides a weak pragmatic influence in that elements can only
be considered for mapping if they play a similar role in both
domains,

Holyoak et al assume that each element in the base domain
will ultimately map onto only one element in the target do-
main, and vice versa. Thus there is a competition between
members of the set of potential mappings between one base
element and a number of possible target elements. For exam-
ple, if HOTTER_THAN in the base maps onto HOTTER_THAN in
the target then it cannot map onto LESS_MASSIVE_THAN in the
target. Accordingly any factor which serves to increase the
level of support for the former mapping will consequently act
to decrease support for the latter.

A final structural constraint is relational consistency, which
acts to ensure that mappings between the base and target do-
mains are consistent. If mappings between structural elements
receive support, mappings between the structures themselves,
and any other elements, are also supported.

Pragmatic Centrality The importance of an element (ob-
ject or relation), whether in the base or target domain, is
another consideration in the mapping process. An element’s
importance is defined in terms of how useful the element is
in satisfying the current goal (or subgoal) of the ‘analogiser’.
Thus any mappings involving “useful’ elements receive more
support than mappings involving less useful elements. When
our example analogy is used to explain the relative motion of
sub-atomic particles, mappings involving YELLOW and HOT-
TER_THAN are going to be less favourably considered than
those involving REVOLVES_AROUND, since the former are not
utilised in satisfying any explanatory goals.

Semantic Similarity Holyoak er al suggest that the most
useful mappings are likely to come from elements which are
semantically similar. In the Solar System / Hydrogen Atom
analogy, predicates with identical names can be regarded as
more similar than those with different names. In more com-
plex examples the method of determining relative similarity is
more difficult. Holyoak e al make no claim as to any partic-
ular model of semantics. The semantic similarity constraint
is regarded more as a heuristic than a firm rule, and can be
applied in differing strengths at various stages of the mapping
process.

Holyoak & Thagard (1989) emphasise that the logical com-
patibility and role identity constraints are restrictions on the
building of the mapping network, and these restrictions are
regarded as less important than the three principal constraints
of isomorphism (uniqueness and relational consistency), se-
mantic similarity and pragmatic centrality.

The theory has been implemented as a computer simulation
ACME, which is a constraint satisfaction network incorpora-
tion these considerations.
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Comparing The Two Theories

Structure Holyoak & Thagard (1995) argue that the sim-
ilarities and differences between their theory and structure
mapping theory can best be illustrated by comparing Gen-
tner’s theory with the three main constraints posited by multi-
constraint theory, They claim that multi-constraint theory cap-
tures Gentncer's insight regarding the importance of systematic
structure (in ACME, interconnected systems will have more
mutually supporting links than an isolated relation), but in a
more flexible manner. As implemented in SME, Gentner’s
theory rigidly enforces one-to-one mappings and structural
consistency — potential mappings which violate these con-
straints are not made. In contrast, ACME, whilst preferring
one-to-one mappings (by using inhibitory links to discourage
many-to-one mappings) nevertheless will allow violations.

Pragmatic Constraints Gentner’s theory (and SME) does
not incorporate or recognise the influence of pragmatic — goal
driven — constraints on the mapping process. According to
structure mapping theory, the operation of goals is external
to the actual mapping process, constraining the evaluation of
mapping outcomes, rather than actual mappings (although I-
SME (Forbus, Ferguson & Gentner, 1994) does incorporate
pragmatic influences in mapping). However, whilst the evi-
dence that goals can influence whar is mapped in analogy is
clear (Spellman & Holyoak, 1992), it is less clear that goals
directly influence or constrain the mapping process.

We noted two criticism of structure mapping earlier: the
neatness of the representations used in SME (this applies
equally to ACME), and that if an analog offers up two com-
peting possible modes of transfer with a similar level of sys-
tematicity, then the systematicity principle cannot act as a
constraint in the selection of one or the other. None of this
need militate against structure mapping in principle: an ana-
logue which allows two equal mappings may be a poor choice
of an analogue; the systematicity principle’s yielding of two
equally valid mappings may be a psychologically valid res-
olution of the initially poor choice of analogy. To return to
the earlier objection to Gentner’s structure mapping theory
(Holyoak, 1985), it might well turn out that an expansion
of the representations of the Solar System and the Hydrogen
Atom will simply lead to asituation in which the two examples
are no longer seen to be analogous. Given that the success of
any analogy is contingent upon the way in which the putative
analogues are represented (Gentner, 1989), itis not a failing of
a theory that it cannot provide accurate mappings in situations
where candidate analogues are presented in such a way as to
obscure any analogous similarity between them.

A major criticism of all analogical theories is that they
do not consider the considerable psychological evidence that
the choice of representation is crucial to analogy (Hofstadter,
1995). If categorisation research tends to ignore processes
and overconcentrate on representation, the opposite is true of
analogy. Yet, in fact some of the best evidence of the influence
of goals (Spellman & Holyoak, 1992) seems to support the
view that goals influence representation rather than mapping.



Mhese “results suggest one way in which analogies can be
1sed systematically to influence people’s inferences — [the
‘epresentation of] the source [analogue] can itself be massaged
oencourage a desired mapping” (Holyoak & Thagard, 1995).

Semantic Constraints With regard to the semantic similur-
ty constraint, the main focus of this discussion, the respective
positions are as follows: SME only matches predicates with
identical names, thus if planets (see figure 1) were represented
15 SMALLER_THAN the sun, and electrons as LESS_MASS_THAN
a nucleus, then structure mapping would not allow, and SME
would not make, a mapping between the two relations. On
the other hand, whilst ACME again prefers to map iden-
lical relations, weights on the network can be adjusted to
capture the semantic similarity between SMALLER_THAN and
LESS_MASS_THAN. Holyoak & Thagard argue that this shows
a significant weakness in Gentner’s theory:

“with its emphasis on structure to the exclusion of all other con-
straints, SME does not simply discourage mappings between
non-identical but semantically similar items; it does not even
permit them.” (Holyoak & Thagard, 1995, p. 258)

Holyoak and Thagard’s criticism of the lack of seman-
tic considerations in Gentner’s theory carries a lot of intu-
itive weight. It does seem a perverse, restrictive analogical
theory that rejects mappings between SMALLER_THAN and
LESS_MASS_THAN in the course of an analogical mapping.
However, it is not necessarily so, and from the perspective
of a blurred distinction between analogy and categorisation, it
might actually be that rejecting such a mapping is necessary
per se, rather than necessarily perverse.

One reason for so-arguing stems from the results of our in-
vestigations into the effects of systematic structure upon cat-
egorisation judgements. Ramscar & Pain (1996) addressed
the question of whether analogy can be distinguished from
categorisation by contrasting categorisational and analogical
processes by presenting subjects with Gentner et al's anal-
ogy materials and asking them to categorise them. Given
that Gentner et al define the analogical mechanism in terms
of structure mapping, and given our hypothesis that this pro-
cess was not distinct from a basic calegorisation process, we
expected structure mapping to determine categorisation. Gen-
tner e/ al seem to implicitly assume that match items with only
structural similarities (i.e. analogues) belong to different cate-
gories. We predicted that they would be categorised together.
We found that 79.5% of the groupings formed by our subjects
had only shared systematic structure (traditionally defined as
analogy) as a common feature amongst members of the cat-
egories formed. In contrast, only 5% of groupings produced
had common object descriptions as the common similarity
across categories (i.e. the attribute matches often thought to
be determinate of categorisation). To the 79.5% of structural
congruity groupings could be added a further 8% of classifica-
tions where structural additionsto otherwise structurally con-
gruent representations caused them to be classed singularly.
Thus we concluded that that mechanisms normally consid-
ered to be analogical could also in fact support categorisation

635

tasks, and in this instance, no discemible difference could be
found between analogical and categorical behaviour,

This suggests that the process of classifying (wo terms to-
gether (mapping SMALLER_THAN 1o LESS_MASS_THAN) is no
different to the process of determining the analogy between
SOLAR_SYSTEM and HYDROGEN_ATOM. Thus the process of
mapping SMALLER_THAN to LESS_MASS_THAN seems (o be
less a sub-process of the process of determining the analogy
between SOLAR_SYSTEM and HYDROGEN_ATOM and more like
the same process functioning in parallel.

Prototype Schemas? One possible objection to the above
would be that our characterisation of categorisation is incom-
plete. It might be argued that analogical judgements may
not be easily distinguished from classification judgements,
but caregorisation judgements can be. This claim relies on
the idea that categorisation doesn’t involve that same map-
ping process because it makes use of generalized ‘prototyp-
ical’ schemas (Holyoak & Thagard advocate such a view
of categories in Holland er al, 1984). If SMALLER_THAN
and LESS_MASS_THAN share the same prototypical schema,
then there will be no need to compute the similarity between
SMALLER_THAN and LESS_MASS_THAN, since such similarity
can be confirmed merely by reference to the prototype’; and
it is this confirmatory reference-to-prototype that is modeled
by the semantic links in Holyoak and Thagard’s theory.

There are a number of objections to such an account. Prac-
tically, there is the problem of providing a convincing account
of what a prototype category is (Medin & Ortony, 1989; Ram-
scar & Pain, 1996). Propositional schematic models of repre-
sentation (some variety of which is assumed in the majority of
cognitive theories) have the power to store a combination of
both schemas and the exemplars from which such schemas are
constructed. Moreover, what is actually stored is the subject
of much debate: are just schemas stored? Fodor & Lepore
(1996) give many good reasons for doubting such a “pure’
prototype schema theory. If both are stored, then how do
exemplars contribute to schemas? Some have advocated a
rejection of schemas altogether (e.g. Nosofsky, 1988), argu-
ing that only exemplars are stored, and that new objects are
classified by comparison with stored exemplars, and the cal-
culation of some kind of fit. A further experiment (Ramscar,
Pain & Lee, 1997) was designed to see whether analogical
theory could shed any light on the nature of subjects” stored
representations,

In their analogical recall experiments, Gentner ef al (Gen-
tner, Ratterman & Forbus, 1993) showed that analogical ac-
cess relied primarily upon surface attribute (object) matches:

1Cun'r)usly. a footnote to Gentner, Ratterman & Forbus (1993)
states “SME's constraint of matching identical predicates assumes
canonical conceptual representations, not lexical strings. Two con-
cepts that are similar but not identical (such as “bestow™ and “be-
queath”) are assumed to be decomposed into a canonical representa-
tion language so that their similanity is expressed as a partial identity
(... “give”)", which suggests that this idea has widespread appeal; a
version of it has been advocated by the authors in the past (Ramscar,
Lee & Pain, 1996).



stories with shared attributes were recalled from memory far
more readily than objects with shared structure, even though
subjects adjudged some of these stories to be less similar, and
inferences generated from them to be less sound with regards
to a base than the stories which possessed only shared struc-
ture. We decided that this phenomenon might be useful in
exploring representation. In the course of the classification
experiment, subjects were asked (o give their classes “a sim-
ple descriptive name”, which they could then associate with
their classification. By examining what attributes they could
recall that were associated with that name, we used Gentner
et al’s findings about structure versus attribute to shed some
light on the mental representation associated with the name.
If subjects stored some kind of abstracted prototype, then our
hypothesis was that attributes associated with the most proto-
typical stories would be most readily retrieved from memory,
with other attributes recalled insofar as they were shared with
the prototypical story. On the other hand, if subjects stored
only exemplars, then the lack of context provided by a sim-
ple class name should make it equally likely that attributes
associated with any given (or all) exemplar might be recalled.

Semantic
Link

©

/"HYDROGEN
ATOM"

?

Analogical Mapping

Figure 2: Two views of the mapping process

The experiment yielded little evidence to support the hy-
pothesis that subjects had abstracted and stored schemas from
the groups they had classified, despite the fact that it appeared
to be a shared structural schema that was the basis of subjects’
original classification decisions (Ramscar & Pain, 1996). In-
stead, when Gentner, Ratterman & Forbus (1993)’s analysis
was applied to subjects’ behaviour, it appeared that being pre-
sented with a class name in no particular context caused the
subjects to randomly recall one of the exemplars associated
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with that name, and then use that exemplar as the stimulus
for recalling other class members; overall, only 10% of recall
tasks favour the former analysis, wheras some 71% support
the latter. Thus as well as finding no evidence to support
stored prototypes, Ramscar, Pain & Lee (1997) provide evi-
dence that only exemplars (instances) of categories are stored
(which strengthens the argument for not strongly distinguish-
ing analogy and categorisation). It would seem that schemas
can’t supply the necessary theoretical justification for seman-
tic links.

Discussion

If we consider the schematic representation of the mapping
process in figure 2, Holyoak & Thagard model the mapping
of F onto G in analogy X — Y by means of a semantic
link, whereas the evidence points towards a similar parallel
process for F — G and X — Y. We feel that this is an important
distinction: whereas Holyoak & Thagard model the semantic
similarity between SMALLER_THAN and LESS_MASS_THAN as a
sub-process of analogy, it seems more likely that this similarity
is computed by the same process, in parallel?. This can be
seen most clearly via a fine-grained analysis of the predicates
as in figure 3.

SMALLER.THAN
RELATION(smaller_than)
NO_OF _ARGUMENTS (smaller_than, 2)
COMPARITIVE(smaller_than)
NONREFLEXIVE(smaller_than)
ASYMETRIC(smaller_than)
TRANSITIVE(smaller_than)
CONCERNS(smaller_than, size)

LESS_MASS_THAN
RELATION(less_mass_than)
NO_OF_ARGUMENTS(less_mass_than, 2)
COMPARITIVE(less_mass_than)
NONREFLEXIVE(less_nass_than)
ASYMETRIC(less _mass than)
TRANSITIVE(less_mass_than)
CONCERNS(less_mass_than, weight)

Figure 3: Predicate representations of SMALLER_THAN and
LLESS_MASS_THAN

Since from our perspective, this mapping process is what
we mean when we talk about the *analogical’ process, it fol-
lows that there is no room for a semantic similarity constraint
in a cognitive theory of analogy (or at least, it follows that
before one can posit such a constraini, one will have to suc-
cessfully distinguish “analogy’ from ‘categorisation’). None
of which means that we rule out the use of semantic links in
mapping networks — rather, we suggests that they should be

?We are not saying that all similarities are calculated this way;
what is true for relational predicates may not be true for others. It
seems unlikely that structure mapping will feature in red vs. crimson.



seen as implementational details within a model, rather than
embodiments of psychological theory.

One possible benefit Lo be gained from removing the seman-
tic and pragmatic constraints® from Holyoak and Thagard's
model is that it can allow a straightforward comparison be-
tween the structural elements in both theories to be made.
Isomorphic mapping in multi-constraint theory differs from
Gentner's structure mapping in a number of details; our next
step is to evaluate the significance of these delails by spec-
ifying both theories in a common, executable, specification
language. Similarities and differences between the theories
are currently blurred by the ambiguities of the language (En-
glish) in which they are stated, Whilst computational imple-
mentations of both theories exists, those implementations do
not fully clarify either theory because they make no distinc-
tion between theoretical claims and implementational details.
This is part of a broader issue: cognitive science is in need
of tools and techniques in which to precisely state theoreti-
cal proposals so that their assumptions and implications are
clear and comparison is possible (c.f. Cooper, Fox, Farring-
don & Shallice, 1996). We are currently using the COGENT
modelling environment (Cooper & Fox, 1997) to develop ex-
ecutable specifications of both structure-mapping theory and
multi-constraint theory. It is our strong belief that this work
will demonstrate that, modulo semantic similarity, the theories
differ mainly in implemenation details.

The COGENT models will also provide a framework in which
to explore more thoroughly issues of represention. We noted
above the lack of focus on representation in analogical mod-
els (a point made frequently by Hofstadter, 1995). We have
demonstrated that analogical process models can yield in-
teresting results when applied to categorisation tasks (where
perhaps too much focus is given to representation, c.f. Fodor
& Lepore, 1996). Is it too much to hope that a similar cross-
fertilisation might ultimately flesh out analogy’s decidedly
anorexic picture of representation?
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