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X-ray optics has been serving the exploration of nature in synchrotron radiation for many
decades. In recent years, X-ray free-electron lasers (XFELs) open a new era of X-ray based research
by generating extremely intense X-ray flashes. The outstanding properties including extremely
high brightness enable unprecedent discoveries in many research fields, such as structural biology,
photochemistry, atomic, molecular and cluster physics. To assist research, the X-ray optics used in
synchrotron radiation are either directly employed or modified for their utilizations in XFEL. One
emerging challenge for the implementation of X-ray optics in XFEL is that the extremely bright
photon beam introduces highly localized and strong thermal load on the X-ray optics, especially
at high repetition rates. The thermal load induces severe non-uniform thermal deformation of the
optics, degrading their ability to preserve the superior XFEL beam quality, such as high brightness
and outstanding coherence.

To understand the thermal load effects and provide design principles to minimize these effects,
in this study, we carry out coupled photo-thermal-mechanical analyses. We first provide necessary
background and review of current studies on thermal load in X-ray optics. Next, we derive an ana-
lytical model to yield qualitative understanding on thermal load. According to the analytical model,
the thermal load effects can be decomposed into two parts: the tunable part (due to the overall strain
increase) and untunable part (due to the strain and surface slope inhomogeneity). We then further
investigate and quantitatively evaluate the performance degradation of the optics due to thermal
load in practical operating modes: pump-probe mode, pulse train mode and quasi-steady state. In
pump-probe mode, the tunable part is invisible due to the limited amount of energy deposited, while
the untunable part results in significant performance reduction for short delay time between the two
pulses. For beamline monochromator, additional effects such as laser footprint distortion and tran-
verse coherence degradation are also harmful for photon science experiments. In pulse train mode
where more than two pulses are incident, thermal load accumulates pulse by pulse. Both tunable
and untunable parts are observable. The optics performance degrades dynamically due to contin-
uing thermal load accumulation. Accordingly, the tuning needs to follow this dynamic behavior
to recover the central photon energy shift and align the spectrum if multiple monochromators are
cooperating in the system. At quasi-steady state, the performance is constantly affected and neces-
sary design is needed to refrain the thermal load. Three designs of monochromators are proposed
and analyzed for different repetition rate at different cooling temperatures. Critical repetition rate
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is accordingly determined. One desirable way to improve the thermal load tolerance of the X-ray
optics is to operate them at cryogenic temperature, as confirmed by simulation. However, at cryo-
genic temperature, the emerging unconventional nondiffusive heat transfer phenomena may result in
the performance deviation from designed status. We introduce and propose simplified nondiffusive
models to characterize these new features and prepare for the experimental analysis with cryogenic
cooling. Based on this study, the thermal load effects are be better understood. Design insights in-
cluding geometry design and operation condition are also provided, contributing to the preparation
for practical experimental test and maintaining the X-ray optics performance at high-brightness and
high-repetition-rates.
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Chapter 1

Introduction

Thanks to the development of third generation of light source, the dedicated synchrotron ra-
diation sources, a lot of new physics and mechanisms in wide research fields are uncovered and
understood. To appropriately handle the X-ray, substantial research and development of instrumen-
tation has been carried out. On synchrotron beamline, many types of X-ray optics are employed.
Classified by the physical effect used, the X-ray optics can be divided into four major types as listed
in the table below.

Physical effect Optics
Reflection Kirkpatrick-Baez (KB) mirror, capillary optics
Diffraction Fresnel zone plates (ZPs), multilayer Laue lenses
Refraction Compound refractive lenses (CRLs)
Absorption Windows, filters, pin holes, coded mask telescopes

Table 1.1: Types of X-ray optics on beamline.

However, in modern storage rings, boosted number of available photons can pose significant
heat load on the optics. The heat load is deposited into the optics due to X-ray-matter interactions,
and results in inhomogeneity and reduction of the optical performance. An order of magnitude esti-
mation for thermal power densities of focused white radiation beams can be in 100 Wmm2 range [1].
This is detrimental to beamline X-ray optics and should be compensated by specifically designed
optics geometry and engineered materials, or by implementation of cooling schemes.

1.1 Cooling techniques for beamline optics

For common type of cooled beamline optics, such as mirror or monochromator, analytical
treatment based on conventional heat transfer theory is briefly presented here as background infor-
mation. Here we take mirror as an example, as it is one most intensely studied optics with cooling.

For mirror optics, the distortion due to thermal load can usually be categorized into two types:
1) the gross bending of the whole mirror and 2) the mapping distortion [2].

The gross bending of the whole mirror refers to the distortion of the mirror due to the tem-
perature difference between the irradiated and cooled surfaces. This can be illustrated by an un-
constrained block. Assuming that the top surface of the block is exposed to beamline radiation,
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while the bottom surface is cooled, there exists a temperature difference ∆T . Consequently, the top
surface with length L, due to the thermal expansion, is elongated by Lα∆T . If the thickness of the
block is d, this elongation results in a bending with radius t/α∆T . With this curvature, the point-
ing and other optical performance of this mirror are deviating from designed status. The mapping
distortion refers to the local swelling due to direct expansion of the heated material normal to the
heated surface which leads to a distortion which “maps” the power density distribution [2]. This is
usually triggered by non-uniform irradiation from the photon beams. For reflective monochromator
that consists of two parallel crystal mirror, this could cause severe degradation of performance due
to the mismatch in lattice spacing between the two surfaces [3].

Generally, it is desirable to design the cooling location as close as possible to the heat load lo-
cation, for example just under the surface with enough material thickness to allow required mechan-
ical strength. The thermal load comes in at the reflection surface; it is then dissipated through heat
conduction to the thin layer above the cooled surface known as “hot wall”, and extracted through de-
signed cooling method, usually convection. However, if the heat load is not uniform as in mapping
distortion cases, there exists local surface slope called slope error, which needs to be characterized
and minimized.

Typical cooling schemes in existing beamline physics are based on indirect convective cool-
ing, which employs the base cooling plate and channel to duct the flow of the working fluid. De-
pending on the design operating condition and the thermal load, the working fluid could be water,
liquid nitrogen or even liquid helium. The cooling mechanisms are based on channel flow convec-
tive heat transfer with possibly extended surface such as fins. The design theoretical fundamentals
are the engineering convective heat transfer correlation with Nusselt number and Reynolds num-
ber and the fin efficiency calculation. A comprehensive derivation and collection of the relevant
formulas can be found in a mechanical engineering textbook [4].

1.2 New challenges in free-electron laser optics

X-ray free-electron laser (XFEL) provides unprecedently high brightness X-ray compared to
other X-ray sources. It also offers pulse with duration time down to femtoseconds or even attosec-
onds. The superior properties introduce two fundamental XFEL photonics properties for XFEL
design [5]: 1) extremely high peak intensity due to the large number of X-ray photons (> 1012) in a
very short pulse duration (< 100 fs); 2) excellent transverse beam coherence. Although the general
requirements for XFEL optics are similar to that for storage rings, the different beam properties still
pose different requirements for design of optics.

One challenge that is closely related to thermal load is the small high-brightness XFEL spot
size on optical elements, due to the low source divergence [5]. Consider that the pulse duration of
XFEL is typically very short, the thermal load in this case can be significantly higher than in storage
ring in terms of heat flux. For example, in Linac Coherent Light Source (LCLS) of SLAC National
Accelerator Laboratory, a typical XFEL has pulse energy about 100 µJ, transverse spot size about
20 µm and pulse duration about 100 fs. The averaged absorbed heat flux during the XFEL pulse
can be calculated as 4 × 1017 W/m2. This high heat flux, confined by small space and short time,
generates large local temperature increase and strong strain within the XFEL footprint, contributing
to the mapping distortion of the optics. In extreme cases, the high heat flux may even damage the
optics. This high local thermal load becomes more severe when the repetition rate of the XFEL
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pulse is high. Short pulse-to-pulse time restricts the thermal relaxation time, so that the thermal
load is accumulating and finally may even lead to the damage of the optics. Even below the damage
threshold, the optical performance of the optics could also be significantly degraded.

Another challenge is that, when transmissive monochromator [6] is using, a thin plate of
crystal is employed. The thin crystal plate must maintain its transparency while remain strain-
free status. These requirements rule out the possibility to design cooling scheme right underneath
the surface, and introduce strict condition for side surface cooling: the cooling device must be 1)
integrated with the monochromator in a strain-free manner and 2) able to dissipate enough power
with given small side surface area.

For monochromators, one more challenge emerges as the strain in the monochromator needs
to be considered and refrained. When stimulated by short and intense thermal load, strong thermal
stress could be generated and propagating as strain waves, which further complicates the situation.

The free-electron laser, unlike a conventional laser, employs the free electrons that are not
bounded within discrete energy states in a gain medium. By tuning the electron beam or other
components, the FEL is smoothly tunable and scalable. In FEL, the laser originates from the spon-
taneous emission of the electron beams and is exponentially amplified due to the positive feedback
in the interactions between the electron beams and radiation, which is also a unique feature. Here,
we briefly outline the theoretical fundamentals of FEL to introduce the output photon beam proper-
ties, which, to a large extent, determines the thermal load on the crystal FEL optics.

1.3 Free-electron laser

Figure 1.1: Illustration of the free-electron laser [7]

To obtain FEL, the electron beam is generated and accelerated by the accelerators (including
microtrons, electron storage rings, electrostatic accelerators, room temperature and superconduct-
ing radio frequency linear accelerator [8]) to a very high energy with its speed almost being the light
speed. The electrons, after going through necessary components such as beam compressor, are then
guiding through the undulator, which is an array of alternating polarity dipole magnets. The elec-
trons then pass through the undulator along a sinusoidal-like trajectory in a plane perpendicular to
the magnetic field direction. During their passing process, the electrons emit synchrotron radiation
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(SR) due to their transverse acceleration and follows the SR very closely. The propagation of the ra-
diation ahead of the electrons is termed “slippage” [5]. When the amount of slippage matches with
the period of the undulator through some condition, the SR will be magnified, as will be illustrated
in details in below sub-section.

1.3.1 Single electron in the undulator

Compared to the undulator magnetic field, the influence that one electron receives from all
other electrons in the beam (space charge effects) can be ignored, so that we only consider single
electron motion in the undulator. There are typically two types of undulator in use for FEL. One is
a planar undulator, the other is a helical or elliptical undulator. Here we take planar undulator as an
example. In planar undulator, we can introduce the Hamiltonian

H =

√(
~p − e~A

)2
c2 + m2c4, (1.1)

where the vector potential ~A = Au x̂ cos (kuz). The x and y are transverse direction of the undulator
and z is the axial direction of the undulator. The magnetic field can be written as

−→
Bu = −Auku sin (kuz) ŷ. (1.2)

For the Hamiltonian given by Eq. (1.1), we obtain

ṗx =
∂H
∂x

= 0, (1.3)

so that the x direction momentum px = 0. For single electron, by omitting the influence of the
emitted radiation, the dynamic equation can be written as

mγvx = px − eAx = −eAu cos (kuz) , (1.4)

where γ is Lorentz factor, β is the ratio between the speed of the electron and the speed of light,
ku = 2π/λu is the wavenumber of the undulator, and an important nondimensional parameter of the
undulator, K, is defined as

K ≡
eBu

mcku
, (1.5)

where e is elementary charge, m is the mass of electron and c is the speed of light. For the undulator
in FEL application, K ≈ 1, while for synchrotron radiation in storage rings, the undulator is usually
called wiggler with K � 1.

Solving Eq. (1.5) yields

vx =
Kc
γ

cos (kuz) . (1.6)

When the speed of the electron is very close to the speed of light (several GeV for hard X-ray), the
z position of the electron can be approximated as z = ct, so that z direction velocity can then be
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determined as

vz =

√
v2 − v2

x ≈ c
[
1 −

1 + K2/2
2γ2 −

K2

4γ2 cos (2kuz)
]
. (1.7)

From Eq. (1.7), one may notice that the z velocity component of the electron can be expressed as a
superposition of two terms: one is the average z velocity written as

v̄z = c
(
1 −

1 + K2/2
2γ2

)
, (1.8)

and the other is the oscillating component.
To enable the interaction between the radiation and the electron, resonance condition needs

to be satisfied.

1.3.2 Resonance condition

For a co-propagating radiation field, Ex = E (z, t) ei(krz−ωrt) + E∗ (z, t) e−i(krz−ωrt), with slow
varying amplitude E (z, t), the energy conservation yields

mc2γ̇ = evxEx. (1.9)

Plug the radiation field we have the energy change

dγ
dz

= −e
K
γ

E
mc2 cos (kuz) ei(krz−ωrt) − e

K
γ

E∗

mc2 cos (kuz) e−i(krz−ωrt). (1.10)

The phase can be defined as

φ = (ku + kr) z − ωrt, (1.11)

so that its gradient in z direction is

dφ
dz

= ku + kr −
ωr

dz/dt
= ku + kr − krβ

−1
‖
. (1.12)

Here, the longitudinal velocity is

β−1
‖

=
(
β2 − β2

⊥

)−1/2
=

[
1 −

1
γ2 −

K2

γ2 cos2 (kuz)
]−1/2

≈ 1 +
1 + K2cos2 (kuz)

2γ2 . (1.13)

For one undulator period, averaged β−1
‖

is

β
−1
‖ = 1 +

1 + K2/2
2γ2 . (1.14)

7



The resonance condition is

ku + kr − krβ
−1
‖ = 0. (1.15)

Once this condition is satisfied, φ does not change after one period. Introduce a resonance
energy γ0 and plug Eq. (1.14) into Eq. (1.15) to obtain

ku = kr
1 + K2/2

2γ2
0

. (1.16)

This is the important resonance condition in undulator. The phase φ can then be rewritten as

φ = θ − b sin (2kuz) , (1.17)

where θ ≡
∫

ku

(
1 −

γ2
0
γ2

)
dz is a slow varying phase and b ≡ K2/4

1+K2/2 .

1.3.3 Pendulum model & micro-bunching

Expanding the exponential term in Eq. (1.10) yields

cos (kuz) ei(krz−ωrt) =
1
2

[
eiφ + ei(φ−2kuz)

]
≈

eiθ

2
[J0 (b) − J1 (b)] (1.18)

Plug Eq. (1.18) back into Eq. (1.10) to obtain

dγ
dz

= −
kuD2

γ0

(
Eeiθ + E∗e−iθ

)
, (1.19)

where

D2 =
eK [JJ]
2kumc2 . (1.20)

For slow varying phase, Eq. (1.12) can be rewritten as

dθ
dz

= ku

1 − γ2
0

γ2

 ≈ 2ku (γ − γ0)
γ0

. (1.21)

We can define the dimensionless variable Z = kuz and η = 2γ−γ0
γ0

, so that Eq. (1.21) can be rewritten
as

dθ
dZ

= η. (1.22)

Combine Eq. (1.22) with Eq. (1.19) to obtain

d2θ

dZ2 +
2D2

γ2
0

(
Eeiθ + E∗e−iθ

)
= 0. (1.23)
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If E is assumed constant (in low-gain FEL where the energy transfer between the electron and
radiation is negligible), Eq. (1.23) becomes the pendulum equation:

d2θ

dZ2 +
4D2

γ2
0

E sin θ = 0. (1.24)

In longitudinal phase space, the electrons initially with θ ∈ (−π, 0) gain energy while the electrons
with θ ∈ (0, π) lose energy. This gives rise to an energy modulation, which will be turned into
an electron density modulation since the higher energy electrons advance in phase while the lower
energy electrons retard. This density modulation is termed the FEL micro-bunching.

Figure 1.2: Electron motion in phase space. Starting with the blue dots, the electron beam evolves
to green dots and finally red dots, forming the micro-bunching. The black solid line represents the
separatrix [5].

For high-gain FEL, we skip the derivation but provide an illustration. The fixed radiation
amplitude E can evolve so that coupled Vlasov equation and Maxwell equation need to be solved.
In Fig. 1.3, initially the electron beam distributes like in Fig. 1.3 (a), then it starts evolving as
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Figure 1.3: Longitudinal phase space evolution in high-gain FEL [5].

described in low-gain FEL pendulum model. As the micro-bunching forms in Fig. 1.3 (b) and
(c), the radiation enters the exponential growth stage, and reaches maximally bunched status in (d).
This is where the saturation stage starts, as the micro-bunches continues evolving but no significant
power increase in radiation.

1.3.4 Output properties of SASE FEL

As stated in previous sub-sections, the radiation is emitted by the electron beam and amplified
by the electron beam as well. This is called self-amplified spontaneous emission (SASE). The SASE
mode is the most fundamental operating mode of X-ray FEL.

Temporal structure In SASE mode, due to the intrinsic initial local bunching of the electron beam
when entering the undulator (termed shot noise), the radiation pulse can be showed to consist
of a random superposition of many spikes in temporal domain [9]. Each of these spikes
follows the Gaussian distribution because the energy spread of the electron beam follows the
Gaussian distribution. The phases of these spikes are uncorrelated because the shot noise
at different locations of the electron beams are usually independent. However, the overall
average temporal profile is usually Gaussian. This is due to the long total length of the
electron beam compared to the micro-bunching length: a large number of micro-bunching
emission (typically several thousand or more) follows the law of large numbers so that their
amplitudes also follow Gaussian distribution.
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Overall, statistically for many shots, the SASE temporal profile can be approximated as a
Gaussian if these conditions are satisfied, so is its spectrum.

Bandwidth Although many spikes in temporal domain exists, they all approximately share the
same bandwidth, which is gain bandwidth of the FEL system, making the SASE pulse band-
width about the same as the gain bandwidth. The gain bandwidth can be derived analyti-
cally [5] and grows narrower in relative value with the propagation distance in the undulator
as σλ ≈ 2ρ

√
π/z̄, where ρ is the Pierce parameter of FEL defined as

ρ =

(
auωp/4cku

)2/3

γ
, (1.25)

where a2
u = K2/2 is the RMS undulator parameter, ωp =

√
4πe2ne/m is the plasma frequency,

ne is the electron beam density. After saturation length, the bandwidth roughly remains
unchanged. For short-wavelength high-gain FEL, ρ is typically 10−4 − 10−3, so that the
relative bandwidth of SASE at saturation is about 10−4 − 10−3.

Peak power At saturation, the peak radiation power is proportional to the electron beam peak
power with a slope of ρ, which further depends on the peak current and electron energy.
For short-wavelength high-gain FEL, the electron beam energy is about tens of GeV and the
peak current is a few kA, leading to a peak power of tens of GW.

In theory, the power scales with n2
e if the electron beam is fully pre-bunched, or scales with

ne if the electron beam is unbunched [10]. However, in reality, the electron beam is neither
fully pre-bunched nor unbunched so that the power usually scales with n4/3

e [5].

Pulse energy The total photon energy in a pulse photon beam is the pulse energy. Given the pre-
viously estimated peak power of tens of GW and the pulse durations of 10-100 fs, the pulse
energy can be calculated as sub-mJ to mJ level. Accordingly, the total number of photons
can also be obtained as 1010 − 1011.

Waist size The waist size of SASE is determined by the waist size of the electron beam, which
originates from the electron emittance of the cathode and the beta function (βx) of the lattice
(an array of electron optics which is adjustable). In practical operation, the waist size of the
electron beam is usually adjusted to remain approximately unchanged. An example calcula-
tion for 4 GeV electron beam with βx = 20 gives a waist size of 31.62 µm for the Gaussian
photon beam.

Brightness One important metric for the output photon beam is the brightness, which is defined as
the energy flux per bandwidth per solid angle. Due to its narrow bandwidth, small radiation
opening angle and high peak power, the brightness of FEL can be at least eight orders of mag-
nitude higher than the source from storage ring for short-wavelength radiation (wavelength
about 0.1 nm) [5].
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1.4 Further improvement on coherence

Although SASE FEL already has very narrow bandwidth, the temporal coherence of SASE
can be further improved by several method towards the achievement of fully coherent FEL. The most
direct way is to insert a monochromator on downstream to select the frequency range of interest.
In addition, various SASE-based, external seeding-based and oscillator-based techniques have been
proposed and partially demonstrated in recent years [11], including self-seeding and cavity-based
XFEL, such as XFEL oscillator (XFELO).

1.4.1 Self-seeding

Self-seeding technique [12] can significantly improve the temporal coherence of SASE. This
technique has been experimentally demonstrated in LCLS [6]. Figure 2.3 shows the schematic of
self-seeding technique.

Figure 1.4: Layout of the LCLS hard X-ray self-seeding system [6].

In self-seeding mode, the undulators are divided into two sessions, with one monochromator
inserted between the two sessions. The SASE obtained in the first session passes the monochromator
and generates a purified wake “seed”. This seed is then amplified in the second session of undulator
to allow an intense coherent XFEL pulse as output. During the seeding process, the electron beam
is directed to a chicane to be delayed so that it can meet the seed in the second session of undulator.
The microbunching formed in the first session can also be washed out.

Figure 1.5 shows the comparison between the spectrum of SASE and self-seeded XFEL. The
bandwidth is reduced by 50 folds and the brightness is significantly improved.

Further advancement of self-seeding mode towards high repetition rate leads to the dramatic
increase of the thermal load deposited from SASE pulses to the crystal monochromator, which is
also one major concern in this dissertation. To mitigate the thermal load effects, the cascading
self-seeding scheme was proposed [13] and numerically analyzed [14].

1.4.2 Cavity-based XFEL

The concept of XFELO was proposed as early as SASE was. However, due to the lack of
perfect crystal mirrors, it has not received much attention until recent years. The demonstration of
high-reflectivity Bragg diffraction at diamond crystal [15] prepares the potential candidate for the
crystal mirrors in XFELO. The schematic of XFELO [16] is given in Fig. 1.6.
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Figure 1.5: Output X-ray spectra for (a) single shot and (b) averaged in SASE mode (red line) and
self-seeding mode (blue) [6]. The FWHM of single shot SASE is about 20 eV, as compared to
seeded pulse of 0.4 eV.

Figure 1.6: Schematic of XFELO [16].

The cavity consists of four crystal mirrors with one segment of undulator inside. The leading
electron bunch produces the first SASE pulse in the undulator. The SASE will be amplified expo-
nentially if its gain exceeds loss. XFELO works in a low gain regime so that it requires a large
number of round trips in the cavity to reach saturation. The output photon beam is coupled out
through crystal mirror transmission.

XFELO is able to produce fully coherent X-ray pulses at very high repetition rate (1 −
100 MHz) with large numbers of photons (109 − 1011). This is very attractive for photon sciences.
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However, thermal load issue in XFELO also exists as in self-seeding. The multiple reflections dur-
ing the round trip of the X-ray requires a minimization of the loss, which poses possibly an even
lower tolerance. Moreover, the mapping distortion and pointing error due to thermal load should
also be mitigated to allow the production of high-quality photon beam.

1.5 Remaining challenges & objectives

In previous sections, we have presented the necessary FEL theory as well as the output prop-
erties of the SASE FEL. The background information given here serves as the input for the thermal
load on both beamline optics in FEL and other optics employed in different FEL schemes, such
as self-seeding and XFELO. Given the unprecedentedly high brightness of the photon beam, the
thermal load also becomes more challenging as discussed previously.

For multi-bounce reflective monochromator in XFEL beamline, thermal load leads to foot-
print and wavefront distortion. This distortion could result in multiple problems. For example, the
distortion leads to very limited overlapping area between the leading and trailing pulses, signifi-
cantly limiting the flexibility for pump-probe type experiments, as the sample has to be extremely
carefully aligned. On the other hand, the suppression of the peak intensity also undermines the
quality of the measurement due to the decreasing number of photons.

Furthermore, for other FEL applications, such as self-seeding and XFELO, more require-
ments on the output beam properties exist. In self-seeding XFEL, for example, the wake seed
power could be significantly suppressed due to thermal load. When this seed is not strong enough
to dominate the shot noise, the self-seeding fails. XFELO, on the other hand, has even more strict
requirement, such as nano-radian level surface slope.

Based on the background review, the overall objective of the dissertation is to characterize
the thermal load effects on crystal optics performance (including reflective and transmissive type) at
high repetition rate, and provide general principles for the compensation actions. More specifically,
thermal load in several different situations, such as pump-probe mode, will be studied both analyti-
cally and numerically. With the characterized thermal load, the diffraction study will be conducted
to evaluate the degradation of the output photon beam to provide both prediction and guidance to
determine critical operation parameters.

The itemized objectives are listed as below:

1. Provide qualitative and quantitative understanding of how the thermal load affects the perfor-
mance of X-ray optics for

(a) Reflective monochromator

(b) Transmissive monochromator

2. Develop coupled photo-thermal-mechanical tools to quantitatively evaluate the thermal load
effects on the optical performance of X-ray optics in

(a) Pump-probe mode XFEL

(b) Pulse train mode XFEL

(c) Quasi-steady XFEL
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3. Provide design principles for

(a) Geometric design of X-ray optics

(b) Critical operation parameter determination

1.6 Outline

• In Chapter 1, necessary information about free-electron laser is presented as an introduction
of the input thermal load power for the optics. In addition, the related output beam properties
are also introduced.

• In Chapter 2, the involved physical processes will be listed and discussed to simplify the
analysis. Based on the simplification, an analytical model is derived and validated, to evaluate
and understand the thermal load effects.

• In Chapter 3, the thermal load effects on monochromator in pump-probe mode will be stud-
ied. Footprint and wavefront distortion, peak intensity suppression and thermal distortion of
the rocking curves will be characterized. The transient elastic waves effects, which is not
analytically accessible, will also be evaluated.

• In Chapter 4, the thermal load effects in multi-pulse situations at high repetition rate will be
studied. The dynamic pulse-to-pulse variation of the output photon beam properties will be
shown and characterized. Furthermore, the critical operation parameters will be determined
accordingly when the pulse-to-pulse variation vanishes and the system reaches a quasi-steady
state. The benefits of operating the monochromator at cryogenic temperatures will also be
discussed.

• In Chapter 5, the emerging nondiffusive heat transfer phenomena at cryogenic temperature
will be studied. Based on the two parameter heat conduction model, a nondimensional param-
eters characterizing the significance of the nondiffusive effects will be presented. In the cases
where nondiffusive effects are very strong and wave-like heat transport behavior emerges, a
simplified wave-diffusive model will be proposed to characterize the heat dissipation.

• In Chapter 6, a summary for this thesis is given and future work is suggested.
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Chapter 2

Analytical analysis for thermal load

In this chapter, we first briefly introduce the physical processes involved in the photon-crystal
interactions. The time scale for these physical processes differs significantly, making this study a
multiscale problem. Given the time scale of interest, we introduce some assumptions to simplify
the analysis. With these assumptions, we deliver an analytical model to illustrate the thermal load
effects and provide quick estimation tool for practical applications.

2.1 Bragg condition and dynamic diffraction

Proposed by Lawrence Bragg and his father William Henry Bragg in 1913 [17], Bragg diffrac-
tion describes the reflection of X-ray on crystalline solids. In Bragg’s model, the crystal is depicted
as a set of discrete parallel planes separated by a constant parameter d. When the incident X-ray
with incident angle θ and wavelength λ satisfies certain condition (n is an integer)

nλ = 2d sin θ, (2.1)

the reflected intensity peaks (Fig. 2.1). This discovery equally applies to neutron and electron
diffraction; it also provides direct evidence for the periodic atomic structure of crystal postulated for
several centuries. Based on this important formula, the work determining crystal structures by the
Braggs leads to their awarded the Nobel Prize in physics in 1915.

In Eq. (2.1), the periodic structure of the atoms in crystal is assumed to be uniform without
any defects or deformation. Further development of dynamic diffraction theory was derived by
Darwin by considering multiple scattering effects [19] and by Ewald [20], the latter treated the
crystal as an infinite periodic lattice of point scatterers. After reformulated and extended by von
Laue [21] and other researchers [22–26], the dynamic diffraction theory became applicable for
calculating and explaining the physical effects of the plane waves. However, some practical issues
such as the other types of incident waves and lattice deformations due to bending or defects, were
still not included. To consider these issues, Takagi [27] and Taupin [28] independently derived, from
the basic equations of classical electrodynamics, a general theory for arbitrary incident X-ray wave
propagation in distorted crystal. However, due to the complexity of the equations, the analytical
solutions are only limited to some simple cases such as uniform strain gradient and a crystal with a
transition layer. Numerical solutions of the Takagi-Taupin equation assist interpretations of X-ray
propagation in distorted crystals [29].

16



Figure 2.1: The illustration of Bragg’s law [18]

By applying the theory of X-ray diffraction based on Bragg condition, the photon absorption,
reflection and transmission can be captured. The time scale for diffraction is around femtosecond,
which is at least 3 orders of magnitude shorter than other physics discussed later. Therefore, this
process can be viewed as instantaneous by other physical processes, and the effects of other physical
processes can be “frozen” for diffraction.

2.2 Energy absorption

After the interactions between incident X-ray and the crystal, some energy is deposited into
the crystal by absorption. The major absorption mechanism from visible light to hard X-ray (∼
50 keV) regime can be described as the photoelectric effect, which can be further divided into the
inner and the outer photoelectric effects. The inner photoelectric effect refers to the excitation of
electrons by photon from the valence band (VB) or atomic inner shells to the conduction band (CB).
The outer photoelectric effect, on the other hand, happens when the energy transfer from photon to
the electron exceeds the work function: the electron is able to escape from the surface.

In diamond, the thermalized electrons in the conduction band, either from valence band or
inner shell, excite more electrons from valence band through the electron impact ionization. Mean-
while, they also interact with each other. Consequently, a fast thermalization of the conduction band
electrons is achieved, typically in few tens of femtoseconds (at most 200 fs).

Between the electrons and lattice, energy exchange starts as soon as the first photoelectrons
appear. The recombination process, both radiative recombination and non-radiative recombination,
leads to local thermal equilibrium and emission of phonons. The timescale for local electron-lattice
thermal equilibrium typically ranges from tens of picoseconds [31] hundreds of nanoseconds [32]
depending on various conditions (such as nitrogen content).
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Figure 2.2: The timescales for photon-crystal excitation and relaxation [30]

2.2.1 Instantaneous strain generation

The temperature rise due to the energy deposition introduces thermal stress to the crystal. Lat-
tice strain is generated mainly at the surface as there is traction-free condition and no confinement
in surface normal direction [33]. It then propagates as compression elastic waves into the thickness
and starts to bounce back and forth on the top and bottom traction-free boundaries. Thomsen et al.
showed that the stress generation and propagation is well described by the thermoelastic model [34],
confirmed by the experimental measurement on diamond by Stoupin et al. [35]. An illustration of
generated strain waves is shown in Fig. 2.3.

In 3D, the transient thermoelastic model can be given by [36] without the hot electron blast
effects in strain generation

ρ
∂2u
∂t2 =

∂σx

∂x
+
∂σxy

∂y
+
∂σxz

∂z
, (2.2)

ρ
∂2v

∂t2 =
∂σxy

∂x
+
∂σy

∂y
+
∂σyz

∂z
, (2.3)

ρ
∂2w

∂t2 =
∂σxz

∂x
+
∂σyz

∂y
+
∂σz

∂z
, (2.4)

σx = λ
(
εx + εy + εz

)
+ 2µεx − (3λ + 2µ)αT (T − Tref) , (2.5)
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Figure 2.3: An example of generated strain waves propagation in diamond, simulated by COMSOL.

σy = λ
(
εx + εy + εz

)
+ 2µεy − (3λ + 2µ)αT (T − Tref) , (2.6)

σz = λ
(
εx + εy + εz

)
+ 2µεz − (3λ + 2µ)αT (T − Tref) , (2.7)

σxy = µγxy, σxy = µγxy, σxy = µγxy, (2.8)

εx =
∂u
∂x
, εy =

∂v

∂y
, εz =

∂w

∂z
, (2.9)

γxy =
∂u
∂y

+
∂v

∂x
, γxz =

∂u
∂z

+
∂w

∂x
, γyz =

∂v

∂z
+
∂w

∂y
, (2.10)

where u, v, w are the displacements in the x, y, z directions, respectively; εx, εy, εz are the normal
strains in the x, y, z directions, respectively; γxy is the shear strain in the xy direction, γxz is the
shear strain in the xz direction, γyz is the shear strain in the yz direction; σx, σy, σz are the normal
stresses in the x, y, z directions, respectively; σxy is the shear stress in the xy direction, σxz is the
shear stress in the xz direction, σyz is the shear stress in the yz direction; T is the temperature; Tref
is the reference temperature; ρ is density; λ = K − 2

3µ and µ are Lame’s coefficients; and αT is the
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thermal expansion coefficient.
The timescale for this thermomechanical transient strain waves propagation can last for mi-

croseconds or longer. Depending to the excitation modes, the timescale may even extend to mil-
lisecond or longer, as will be shown in later chapter. This is due to the high quality factor of
diamond.

In timescale larger than about 100 ns level, the multidimensional effects already merged and
need to be considered. Figure 3.3 shows the comparison between the experimental and analytical
work by Stoupin et al. [35] and the 2D axisymmetric finite element analysis results simulated by
COMSOL. A clear decay in strain waves amplitude can be observed, which is due to the strain
wave propagation in radial direction. In diamond thin plate, the generated acoustic waves initially
propagate as bulk longitudinal and transverse waves, but after multiple reflections at the surface,
they interfere and develop into new modes. This is Lamb wave. We will introduce and discuss
about it in later chapter.
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Figure 2.4: Figure 3.2 The comparison between the experimental and analytical results by Stoupin
et al. [35] and the axisymmetric results by COMSOL.

The propagating or non-propagating strain waves pose a potential issue for the diffraction: if
the repetition rate does not synchronize with the strain wave frequency, the incident light will see
different strain fields from pulse to pulse, leading to seemingly random output light. On the other
hand, if the repetition rate does synchronize with the strain wave frequency, resonance condition
could be satisfied, triggering even worse instability. These issues will also be addressed in later
chapters.

2.2.2 Thermal dissipation

After the thermalization of phonon, the thermal transport can be described by tradition ther-
mal conduction equation:

ρcp
∂T
∂t

=
∂

∂x

(
κ
∂T
∂x

)
+
∂

∂y

(
κ
∂T
∂y

)
+
∂

∂z

(
κ
∂T
∂z

)
+ q̇′′′, (2.11)

where T refers to temperature, t refers to time, cp is the specific heat, κ is thermal conductivity, and
q̇′′′ is the volumetric heat generation.
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Accordingly, a thermal diffusion characteristic time can be defined as

τ =
L2

cρcp

κ
, (2.12)

where Lc is the characteristic length of thermal diffusion. For diamond at room temperature (300 K),
the density ρ is 3520 kg/m3, thermal diffusivity is 10.83 cm2/s. If the characteristic length of ther-
mal diffusion is 100 µm, the thermal diffusion characteristic time can be calculated as 9.23 µs. This
thermal diffusion time is comparable with the repetition rate timescale of interest. Heat conduction
should be considered as dynamic.

However, the traditional thermal conduction theory relies on a strong assumption: the col-
lisions between the thermal energy carriers happen everywhere at any moment. In other words,
the mean free path (MFP) of the heat carriers are much smaller than the characteristic length. An
important nondimensional parameter describing this is the Knudsen number

Kn =
Λ

Lc
, (2.13)

where Λ is the MFP of the heat carriers. In macroscopy or at high temperature, this assumption is
valid. However, for thin film with small thickness or at cryogenic temperature, Knudsen number
may increase to even larger than unity. In these situation, nondiffusive heat transfer phenomena
merge and traditional heat diffusion theory does not offer correct description and prediction.

In nondiffusive regime, there are several distinctive thermal transport behaviors. The most
relevant ones to this study are 1) the thickness-dependent thermal conductivity, 2) the size-dependent
heat dissipation and 3) the wave-like thermal transport. The first two modify the heat dissipation
rate predicted by diffusive heat transfer and result in inaccuracy in the prediction, while the last one
could introduce further influence. We will discuss this in later chapters.

2.3 Strain & surface slope effects: an analytical thermal load model

Although we have introduced all the physical processes in the X-ray-crystal interaction pro-
cess under high repetition rate XFEL, it is the coupling and resultant effects that alter the properties
of the output light from the optics. Here, based on the thermally induced strain and surface slope
field, an analytical model is derived below to reveal clear physics picture of how the output photon
will be affected due to the thermal load.

2.3.1 Non-uniform thermal distortion

The successful operation [37–40] of the fourth generation of light source, the X-ray free-
electron laser (XFEL), enables the experimental explorations and measurements in a wide range of
fields, such as chemistry [41], life sciences [42] and material sciences [43]. The superior properties
of XFEL beam, such as ultra-short duration [44], high transverse coherence [45] and unprecedent-
edly high spectral brightness [37], make it possible to probe structures and dynamics [46] in very
small scale, such as single molecule imaging. Compared to the third generation of light source, the
synchrotron sources, the XFEL delivers relatively low total power but extreme flux due to small
angular divergence. The extreme flux generates a local hot spot (or thermal bump) at its footprint
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due to the X-ray-matter interactions, triggering local disturbance from the Bragg condition. This
thermally induced deviation from Bragg condition is known as thermal load.

Thermal load has been an issue in X-ray optics for several decades [47]. For the X-ray optics
serving on synchrotron beamlines, such as mirrors and monochromators, one fundamental require-
ment is that, the beam quality should be preserved. However, thermal load results in disturbance
(such as thermally induced surface slope and strain) from the Bragg condition. The disturbance
is usually non-uniform and leads to the distortion of crystal rocking curve: its central frequency
may shift and its band width may be broadened. Thus thermal load causes degradation of the beam
quality. Existing solutions to mitigate thermal load are appropriately designed cooling and stiff-
ening strategies [2]. These solutions are proved successful to suppress the thermal load effects to
an acceptable degree [48] for X-ray optics in synchrotron beamline. However, the extreme flux
provided by XFEL challenges the existing solutions. Compared to synchrotron light sources, the
heat flux deposited by XFEL pulses can be several orders of magnitude higher. For example, in
Linac Coherent Light Source (LCLS) of SLAC National Accelerator Laboratory, a typical XFEL
has pulse energy about 2 mJ, transverse spot size about 150 µm and pulse duration about 100 fs.
The averaged absorbed heat flux during the XFEL pulse can be calculated as 4 × 1013 W/m2. With
this extremely high heat flux, the existing cooling techniques may not be sufficient to extract the
residual heat within the XFEL footprint. The requirements for cooling also become more strict for
applications such as self-seeding [6] and X-ray free-electron laser oscillator (XFELO) [49], where
the spot size is even smaller or the relaxation time for the crystal is very limited (at high repetition
rate). Moreover, in pump-probe mode, the cooling may not work at all due to the short delay time
(tens or hundreds of nanoseconds) between the two pulses.

Therefore, it is crucial to characterize thermal load for better solutions. At present, only
incomplete qualitative estimation of thermal load is available. For example, the central frequency
shift is usually estimated by the maximal thermal strain. However, there is no simple estimation
available for band broadening, even though it is known to be caused by non-uniformity of the
thermal load. The exists very limited number of studies that quantitatively describe the thermal load
effects. Bushuev [50, 51] showed that the rocking curves can be strongly distorted by thermal load,
but no separate assessment on how different factors of thermal load (such as maximal strain and
the non-uniformity of the thermal load) contribute to this distortion was provided. In this study, we
derive an analytical model to quantitatively describe the thermal load effects on the distortion of the
rocking curve. We show that the central frequency shift and distortion of the rocking curve can be
attributed to different factors. The central frequency shift is mainly due to the overall disturbance of
the crystal under thermal load, while the rocking curve distortion is caused by the non-uniformity
of the thermal load. These effects are assessed individually and quantitatively by the analytical
model, providing potential directions for designing the monochromator and corresponding cooling
schemes.

2.3.2 Analytical model derivation

For a perfect crystal without any strain and deformation, the rocking curve is accessible
through multiple methods, such as the response function method by Shvyd’ko and Lindberg [52].
When small perturbation is present (such as weak strain and deformation), a parameter α can be
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defined [50–52] to account for local deviation from the exact Bragg condition

α ≡
k2 −

(
~h + ~k

)2

k2 , (2.14)

where ~k is the wavevector, ~h is the vector of the reciprocal lattice. Bushuev [50] showed that α can
be expressed as

α = 2 sin (2θB)
[
δθ +

(
Ω

ω0
+
δd
d

)
tan θB

]
, (2.15)

where θB is the Bragg angle, δθ is the local incident angle deviation from Bragg angle, Ω = ω − ω0
is the deviation of angular frequency ω from the central angular frequency ω0 of Bragg condition,
and d is the interplanar distance. The relative change of the interplanar distance is characterized by
strain ε ≡ δd/d. The parameter α indicates that, an effective frequency disturbance can be defined
as

Ωeff

ω0
=

Ω

ω0
+ cot θBδθ + ε =

Ω + ∆Ω

ω0
. (2.16)

This effective frequency disturbance Ωeff causes the same disturbance around Bragg condition with-
out δθ and ε as an Ω with δθ and ε can. ∆Ω is the deviation parameter defined as

∆Ω

ω0
≡ cot θBδθ + ε. (2.17)

Thus, the local deviation from Bragg condition due to thermal load is conjointly introduced to the
rocking curve as a local effective deviation angular frequency. The rocking curve now is spatial
dependent.

However, if a full three-dimensional spatial-dependent local deviation is considered, an ex-
plicit analytical solution is almost impossible. To proceed, we assume that the local deviation is
two-dimensional (2D). This assumption is applicable in many situations. One example is the trans-
missive monochromator in hard X-ray self-seeding mode. It is usually a thin CVD diamond plate.
The thermal strain variation in thickness direction can be omitted so that the thermal strain field
is reduced to 2D [51], especially when the X-ray penetration depth is much larger than the crystal
thickness. Another example is a typical silicon reflective monochromator in beamline: when the ex-
tinction length of the incident pulse is very small compared to strain variation in thickness direction,
only thermal slope and strain field on the surface need to be considered.

We start with a typical SASE pulse with M modes

Eω (x, y) =

√
I0

πrxry
exp

− x2

2r2
x
−
y2

2r2
y

 M∑
j=1

√
1

M
√

2πσω, j
exp

− (
ω − ω0, j

2σω, j

)2

+ iϕ j

, (2.18)

where I0 is the incident SASE pulse energy, σω, j is the SASE bandwidth in RMS, rx and ry are
intensity radius in x and y direction, respectively. The phase for jth mode, ϕ j, is random and
assumed not spatial-dependent (due to good transverse coherence [44, 45]). Therefore, Eq. (2.18)
can be processed mode by mode and superimposed in the end. For simplicity and without the loss
of generality, we select a single mode Gaussian envelope SASE with the same thermal load as a
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typical multi-mode SASE:

Eω (x, y) =

√
I0

√
2πσωπrxry

exp

− x2

2r2
x
−
y2

2r2
y

−

(
ω − ω0

2σω

)2

+ iϕ

. (2.19)

The intensity distribution can be calculated as

Iω (x, y) =
I0

√
2πσωπrxry

exp

− x2

r2
x
−
y2

r2
y

−

(
ω − ω0
√

2σω

)2. (2.20)

For simplification, we normalize the equation by x∗ = x/rx ,y∗ = y/ry and Ω∗ = Ω/ω0. Thus,
Eq. (2.20) can be written as

Iω (x, y) =
I0

√
2πσωπrxry

exp

−x2 − y2 −
Ω

√
2σ2

ω/ω
2
0

, (2.21)

where the superscript star has been dropped without confusion.
The overall reflectance R (or transmittance T ) is defined as the weighted average of the local

reflectance (or transmittance) of the whole field (according to Bushuev [50])

R̄ ≡

+∞!
−∞

R
[
Ω + ∆Ω (x, y)

]
Iωdxdy

+∞!
−∞
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1
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]
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(
−x2

)
dx. (2.22)

The reflectance R is interchangeable with transmittance T . Here we take R as an example.
Integrating Eq. (2.22) by parts yields
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−∞

exp
(
−y2

) 
√
π

2
erf (x) R (Ω + ∆Ω)

∣∣∣∣∣∣∞
−∞

−

√
π

2

∞∫
−∞

∂R
∂x

erf (x) dx

 dy

=
1
√
π

∞∫
−∞

exp
(
−y2

) R (
Ω + ∆Ω∞,x

)
−

1
2

∞∫
−∞

∂R
∂x

erf (x) dx

 dy

=
1
√
π

∞∫
−∞

R
(
Ω + ∆Ω∞,x

)
exp

(
−y2

)
dy −

1
2
√
π

∞"
−∞

∂R
∂x

erf (x) exp
(
−y2

)
dxdy. (2.23)

Here, ∆Ω∞,x means the ∆Ω evaluated at y → ∞. One should realize that, it is not necessarily zero,
as this infinity is defined based on intensity distribution length scale (transverse spot size of the
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SASE pulse). Thermal dissipation has a different length scale (usually much larger depending on
relaxation time). Therefore, even at the location that’s nearly infinitely away for intensity, thermal
dissipation may still affect this location. Thus, the thermally induced strain field is not necessarily
vanishing, especially for quasi-steady state in uniform pulsed mode where an overall temperature
increase constantly exists throughout the domain.

Integrating by parts again yields

R̄ =

 1
2

erf (y) R
(
Ω + ∆Ω∞,x

)∣∣∣∣∣∞
−∞

−
1
2

∞∫
−∞

∂R
(
Ω + ∆Ω∞,x

)
∂y

erf (y) dy


−

1
2
√
π

∞"
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∂R
∂x

erf (x) exp
(
−y2

)
dxdy

= R (Ω + ∆Ω∞) −
1
2

∞∫
−∞

∂R
(
Ω + ∆Ω∞,x

)
∂y

erf (y) dy

−
1

2
√
π

∞"
−∞

∂R
∂x

erf (x) exp
(
−y2

)
dxdy (2.24)

Integrating by parts one more time yields

R̄ = R (Ω + ∆Ω∞) −
1
2

∞∫
−∞

∂R
(
Ω + ∆Ω∞,x

)
∂y

erf (y) dy

−
1
4
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2
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∂x

∣∣∣∣∣
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1
2
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−∞
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(
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)
∂y
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+
1
4

∞"
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erf (x) erf (y) dxdy. (2.25)

Applying chain rule:

R̄ = R (Ω + ∆Ω∞) −
1
2

∞∫
−∞

∂R
∂∆Ω

∂∆Ω

∂x

∣∣∣∣∣
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erf (x) dx −
1
2
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∂
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(
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∂∆Ω

∂y
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25



Finally, we have the expression for general 2D cases

R = R (Ω + ∆Ω∞)−
1
2

∫ ∞

−∞

∂R
∂∆Ω

∂∆Ω

∂x

∣∣∣∣∣
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[
∂2R

∂ (∆Ω)2

∂∆Ω

∂x
∂∆Ω

∂y
+
∂R
∂Ω

∂2∆Ω

∂x∂y

]
erf (x) erf (y) dxdy. (2.27)

Here, ∆Ω∞ means the ∆Ω evaluated at infinity. If ∆Ω∞,x, ∆Ω∞,y and ∆Ω∞ are all constant that does
not depend on y, then Eq. (2.27) can be re-written as

R̄ = R (Ω + ∆Ω∞) +
1
4

∞"
−∞

[
∂2R

∂(∆Ω)2

∂∆Ω

∂x
∂∆Ω

∂y
+

∂R
∂∆Ω

∂2∆Ω

∂x∂y

]
erf (x) erf (y) dxdy. (2.28)

However, one should be reminded that, unfortunately, ∆Ω∞ might not vanish, as this infinity is
defined based on intensity distribution length scale. Thermal load typically has a much larger length
scale, so that the strain field is not vanishing. Especially, for the situations where a quasi-steady
state can be reached, a non-zero temperature increase constantly exists everywhere.

2.3.3 Validations

Bushuev [50,51] analytically solved the temperature field for a thin infinite crystal with multi-
pulse incident SASE and provided the thermally distorted rocking curves. Here, we combine our
analytical model with this analytically solved temperature and compare the results as validation.

In his analytical solution, Bushuev [50] considered a 2D infinite domain (−∞ < x, y < ∞)
with constant thermal properties. After n incident SASE pulses, the temperature rise field ∆T (x, y, t)
can be analytically solved as

∆T (x, y, t) =

n∑
i=0

∆T (x, y, t − ti) =

n∑
i=0

∆Ti√
βx,iβy,i

exp
(
−

x2

βx,i
−
y2

βy,i

)
, (2.29)

where βx,i = 1 + γ2
0

t−ti
τT

, βy,i = 1 +
t−ti
τT

, ∆T1 =
µQp

πρcpr2
1
, rx = r1/γ0, ry = r1, r1 ≈ 0.6rp = 0.6rsM =

0.6rs

√
(1 + αsD)2 + D2, γ0 = sin θB, τT = r2

1cpρ/4κ. All the parameters can be found in Ref. [50].
In Ref. [50], the deviation parameter can be defined as

∆Ω = εthermal =

n∑
i=1

αT ∆T (x, y, t − ti) =

n∑
i=1

∆Ωi, (2.30)

where ∆Ωi is defined as

∆Ωi =
αT ∆Ti√
βx,iβy,i
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(
−

x2

βx,i
−
y2

βy,i

)
. (2.31)
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The derivatives can be calculated as
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∂x
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Similarly,
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Moreover, for cross derivative terms

∂2∆Ω

∂x∂y
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We can plug Eqs. (2.32)-(2.34) into Eq. (2.27) to obtain

R =R (Ω + ∆Ω∞) +

∫ ∞

−∞

∂R
∂∆Ω

 n∑
j=0

∆Ω j|y→∞

βx, j

 x erf (x) dx
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βx, j


 n∑
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∆Ω j

βy, j

 xy erf (x) erf (y) dxdy

+

∞"
−∞

∂R
∂∆Ω

 n∑
j=0

∆Ω j

βx, jβy, j

 xy erf (x) erf (y) dxdy. (2.35)

Eq. (2.35) is now ready to compare with Figs. 5 and 6 in Ref. [50] for validation, as plotted in
Fig. 2.5. In Fig. 2.5, the numerical results represents our calculation that exactly follows the
process specified in Ref. [50]. Our numerical results strictly overlaps with our analytical results by
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Eq. (2.35). Also, an excellent agreement is observed in the comparison between our results and
Bushuev’s.

Ω

Ω

Figure 2.5: Comparison between the results by Eq. (2.35), our numerical calculation and by
Bushuev [50].

As shown in Fig. 2.5, thermal load significantly distorts the rocking curve. Severe central
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frequency shift and distortion can be observed due to thermal load. The peak reflectance is also sup-
pressed, indicating a suppression in peak reflected beam intensity. All these effects are captured by
Eq. (2.27). However, even though Eq. (2.27) predicts the effects of thermal load in many situations
where the assumptions fit, its complicated form still obscures some direct and clear contributions
from different factors of the thermal load, as addressed in introduction. To further reveal a clear
picture of the thermal load effects, we present an axisymmetric (1D) case.

2.3.4 Clear physical insights: an axisymmetric case

In an axisymmetric case, the complicated form of Eq. (2.27) can be greatly simplified. We
start by presenting the 1D axisymmetric form of Eq. (2.22)

R̄ ≡

∫ ∞
0 RIω2πrdr∫ ∞
0 Iω2πrdr
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2πσωπ
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ω/ω

2
0

)
= 2

∞∫
0

R (Ω + ∆Ω) exp
(
−r2

)
rdr. (2.36)

Similarly, we integrate by parts

R̄ = −R (Ω + ∆Ω) exp
(
−r2

)∣∣∣∣∞
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∞∫
0

∂
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−r2
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= −R (Ω + ∆Ω) exp
(
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)∣∣∣∣∞
0

+

∞∫
0
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∂∆Ω

∂∆Ω

∂r
exp

(
−r2
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Therefore, we have

R̄ = R (Ω + ∆Ω|r=0) +

∫ ∞

0

∂R
∂∆Ω

∂∆Ω

∂r
exp

(
−r2

)
dr. (2.38)

Compared to Eq. (2.27), Eq. (2.38) is simple, and it offers several straightforward and clear points.
The central wavelength shift is strongly related to maximal deviation, as suggested by the first term
of Eq. (2.38). In axisymmetric case, the maximal deviation is essentially the strain at the center
of the footprint. The distortion is caused by the gradient, or non-uniformity, of the deviation, as
suggested by the second term of Eq. (2.38). For narrow rocking (high order diffraction or better
materials), the first derivative term ∂R/∂∆Ω is larger, indicating that the Darwin width will be more
sensitive to the thermal load.

Therefore, the maximal disturbance (estimated by α∆Tmax, if only thermal strain is consid-
ered) is usually a reliable qualitative indicator of the frequency shift [50], though a minor contribu-
tion may also come from the second term of Eq. (2.38). This indicator has been successfully used
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in the community for quite a long time. On the other hand, it has long been realized [2, 47] that
the non-uniformity of temperature rise results in “mapping” error. Here, Eq. (2.38) quantifies this
effect.

Furthermore, Eq. (2.38) also suggests that the frequency shift due to thermal load can be
compensated by re-orienting the crystal with a small angle

δθtuning = −∆Ω|r=0. (2.39)

However, the distortion due to thermal load can only be minimized by suppressing the non-
uniformity. To suppress the non-uniformity, one may implement optimal geometric design, or cool-
ing or even compensated heating.

2.3.5 Comparison with numerical simulation

To provide a quantitative comparison, we investigate one special axisymmetric case. In this
case, we consider incident SASE pulses at 9.83 keV with relative bandwidth (FWHM) of 1.18×10−3,
spot size (FWHM) of 47 um and pulse energy of 100 µJ. A 110-µm-thick diamond plate with (4 4 0)
orientation is used as the monochromator to produce the seed pulse in self-seeding mode. The pulse
repetition rate is 400 kHz. The Bragg angle here is 90◦, and the absorption length is 1518.3 µm.
Consequently, the 1D axisymmetric assumption is appropriate here because the incidence is normal
and the absorption length is much larger than the crystal thickness.

In 1D axisymmetric case, Eq. (2.31) can be rewritten as

∆Ω = αT

n∑
j=0

∆T j

βr, j
exp

(
−

r2

βr, j

)
. (2.40)

where r =
√

x2 + y2 and βr, j = 1 +
t−t j
τT

. In this case, due to normal incidence of SASE, the thermal
slope is not present in the deviation parameter (cot θB = 0) given in Eq. (2.16). The elastic strain
component is omitted for now but further discussion will be provided later. Eq. (2.40) also indicates
that a quasi-steady state can never be reached because of its harmonic series behavior.

According to Eq. (2.16), we have

∆Ω = cot θBδθ + ε = ε. (2.41)

When the elastic strain component is omitted, Eq. (2.41) leads to

∆Ω = εthermal =

n∑
j=0

αT ∆T j

βr, j
exp

(
−

r2

βr, j

)
. (2.42)

Plug it into Eq. (2.38) to obtain

R̄ = R

Ω + αT

n∑
j=0

∆T j

βr, j

 − 2

∞∫
0

∂R
∂∆Ω

 n∑
j=0

αT ∆T j

β2
r, j

exp
(
−

r2

βr, j

) exp
(
−r2

)
rdr. (2.43)

For forward Bragg diffraction as in self-seeding case [6], the transmittance T is considered. The
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same formula can be obtained for the transmittance:

T̄ = T

Ω + αT

n∑
j=0

∆T j

βr, j

 − 2

∞∫
0

∂T
∂∆Ω

 n∑
j=0

αT ∆T j

β2
r, j

exp
(
−

r2

βr, j

) exp
(
−r2

)
rdr. (2.44)

To provide a concrete comparison and characterize the applicability of our analytical model,
we conduct finite element analysis (FEA) using COMSOL with the same SASE properties and
crystal orientation and thickness. The crystal we consider is a 110-µm-thick 2 mm by 2 mm square
plate. More details of numerical simulation will be described in Chapter 3. The temperature on one
side surface is fixed at 300 K to enable a quasi-steady state, where the system behavior is periodic in
time. After around 5000 incident pulses, the system approaches this quasi-steady state. In numerical
simulation, the temperature-dependent thermal properties [53] and the boundary effects are both
included. In addition, the elastic strain component effect can be quantified by comparing the results
with or without it. With all these effects accounted, we export the strain field obtained by FEA and
calculate the field of ∆Ω (x, y) through Eq. (2.16), and feed it into Eq. (2.27) to evaluate the rocking
curves under thermal load. The details of the numerical simulation were discussed in somewhere
else.

Figure 2.6(a) shows the transmittance curves for the 1st, 10th, 200th and 5000th pulse. A
significant shift can be observed here, but no significant band broadening is captured. However, the
transmittance curve deforms noticeably, as the oscillating behavior near the fast-decreasing edges
is suppressed when thermal load is present. This suppression can results in the seed pulse energy
reduction for self-seeding, as shown in supplementary materials.

On the other hand, Fig. 2.6(b) summarizes the central frequency shift of the transmittance
curve. The central frequency shift is calculated as the deviation of the rocking curve peak location
from the designed value. This deviation can be predicted by Eq. (2.44) as −αT ∆Tmax when nor-
malized. To show this, we analytically calculate the thermally distorted rocking curve using Eq.
(2.44) and extract its central frequency shift. An outstanding agreement is observed between this
calculated deviation (green square line) and −αT ∆Tmax (red triangle line). These two lines both
grow logarithmically, as suggested by the harmonic series of Eq. (2.40). The other two lines stand
for the central frequency shift calculated from the numerical results without the elastic strain (blue
diamond line) and with the elastic strain (violet circle line). These two line both converge, indicat-
ing the existence of the quasi-steady state. The difference between these two lines is the presence
of the elastic strain component. The elastic strain component results in only about 10% difference,
as its magnitude is only about 10% of the thermal strain component.

The numerical result without elastic strain is overlapped with the curve of −αT ∆Tmax in first
300 pulses. A minor discrepancy between these two curves is due to the temperature-dependence of
the thermal properties, which is not considered in analytical solution. After around 400 pulses, the
slope of blue diamond curve obviously changes, because thermal diffusion reaches the boundary.
An estimation of thermal diffusion characteristic time (about 0.0011 second or 430 pulses) coincides
with this observation. This observation indicates that, Eq. (2.44) is able to provide good estimation
of beam quality degradation in pump-probe (only two pulses) experiments, or in multi-pulse situ-
ations (pulse train mode). However, one may realize that, Eq. (2.38) (or Eq. (2.27)) is still valid
when equipped with appropriate surface slope and strain solution, which has been well modeled in
thermoelasticity studies.
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Figure 2.6: (a) The distorted transmittance curves under thermal load at different number of pulses
and (b) the normalized central frequency shift history from −αT ∆Tmax, analytical model Eq. (2.44)
and numerical simulation. ”Num. Therm” and ”Num. Tot” represent the results that with thermal
strain only and with total strain (both thermal and elastic).

2.3.6 Conclusion

In conclusion, we provide an analytical model for predicting the rocking curves under ther-
mal load. The thermal load (surface slope and strain) can be obtained from either analytical solution
with appropriate assumptions, or the numerical simulations. Based on this analytical model, differ-

32



ent contributions from the thermal load characteristics (such as maximal temperature increase and
temperature gradient) can be quantified, as summarize below

• The maximal disturbance results in a shift in frequency.

• The gradient, or non-uniformity, of the disturbance results in the distortion of the rocking
curve.

• For higher order diffraction, the narrower rocking curve suggests more significant distortion
with the same thermal load.

To mitigate the thermal load effects, tuning the angle between the photon beam and crystal should
eliminate the frequency shift. However, mitigating the rocking curve distortion, such as band broad-
ening, can only be achieved through minimizing the thermal load gradient.

2.4 Summary

In this chapter, the relevant physical processes involved in the X-ray laser and crystal interac-
tion have been discussed. The diffraction process of the X-ray in crystal happens at a time scale of
femtosecond. During this process electrons and photons exchange energy. Afterwards, the electrons
reach local equilibrium and interact with local lattice at a time scale of picoseconds to nanosecond
depending on various conditions. These two processes, compared to the time scale of repetition rate
of XFEL, can be treated as instantaneous. At the time scale of repetition rate, the thermal conduc-
tion and elastic response of the crystal are major physical processes and have been discussed in this
chapter. Accordingly, an analytical model coupling the crystal response under thermal load and the
diffraction has been derived. The analytical model has been validated with published study and our
numerical simulation. The analytical model clearly quantitatively reveal the impacts from maximal
disturbance (a commomly used metric in community) and the disturbance gradient.
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Chapter 3

Thermal load in pump-probe situations

In this chapter, we study the thermal load in X-ray crystal optics in pump-probe mode. Pump-
probe method is a very commonly and widely used experimental technique in many applications.
This study is directly applicable for beamline photon sciences optics and is also applicable to esti-
mate the constrains of the operation conditions. In total, three sections will be included. In the first
section, a general numerical modeling of the thermal response for both reflective and transmissive
monochromator will be introduced. To justify the assumptions introduced in the previous chapter
(omitting transient elastic waves), in the second section, the analysis of the transient elastic waves
will be conducted. The third section will present the experimental observation of thermal load on
reflective monochromator in beamline, as well as the parasitic effects such as distortion of the laser
footprint, wavefront and suppression of the peak intensity.

3.1 Thermal load on self-seeding monochromator

3.1.1 Interactions between XFELs & thin crystal

Synchrotron radiation sources have been extremely useful scientific tools; especially, the
successful operation of X-ray free-electron lasers (XFELs) [37–39, 54] has opened the route for
a new era in science ranging from chemistry, physics, material science and biology etc. To date,
most of the FEL facilities operate in self-amplified spontaneous emission (SASE) [9,55] mode with
very limited temporal coherence. To achieve fully coherent FEL [11], external laser-seed schemes
were proposed [56, 57]. Yet, however, it is challenging for the external seed to be carried by the
electron bunch down to the hard X-ray region, because of the central wavelength and intensity
fluctuations of the FEL due to the imperfections of the energy distribution in the electron bunch
[58]. Therefore, self-seeding schemes were proposed [6, 12, 59–61] with a crystal monochromator
between two segments of undulators. Self-seeding facilities [6,61] are currently running at relatively
low repetition rate. Below the damage threshold, the low repetition rate allows enough relaxation
time for the monochromator to dissipate the thermal energy deposited by the leading pulse and
recover to its original status before the trailing XFEL pulse arrives. However, in high repetition rate
XFEL facilities [62, 63] running at MHz level, the trailing XFEL pulse will hit the monochromator
before it can relax to its design parameters [64]. The residual thermally induced effect, or thermal
load, has been a concern in X-ray devices used in synchrotron light sources for decades. To mitigate
the thermal load problem, numerous studies have achieved significant progress [1, 65–68]. One
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precedent study by Bushuev [50, 51] employed the 2D analytical solution of the heat conduction
equation to evaluate the thermal strain on the beamline optics due to the SASE and showed the
distorted rocking curve of the monochromator under the thermal load. However, the thermal load
and its impact on the seed in self-seeding XFEL have not been well characterized yet. In this
study, we provide a quantitative and comparative evaluation of the seeding performance of the
transmissive [6] and the reflective [61] monochromators under the thermal load based on common
representative operating parameters in self-seeding facilities. We also show the estimation of critical
operation repetition for self-seeding XFEL.

UndeformedTime evolution

Incident SASE

Transmissive

Undeformed

Reflective

Transmissive

Deformed

Reflective

Figure 3.1: Interaction between the SASE and the monochromator.

To reduce the computational cost, we analyzed the crystal response in a pump-probe manner
for the first two FEL pulses. But one should be reminded that this tool is also applicable for quasi-
steady multi-pulse situation if the calculation keeps going for more XFEL pulses. The physical
situation is illustrated by Fig. 3.1: the incident SASE is split into three components when it hits
the crystal: reflected, transmitted and absorbed component. The reflected component is the seed
for reflective monochromator, while the transmitted component contains the seed for transmissive
monochromator. The absorbed component, however, is detrimental to the self-seeding process since
it induces undesired non-uniform temperature increase, as shown in the left figure of Fig. 3.1. This
resulted non-uniform temperature increase will then evolve into a transient deformation and strain
field (right figure in Fig. 3.1, so that when the next pulse arrives, the monochromator deviates from
Bragg condition and the seed is affected. This process will be repeated, and the thermal load will be
accumulated till a quasi-steady being reached.

3.1.2 Simulation tools

To simulate this process, three modules are implemented iteratively: 1) diffraction, 2) tran-
sient thermal conduction and 3) static mechanical module. The diffraction module is an in-house
MATLAB script based Shvyd’ko and Lindberg’s method [52] for rocking curves calculation, while
the thermal and mechanical modules are based on 3D finite element analysis by ANSYS to access
all disturbance around Bragg condition including the thermal slope, thermal strain and quasi-static
elastic response.

During the simulation process, the diffraction module is first implemented to evaluate the
rocking curves based on the residual disturbance (initially all zero), and the absorptance, A, is
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obtained to determine the total energy deposition (∆UT ), which is assumed to satisfy:

∆UT = UT0 exp

− (
x − z cot θB

rx

)2

−

(
y

ry

)2

−
z

L sin θB

 , (3.1)

with

UT0 =
AI0

πrxryL sin θB
[
1 − exp (−h/L sin θB)

] , (3.2)

where I0 = 100 uJ is the SASE pulse energy, rx = 20
√

2/ sin θB µm and ry = 20
√

2 µm are spot
size in x and y direction on the crystal surface, respectively, L is the absorption length in thick-
ness z direction, θB is Bragg angle, and h is the thickness of the crystal (110 µm for transmissive
monochromator and 1 mm for reflective monochromator). Based on this energy deposition distri-
bution, an initial temperature field can be calculated accordingly using the temperature-dependent
thermal properties [53]. This initial temperature field is then imported by APDL commands to the
transient thermal module of ANSYS. In ANSYS transient thermal module, the boundary conditions
for the simulation are set as thermal insulation for the top and bottom surfaces, and constant temper-
ature of 300 K for the four side surfaces. To reduce the computation load, only half of the domain
is simulated. When done, the temperature field at several selected moments is exported to the static
structural module for deformation and strain calculation. In ANSYS static structural module, the
whole domain is set free of loads, to simulate the strain free mounting in LCLS self-seeding mode.
Deformation and strain fields at selected moments are simulated based on the imported “frozen”
temperature field, and then exported to diffraction module for seed quality evaluation.

3.1.3 Thermal and mechanical response

An example of the thermal load for the transmissive monochromator at 8.5 keV and delay
time of 1 µs is shown in Fig. 3.2. The SASE hits the crystal with incident angle of π/2 − θB, so that
the temperature and corresponding thermal strain field is tilted. As time goes on, this thermal load is
gradually relaxed, so that the tilted thermal field evolves towards the in-plane direction (parallel to
the monochromator surface). On the other hand, the strain near the free crystal surfaces is typically
of higher value than inside the material due to a lack of constrain. For all incident photon energy,
thermal load results in a decrease in seed central photon energy, as seen by the total derivative of
Bragg condition:

−
δE
E

=
δd
d

+ cot θBδθ, (3.3)

where E is photon energy, d is interplanar distance and θ is incident angle. Thermal load introduces
the expansion of lattice constant (δd > 0), so that the photon energy should decrease (δE < 0). In
addition, the lattice expansion is not uniform, translating into a broadening of the Darwin width as
well as the suppression in peak value of the rocking curves. For the reflective monochromator, these
effects directly cause the degradation of the seed. In diffraction module with thermal load, for all
selected moments, the top surface deformation is first imported and converted into the surface slope
(δθ in the total derivative of Bragg condition) field. However, the strain processing is different for
reflective and transmissive monochromator. For reflective monochromator, the surface strain field
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Figure 3.2: Thermal load for the transmissive monochromator with C(0 0 4) at 8.5 keV and delay
time 1 µs: contours in central plane (symmetric plane) of (a) temperature increase in K, (b) defor-
mation in µs and (c) strain.

is imported, while for transmissive monochromator, the 3D strain field is imported and averaged
along the laser incident direction to obtain a 2D strain field. This is because, for this incident SASE
energy, the absorption length is typically much larger than the optical path, so that the disturbance
is not varying significantly across the optical path. Next, the deviation parameter α [50–52] field
can be calculated. This α field is equivalently converted to ∆E so that the local reflectance and
transmittance can be calculated according to the rocking curve. This reflectance or transmittance
field will then be weighted averaged by the incident SASE spatial intensity distribution to finally
obtain the rocking curves under thermal load. Up to now, the reflected seed spectrum is already
accessible for the reflective monochromator by multiplying the incident SASE spectrum with the
rocking curves. However, for the transmissive monochromator, more steps are needed to access the
seed quality. First, the transmitted light is calculated by convoluting the incident SASE with the
response function of the crystal (done in frequency space). The transmitted light is then inversely
transformed through inverse fast Fourier transform to time domain for seed selection. After the
seed is selected, it is then transformed back to frequency space using fast Fourier transform for seed
quality evaluation.

3.1.4 Rocking curves and seed quality

We consider two monochromators: 1) 1-mm-thick reflective silicon (1 1 1) and 2) 110-µm-
thick transmissive diamond (0 0 4) (type IIa). For the reflective monochromator, only one single
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Figure 3.3: Incident 8.5 keV SASE: (a) the seed spectrum history under thermal load for reflective
monochromator using Si(1 1 1). The seed spectrum at the delay time of 1 µs is marked for reference.
(b) The transmittance history under thermal load for transmissive monochromator using C(0 0 4),
and (c) is an example of transmitted light in time domain at the delay time of 1 µs for transmissive
monochromator. The seed power downgrades to about 46% of the perfect one.

reflection is considered, as negligible thermal load is expected on the further reflections. Also, to
single out the thermal load effect, in this study, we only report the X-ray properties after such a
single reflection. More details will be reported in other publications regarding to different reflective
monochromators. The photon energy range in consideration is 6.5 to 12.5 keV with 2 keV incre-
ment for the reflective monochromator, and 8.5 to 12.5 keV with 1 keV increment for the transmis-
sive monochromator. The material properties including electric susceptibility and Bragg angle are
obtained from database [69] through X0h website [70]. Figure 3.3 presents the history of seed spec-
trum for reflective monochromator for photon energy of 8.5 keV, pulse energy 100 µJ and spot size
(FWHM) 47.1 µm. The relative bandwidth (FWHM) of the incident SASE is 1.3×10−3. The dashed
line indicates the spectrum of the incident SASE pulse, and the solid lines display the reflected seed
spectrum at 40 moments of delay time uniformly distributed in logarithmic space between 10−8

to 10−3 s. At short delay time, the thermal loading effects are very significant, the reflected seed
severely deviates from designed situation: its central photon energy shifts to the left compared to
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Figure 3.4: Seed quality change under thermal load for reflective monochromator Si(1 1 1): (a)
seed central photon energy shift, (b) seed bandwidth (FWHM) and (c) seeding efficiency (the ratio
between seed total energy and incident pulse energy).

the designed seed, and its peak intensity shrinks to about one tenth of that of the designed seed
(the flat solid lines). Moreover, the seeding efficiency can be further reduced if two reflections are
considered. On the other hand, the bandwidth (FWHM) of the reflected seed also increases to about
six times of the designed value. As the delay time (equivalently the heat dissipation time) increases,
the spectrum of reflected seed gradually approaches that of the perfect seed. However, during this
process, multiple peaks may appear, leading to discontinuous change of the central photon en-
ergy. Similarly, the transmissive monochromator also suffers from the seed quality degradation. For
the same incident SASE condition, the transmittance history under thermal load for transmissive
monochromator is shown in Fig. 3.3(b). Totally 30 moments of delay time are selected uniformly
in logarithmic space between 10−8 to 10−4s. The transmittance of the diamond, compared to the
reflectance of the silicon, recovers more quickly due to the superior thermal properties of diamond.
However, an obvious seed power reduction still exists according to Fig. 3.3(c) even though the
transmittance already comes very close to the undeformed case around 1 µs delay time. This can be
attributed to the mechanism of the transmissive monochromator. The transmissive monochromator
actually produces the monotonic “wake seed” through beating of the transmitted photons. Hence,
the seed is weak and hidden in the following bumps after the SASE peak (the highest peak on the
right side of Fig. 3.3(c)). Typically, the boxed bump is employed as the seed in experiments. The
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farther the bump is away from the transmitted SASE, the more energy it loses due to thermal load.
Therefore, the seed from transmissive monochromator is very sensitive to thermal load.

∆
∆

Figure 3.5: Seed quality change under thermal load for transmissive monochromator C(0 0 4): (a)
seed central photon energy shift, (b) seed bandwidth (FWHM) and (c) seeding efficiency.

Figure 3.4 summarizes the reflective seed quality change as the delay time due to thermal
load. All three seed quality parameters at a given delay time downgrade more for lower incident
photon central photon energy due to more absorbed energy into the crystal, or equivalently stronger
thermal load. On the other hand, the seed quality change history for the transmissive monochroma-
tor is shown in Fig. 3.5. The degradation behavior of the seed quality, however, is quite different
for the three seed quality parameters: the seed central photon energy and bandwidth are not signifi-
cantly affected, but seeding efficiency dramatically changes from very low values (i.e., 3.5×10−5) to
about 2.5×10−3 in certain delay time range (about 0.1−10 µs), due to its high sensitivity to thermal
load. Experimentally, the seeding efficiency using transmissive monochromator is even consider-
ably lower (about 10−4) than the perfect seeding efficiency (2.5 × 10−3). Similar theoretical value
for perfect seeding efficiency was reported [71]. Here, we show that the seeding efficiency could
reduce by 10 folds if a typical spiky SASE is considered.

Figure 3.6(a) displays the spectrum of a single-mode perfect Gaussian pulse and a multi-mode
typical SASE pulse. The typical SASE is spiky with about 100 modes uniformly distributed within
3σ range. For the typical SASE pulse, the relative bandwidth (FWHM) is fixed as 1.18×10−4, while
the amplitude and phase are randomly taken from 0 to 2 and 0 to 2π, respectively. The absorptance
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for this multi-mode SASE pulse still remains the same as the single-mode Gaussian pulse. With
this SASE pulse, the seeding efficiency of the undeformed transmissive monochromator reduces
to 1.2 × 10−4. The trend of the seed quality change as a function of delay time, however, is not
significantly affected by the number of modes in the SASE. In fact, only the seeding efficiency is
scaled from 2.5 × 10−3 of maximal value to 1.2 × 10−4 of maximal value.

∆

µ

Figure 3.6: (a) The spectrum of single-mode Gaussian (blue thick line) and multi-mode SASE (red
thin line). (b) The transmitted light in time domain at the delay time of 1 µs.

3.2 Transient elastic waves effects

As mentioned in Chapter 2, the thermal stress generated by XFEL pulse can excite elastic
waves. The generated elastic waves, in a thin plate geometry like the transmissive monochromator,
are repeatedly reflected on the two traction-free surfaces, developing new resonant acoustic exci-
tations named Lamb waves. This was initially discovered by Horace Lamb [72] in 1917 and thus
named Lamb waves. The properties of Lamb waves are quite complex, but it has found substantial
practical application, especially in the field of seismology and nondestructive evaluation. In this
section, we discuss how it affects the diffraction behavior of the Bragg optics in pump-probe mode,
and estimate its importance for further study in multi-pulse situations.

3.2.1 Elastic waves in thin plate: Lamb waves

Lamb waves are formed through the repeated reflections of bulk longitudinal and transverse
waves, as shown in Fig. 3.7. Lamb waves can be described by imposing traction-free surface
boundary conditions on the equations of motion. Due to the complexity of the mode interference,
the velocity is dependent on frequency or wavelength. This dependence, called dispersion relation,
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Figure 3.7: The schematic of Lamb wave formation [73].

can be obtained through Rayleigh-Lamb equation for plate with thickness d

tan (βd/2)
tan (αd/2)

=
4αβk2(

k2 + β2)2 , (3.4)

tan (βd/2)
tan (αd/2)

=

(
k2 + β2

)2

4αβk2 , (3.5)

where α2 = k2 −ω2/c2
l and β2 = k2 −ω2c2

t . Here, ω is the angular frequency, k is the wave number,
cl and ct are the longitudinal and shear wave velocities, respectively.

From Eqs. (3.4) and (3.5), one can see that there are two infinite sets of Lamb wave modes,
as illustrated in Fig. 3.8. Eq. (3.4) denotes the symmetric modes, while Eq. (3.5) represents the
anti-symmetric modes.

Thus, the dispersion can be obtained by Eqs. (3.4) and (3.5) for both symmetric and anti-
symmetric modes. To obtain the dispersion, we employ a MATLAB based tool, GUIGUW [75] as
our theoretical tool, and finite element analysis using ANSYS and COMSOL as our simulation tool.
It is important to understand the Lamb wave dispersion for the diamond monochromator, so that the
simulation parameters such as the mesh size and time step size can be determined accordingly. In
addition, the non-propagating Lamb modes, as will be shown in later sections, should be found to
avoid potential resonance.

3.2.2 Dispersion relationship of Lamb waves

We first validate our theoretical tool. Figure 3.9 shows a comparison between the results by
GUIGUW and the results by Clorennec et al. in the literature [76]. In the figure, “A” indicates
anti-symmetric mode, while “S” represents symmetric mode. Two fundamental modes, the zeroth
anti-symmetric mode (A0) and symmetric mode (S0) have relatively low speed across the frequency
range of interest. Other high order modes are also presented. The perfect agreement between
GUIGUW results and literature results validates the theoretical tool.

We then validate our simulation tool by comparing our finite element results by ANSYS to
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Figure 3.8: Symmetric and anti-symmetric Lamb wave modes [74].

the literature results [77]. The simulation is set up as a 2D axisymmetric case with parallelization.
The initial condition is set to be all zero, and the boundary conditions are set the same as in reference
[77]. A sufficiently large domain (maximal radius of 209.5 mm) is selected to represent the 1.5-mm-
thick aluminum plate considered in the reference. The material properties as well as the laser heating
conditions are all specified in the reference, too. To access the dispersion relation, the MATLAB
script MASW, developed by Olafsdottir et al. [78], is employed. This very nice script was initially
developed to extract the dispersion relation of low frequency Rayleigh waves, but is also applicable
for Lamb waves. Based on multichannel analysis [79], MASW requires the displacement history
of a series of detectors as input. In our simulation, the first detector is located at 50 mm. Other
detectors are evenly distributed with a spacing of 0.5 mm, so that the mode with approximately
3 MHz (wavelength about 1 mm) can be captured. The raw results, together with GUIGUW results
for the same material, are plotted in Fig. 3.10.

In Fig. 3.10, the numerical phase velocity results agree very well with the theoretical results
by GUIGUW. However, some extra modes are also present, possibly due to numerical errors, or
other wave modes such as Love modes or Rayleigh modes. The phase velocity dispersion curve is
constructed by taking the maximal amplitude on the contour as a function of frequency. Based on
this extracted phase velocity curve, the group velocity dispersion curve can be accessed by taking
the derivative of the phase velocity curve. The calculated phase velocity and group velocity curves
are both shown in Fig. 3.11 with the results by Liu and Hong [77]. A very good agreement is
achieved.

In addition to the numerical results in literature, experimental results [80] of Lamb wave
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Figure 3.9: The dispersion relation of 0.49-mm-thick Duralumin [76]. (a) phase velocity and (b)
group velocity.

dispersion on CVD diamond plate are also found and validated in Fig. 3.12. Good agreement on A0
mode is observed, but no experimental measurement for S0 mode is reported, potentially due to the
minute displacement amplitude compared to A0 mode.

Based on all the validation, the dispersion for the 110-µm-thick diamond monochromator
used in LCLS is simulated and plotted in Fig. 3.13. Generally, the frequency range is pretty high
(about 10 MHz) level compared to the highest repetition rate considered in this study, thanks to the
superior mechanical properties of CVD diamond and the small thickness of the plate. Therefore,
the resonance between the Lamb modes and the driving force (XFEL pulses) is not expected.
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Figure 3.10: The dispersion relation of 1.5-mm-thick aluminum plate [77]. The black dots show the
GUIGUW results, while the contour displays our simulation results.

Although the dominant Lamb modes are A0 and S0 modes, one should be reminded that, there
is another mode that could potentially undermine the stability of the monochromator: S1 mode. The
reason is that, in this branch, there exists a mode with zero group velocity. In other words, this mode
is not propagating and the vibrational energy will build up locally if the energy deposited by XFEL
pulses is accumulated. Given that the quality factor (Q factor) of diamond is very high [81], this
parasitic oscillation will not be dissipated if no external damping mechanism is implemented.

3.2.3 Zero group velocity (ZGV) mode

The ZGV modes denote the Lamb modes that has a finite phase velocity but a zero group
velocity. This phenomenon could exist in S1 mode with material Poisson ration σ < 0.45, in A2
mode with σ < 0.31, and in other modes (S3, S4, S5 and A5 modes) [82]. At the ZGV point, two
waves with opposite propagating direction interfere with each other and lead to local confinement
of the energy [76], similar to standing waves. For Bragg optics, this could be a concern as the strain
oscillation will remain locally and introduce pulse-to-pulse variation if its frequency is different
from the repetition rate, even without considering the XFEL arrival time jittering. If the strain os-
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Figure 3.11: The dispersion relation of 1.5-mm-thick aluminum plate [77] for both phase velocity
(top figure) and group velocity (bottom figure).

cillation frequency is close to the repetition rate, it is expected to be even worse since the resonance
condition is satisfied. Therefore, it is important to avoid the coincidence of the repetition rate and
the frequency of the ZGV mode.

An experimental observation of ZGV mode in 0.49-mm-thick Duralumin plate is shown in
Fig. 3.14. This signal is extracted from the displacement history of the experimental measurement.
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Figure 3.12: The dispersion relation of 0.46-mm-thick CVD diamond plate [80]. The contour
represents the simulation results by ANSYS, the black dots show the results by GUIGUW, and the
white circles display the experimental results.

Based on this figure, a quality factor, or Q factor, is estimated by

Q ≡
f

∆ f
, (3.6)

where ∆ f is the half-power bandwidth (430 Hz) determined from Fig. 3.15, which is the spectrum
of the signal in Fig. 3.14, and f is the frequency of the ZGV mode. Meanwhile, the finite element
simulation is also performed and the results (5.76 MHz) are shown in Fig. 3.15 to agree very well
with the experimental measurements (5.86 MHz).

An additional cross-check between the results by GUIGUW and the finite element analysis
on 460-µm-thick CVD diamond plate is provided in Fig. 3.16 also for validation purpose. The
spectrum peaks at 17.38 MHz, which is very close to the point with vertical slope at 17.19 MHz
determined from the phase velocity graph from GUIGUW.

On the other hand, unfortunately, the amplitude of the ZGV mode cannot be validated, as it
depends on the stimulation source (laser source) parameters including the laser penetration depth,
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Figure 3.13: The dispersion relation of 110-µm-thick CVD diamond monochromator. The contour
denotes the simulation results, while the black dots represent the theoretical results by GUIGUW.

spot size, pulse energy and duration, and material absorptance. These parameters, however, are not
all included in the reference.

After validation, the analysis is performed for our 110-µm-thick diamond monochromator
to find out the corresponding lowest ZGV mode. As illustrated by Fig. 3.17, the peak on spec-
trum corresponding to the lowest ZGV mode can be found to locate at 85.2 MHz by GUIGUW and
84.97 MHz by finite element analysis. Compared to the frequency of typical dominant modes (A0
and S0), the lowest ZGV mode (S1-ZGV mode) frequency is significantly higher. The huge differ-
ence between the S1 ZGV mode and the repetition rate of the XFEL pulses should not allow the
resonance condition.

Therefore, the Lamb wave dispersion relation and ZGV modes are obtained through both the
theoretical and numerical tools.

To successfully capture the behavior of ZGV with frequency of around 85 MHz, a time step
size of no larger than 1.17 × 10−8 s is required. On the other hand, the mesh size is required to
be at most half of the shortest wavelength, which is about 0.05 mm. However, there exists another
restriction on mesh size due to the small XFEL spot size (about 30 µm), and the time step size
should be reduced accordingly to prevent the strain waves from propagating across more than one
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Figure 3.14: The experimental signal for S1 ZGV mode on 0.49-mm-thick Duralumin plate up to 4
ms [76]. A calculated Q factor of 13700 indicates a very slow dissipation.

mesh. For example, if the mesh size in the laser spot is selected as 5 µm and the highest wave speed
under consideration is selected as 20 km/s, then the time step size can be calculated as 2.5×10−10 s,
assuming Courant-Friedrichs-Lewy (CFL) number is unity. In fact, COMSOL recommends a CFL
of 0.1 for the default second order, quadratic mesh elements.

These harsh requirements on time step size and mesh size lead to huge computational load,
especially in 3D situation as our previous quasi-static simulation. We first conduct simulation for a
2D axial symmetric situation to estimate the amplitude of the transient strain waves as compared to
the quasi-static strain component.

3.2.4 Case study: axisymmetric

In order to quickly estimate the impacts of the transient strain waves, we consider the soft
X-ray with central photon energy of 4.5 keV. At this photon energy, the crystal absorption of the
XFEL is strong, allowing large thermal load or in other words, large strain wave amplitude. For
higher photon energy, the excitation from thermal load is comparatively weaker so that the strain
wave impacts are expected to be less significant.

To allow Bragg condition, we now use (1 1 1) atomic plane instead of (0 0 4) orientation. For
2D axisymmetric case, Eq. (3.1) should be modified as

∆UT = UT0 exp
[
−

( r
a

)2
−

z
L

]
, (3.7)
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Figure 3.15: The spectrum of the experimental signal in reference [76]. The left figure shows
the experimental results, while the right figure shows the results by finite element analysis using
ANSYS.

with

UT0 =
AI0

πa2L
[
1 − exp (−h/L)

] , (3.8)

where I0 = 100 µJ is pulse energy, a = 20
√

2 µm is spot size on the crystal surface, L is the
absorption length in thickness z direction, A = 0.7876 is the absorptance calculated from diffraction
module, and h = 110 µm is the thickness of the crystal. The domain size is 2 mm in radial direction.
The simulation is conducted up to 1 µs.

The radial strain profile at the top surface of the monochromator at 1 µs is plotted in Fig.
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Figure 3.16: An additional comparative validation between the results from GUIGUW and finite
element analysis on 460-µm-thick CVD diamond plate.

3.18. From the top figure to the bottom figure, the curve stands for total strain in z direction, elastic
strain in z direction and thermal strain in z direction. The total strain is the superposition of the
elastic strain and thermal strain. In this case, the thermal strain component is still one order of
magnitude larger than the elastic strain at 1 µs, therefore the total strain behaves almost identically
as the thermal strain. The elastic strain impacts, which is the transient wave effects discussed in this
chapter, is negligible and only results in small disturbance around the thermal strain.

In addition to the transient strain profiles, the quasi-static strain profiles at the top surface
are also shown in Fig. 3.18 as the red lines. The maximal amplitude of the quasi-static total strain
is comparable to that of the transient total strain. The strain gradient within the laser spot is also
similar according to the top figure in Fig. 3.18. In transient strain waves, the typical wavelength can
be observed in the middle figure of Fig. 3.18 as around 100 µm level, which is why no rapid change
or large gradient is expected in the laser spot.

In the future, we will be performing similar comparative study for other photon energy in 2D
axisymmetric situations to confirm that transient strain waves influence is secondary and quasi-static
strain field is enough to represent the total disturbance of the Bragg diffraction.
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Figure 3.17: The phase velocity dispersion (top figure) and the center displacement signal spectrum
for the 110-µm-thick CVD diamond plate monochromator.

3.2.5 Summary

We study the transient strain wave effects in thin diamond plate monochromator. We employ
GUIGUW as our theoretical tool and finite element analysis by ANSYS and COMSOL as our
numerical tool. The Lamb wave dispersions calculated by both theoretical and numerical tool are
compared to both analytical and experimental results in literatures for validation. The S1-ZGV
Lamb mode is also captured by both our theoretical and numerical tools. Due to superior mechanical
properties of diamond, the Lamb modes are generally of much higher frequency than the repetition
rate, suggesting the exclusion of resonance condition. Based on the knowledge of Lamb wave
dispersion, the finite element analysis parameters are determined. The simulation results show
that the transient strain wave impacts are secondary to the quasi-static strain field, supporting our
hypothesis in our previous chapters.
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Figure 3.18: The radial strain profile at the monochromator top surface at 1 µs. The blue line stands
for the transient case, while the red line represents the quasi-static case.

3.3 Thermal load on beamline monochromator

3.3.1 X-ray-matter interactions

X-ray optics has been serving the proceeding of explorations in many fundamental and practi-
cal fields for many decades [83]. Due to their high frequency and photon energy, X-rays interact with
materials in a very different manner from that of visible lights. Instead of being redirected, X-rays
tends to penetrate and finally absorbed by most materials [84]. Therefore, X-ray optics are usually
very different from ordinary optics. There are many categories of X-ray optics, such as refractive
lenses [85], Fresnel zone plates [86], Kirkpatrick-Baez mirror [87] and monochromators [88, 89].
Monochromator is one most commonly used crystal optics based on Bragg diffraction [17], as most
hard X-ray beamlines at synchrotron radiation facilities require a monochromator to select a par-
ticular X-ray energy [47]. A typical four-bounce monochromator consists of two pairs of crystals
with parallel surfaces, as shown in Fig. 3.19. The performance of monochromator is critical as it
determines the quality of the photon beam, such as its spectrum, peak intensity, beam divergence
and wavefront.
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Figure 3.19: (a) A photo of the monochromator [89] in SLAC national accelerator laboratory. (b)
The silicon monochromator used in this study. (c) An illustration of deformed monochromator
under thermal load. Beam intensity is significantly reduced while beam divergence increases.

To enable more advancement in various scientific explorations, high-brightness X-ray source
is crucial. This motivation, together with other driving forces, leads to the development of the
free-electron lasers (FELs) [37, 38, 62, 90–92]. The FELs, unlike conventional lasers, employ the
free electrons that are not bounded within discrete energy states in a gain medium. X-ray FELs
(XFELs) has many outstanding properties, such as extremely high brightness, ultra-short pulse
length, narrow bandwidth and good transverse coherence. These superior properties, however, chal-
lenge monochromators due to stronger and more localized thermal load.

Thermal load refers to the thermally induced deformation and strain on the optics. It origi-
nates from the X-ray-matter interactions. Thermal load can lead to two effects: gross bending and
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mapping distortion . Gross bending is resulted by different thermal expansion across the optics
thickness (due to temperature gradient). Mapping distortion, on the other hand, is the local swelling
due to direct expansion of the heated material normal to the heated surface which leads to a distor-
tion which maps the power density distribution [2]. For monochromator that consists of two pairs
of parallel crystal mirrors, thermal load mostly falls on the first crystal surface. This could cause
severe mismatch in lattice spacing between the surfaces [3]. As a result, the highly collimated pho-
ton beam will diverge with certain energy spread, and other surfaces cannot simultaneously reflect
all the X-ray reflected by the first crystal [47]. Accordingly, the transmitted beam brightness and
coherence through the monochromator cannot be preserved.

Different techniques have been implemented to relieve thermal load, such as cooling. How-
ever, very high thermal power density (due to unprecedentedly high brightness) challenge the exist-
ing techniques. For instance, the thermal power density can be calculated as about 3×1011 W/mm2,
given the typical values: absorbed pulse energy of 1 mJ, spot size of 150 µm and pulse length of
50 fs. This is several orders of magnitude higher than the typical thermal load in modern storage
rings. Furthermore, in pump-probe experiment with very short delay time [93], cooling effects are
very limited. In fact, a quantitative characterization of the thermal load effects in FELs has not been
reported yet.

In this work, we report the first quantitative analysis of the thermal load effects on monochro-
mator. We study two X-ray FEL pulses, generated by two electron bunches, sequentially pass-
ing through a four-bounce silicon (1 1 1) monochromator at room temperature with a delay time
of 23.8 ns. The distorted photon beam footprint with thermal load is captured in both theoretical
calculation and experimental measurements with great agreement. The transmitted photon beam
spectrum under thermal load, or effectively the rocking curves of the monochromator, is also char-
acterized in the analysis for quantitative evaluations of the brightness reduction due to thermal load.

3.3.2 Thermal load

When photon beam is diffracted on thick crystal, it can be split into two components: reflec-
tion and absorption. The absorption component introduces thermal load through the interactions
between the photon and bounded electrons in the crystal. The bounded electrons, after absorb-
ing energy from photons, are excited from valence band to conduction band. This photon-electron
interaction process happens very quickly with a time scale of femtoseconds. The hot excited elec-
trons then spread out the energy through electron-electron scattering and electron-lattice scattering.
Within a time scale of tens of picoseconds, the electron and lattice reach a local equilibrium. This
whole heating process, compared to the delay time between the two pulses (23.8 ns), can be well
approximated as an instantaneous energy deposition into the crystal with certain spatial distribution
(see Method). With the instantaneous energy deposition as initial condition, the heat transfer and
elastic response of the crystal can be described by the classic thermoelasticity equation. On the other
hand, the thermal diffuse time is calculated as 0.41 s, and the elastic wave propagation time to reach
the boundary is 0.71 µs. Both characteristic time are very large compared to delay time of 23.8 ns,
suggesting the implementation of the symmetric boundary condition to reduce computational load.
We perform finite element analysis with temperature-dependent thermal properties to quantitatively
analyze the deformation, surface slope and strain on the crystal. The results are highly localized due
to the small delay time, as shown in Fig. 3.20.

Figure 3.20 a zoom-in view of the thermal bump on the whole crystal domain. The incident
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Figure 3.20: An example of the thermal response at a delay time of 23.8 ns on the first crystal
surface. The incident pulse energy is 1 mJ, the footprint size is 150 µm in rms, as measured in
experiments.

photon beam properties are specified as follow: central photon energy is 8.1936 keV, bandwidth
is 20 eV (FWHM), pulse energy is 1 mJ, footprint size is 150 µm in rms (353 µm in FWHM), as
measured in experiment. In total, 93.9% of the incident pulse energy is absorbed by the first crystal.
This absorbed energy leads to a maximal instantaneous temperature rise of 57.70 K from initial
temperature of 300 K. After 23.8 ns, the maximal temperature rise is still 54.11 K. The value of
strain εzz (z is thickness direction) is displayed by the color bar in Fig. 3.20 with a maximum value
of 3.07×10−4. The surface displacement in z direction is magnified with a factor for better visibility
of the thermal bump. The actual value of the surface displacement is about tens of nanometers
(maximum of about 6.03 nm). When the incident pulse is attenuated by a solid attenuator, the
incident pulse energy decreases to 0.1 mJ. Accordingly, the instantaneous center temperature rise is
only 5.98 K. After 23.8 ns, the center temperature rise is 5.51 K. The strain is about 3× 10−5 within
the footprint. In general, all effects are scaled approximately to one tenth.
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3.3.3 Footprint distortion

Both non-uniform local deformation and strain result in the footprint distortion, or beam
spatial intensity distribution distortion. The footprint distortion is also known as mapping error.
The non-uniform local deformation leads to the non-zero local surface slope, which further leads
to the focusing or diverging of the local rays depending on the local concavity or convexity. The
local strain, on the other hand, results in the shift of reflected rays spectrum and thus the absorption
of these rays on other surfaces, also contributing to the distortion of the beam spatial intensity
distribution.

The redirection effects (either focusing or diverging) can be explained by the concavity of the
deformed surface. The deformed surface, or the thermal bump shown in Fig. 3.20, is convex near
the top and concave near the bottom. Consequently, the rays incident at the top are diverged and
decreased in intensity when reaching the screen, while the rays incident at the bottom are focused
and increased in intensity. Outside the range of the thermal bump, however, the crystal surface is
unaffected. When two pulses are spatially aligned, the trailing pulse is incident right on the thermal
bump. The high intensity rays near the beam center are diverged, while the low intensity rays away
from the beam center are focused. This phenomenon leads to a hollow shape footprint with a large
radius. Besides the footprint distortion, different rays also have different optical path length and
thus different phase. This undermines the coherence of the beam.

Figure 3.21: Distorted footprint of XFEL after passing through the monochromator. The first two
figures are experimental measurement, while the last figure is the simulation results.
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Figure 3.22: Zoom-in view of the distorted footprint. Several fringes can be clearly observed around
the crescent footprint. A crescent shape with a diameter of about 4 mm can be observed in both
experiments and simulations.

In experiment, there often exists an offset between the centers of two pulse due to the random
nature of electron beams, as shown in the top left figure in Fig. 3.21. Because of the offset, a com-
plete hollow shape footprint was not observed on the screen. Instead, an incomplete hollow shape
(crescent shape) was captured, as displayed in the top right figure in Fig. 3.21. The effects of ther-
mal load, in the attenuated case, are not significant, because both the strain and surface slope error
are smaller than the rocking curve width (about 1.4 × 10−4) and beam divergence (about 1.63 urad),
respectively. However, in the non-attenuated case, the footprint becomes crescent shape with a di-
ameter of approximately 4 mm. In simulation, a crescent shape of distorted footprint with almost
the same radius is obtained, suggesting a good agreement with the experimental measurements. The
offset used in simulation is about 2.5 times of the rms for incident pulse intensity distribution, as es-
timated from the attenuated experimental measurement. One should be reminded that, even though
the exact value of the offset does affect the actual intensity of the output pulse, the radius of the
distorted footprint remains unchanged. Consequently, in terms of the crescent footprint radius, the
offset is not a deterministic parameter.

In addition to the overall crescent shape, several fringes can be observed both from exper-
iments and simulation around the distorted footprint, as shown in Fig. 3.22. This is due to the
interference between the redirected rays. Different optical path length, phase shift due to the crystal
and possibly frequency among the redirected rays collectively create the fringes.

3.3.4 Peak intensity reduction

The peak intensity of the output beam from the monochromator is significantly reduced due
to the thermal distortion of the rocking curve of the first crystal. At different locations of the first
crystal surface, the local strain and surface slope both contribute to the shifting of the local rocking
curve. Overall, for the whole first surface, the rocking curve decreases in peak value and broadened
in bandwidth. Moreover, on other surfaces, even though the thermal load is negligible, the deviation
of incident angle from Bragg condition still exists and leads to distortion of the rocking curve.
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Therefore, the rocking curves of all four surfaces do not coincide and the peak intensity of the
pulse can be significantly suppressed after passing through the monochromator with thermal load,
as shown in Fig. 3.23.

∆E (eV)

N
o

rm
a

liz
e

d
 i
n

te
n

s
it
y
 (

a
.u

.)

5 0 5
0

0.2

0.4

0.6

0.8

1

Incident

Undeformed

Attenuated

Nonatt. off.

Nonatt.

Figure 3.23: The output photon beam intensity in different situations from simulation. The dashed
line shows the incident photon beam spectrum. The green line indicates the transmitted intensity
when the crystal is undeformed. The blue line, which is overlapped with the green line, presents the
transmitted intensity for attenuated case. The gray and orange lines stands for the non-attenuated
transmitted intensity with and without the offset, respectively.

In Fig. 3.23, the peak intensity of the attenuated case well recovers to the undeformed situ-
ation, due to the mitigation of thermal load, while obvious degradation exists in the non-attenuated
cases. In non-attenuated cases, the peak intensity might drop to 25% of the designed value, if two
photon beams are well overlapped (orange line in Fig. 3.23). When two photon beams are offset,
the peak transmitted intensity can be better preserved but still not fully recover. The main reason
of the peak transmitted beam intensity reduction is the mismatch of rocking curves in four surfaces.
The peak intensity of the first surface can be strongly suppressed by other surfaces if the mismatch
in rocking curves exists.

3.3.5 Transverse phase difference

When reflected on the surface of the crystal, the photon beam experiences a phase shift. With
thermal load, the phase shift varies in transverse direction, leading to transverse phase difference in
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the output photon beam. Two factors simultaneously contribute to the transverse phase difference.
The first factor is the optical path length difference due to surface deformation on the first crystal
and the redirection of the rays. The second factor is the crystal response change due to thermal
load. For each ray, if redirected, the response of four surfaces will all change. The transverse phase
difference indicates potential degradation of transverse coherence.

Figure 3.24: The phase shift for the most intense mode (8.1944 keV) due to Bragg reflection on the
first crystal. Different phase shift can be observed at the thermal bump, leading to transverse phase
difference of the output photon beam.

Figure 3.24 shows the phase change due to Bragg reflection on the first crystal. The phase
change varies significantly at the thermal bump location. The phase change remains the same as
unperturbed surface within a small region on the ubac slope of the thermal bump. This is because
surface slope effects and strain effects are cancelled, and Bragg condition is still satisfied. However,
the reflected photon frequency is different from the designed value. At other locations of the thermal
bump, the surface slope and strain do not cancel out, leading to large phase difference.

In addition to the crystal response, the optical path difference between redirected rays is also
contributing to the transverse phase difference (not shown here). This is because the footprint is
already strongly distorted and interference happens, as shown in Figs. 3.21 and 3.22.

60



3.3.6 Discussion

In all the experimentally recorded pictures, the first shot does not appear. This is due to the
spiky nature of SASE. The incident SASE is relatively broad band and very spiky in spectrum, even
if its pulse energy is stable. Compared to SASE bandwidth, the rocking curve of the monochromator
is very narrow. Within this narrow bandwidth, if there happens to be no modes with high intensity,
there will be no transmitted pulse. However, due to the existing of other modes, the thermal load
will still be deposited into the crystal. The absence of the first pulse actually enable a clean capture
of the second pulse with thermal distortion. The deposited heat flux is about 104 W/m2. This flux,
compared to the self-seeding situation, is still low, as the flux in self-seeding monochromator is
about five times larger.

To mitigate the thermal load effects, several methods can be employed. Reducing the dose of
the first pulse is one option, as applied in this study, but it may lead to insufficient number of pho-
tons. Furthermore, replacing silicon with CVD diamond has also been proven capable in mitigating
thermal load effects [47]. Another option is implementing cooling method. Recently, EuXFEL has
been developing cryogenic cooling for the silicon two-bounce reflective monochromator in beam-
line [94, 95]. The reported results indicate minor bandbroadening effects. Instead, peak intensity
suppression is the major issue, as addressed in this study. At cryogenic temperature such as 100 K,
there exists a zero-expansion point for silicon at around 120 K. Additional advantage of operating
at cryogenic temperature is much better thermal diffusivity. However, other potential issues may
emerge. We will discuss more in Chapter 5.

3.3.7 Methods

3.3.7.1 Experiment

Here, the experimental setup and procedure are described. A schematic of the experimental
setup is shown in Fig. 3.25. The experiment took advantage of the two-bunch mode developed by
Decker et al. [96–98] in Linac Coherent Light Source (LCLS) of SLAC national accelerator labo-
ratory. The two-bunch mode provide two XFEL pulses with nanosecond separation by combining
two laser systems [97]. With tunable pulse pairs, the experimental setup is presented in Fig. 3.25.

Figure 3.25: Schematic of the experiment. The actual experiment was performed with the two slits
fully opened and no focusing. Instead, one screen was installed at 100 m downstream of the second
hard X-ray offset mirror to record the footprint.

In experiment, the monochromator in used is a silicon four-bounce reflective monochroma-
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tor with (1 1 1) orientation [89]. The monochromator is located at about 90 m downstream to the
undulator section. After transmitted through the monochromator, both pulses are offset from the
undulator axis by a pair of hard X-ray offset mirrors (HOMS mirrors) [99] located at 112 and 123 m
downstream to the monochromator. A screen at 100 m downstream to the second mirror is placed
to record the footprint.

3.3.7.2 Photon beam propagation simulation

The photon beam has a central photon energy of 8.1936 keV and a bandwidth of 20 eV in
FWHM. The photon beam (modeled as a bunch of discretized rays) exits the undulator and propa-
gates as a Gaussian beam in free space before it enters the monochromator at z = 90 m (assuming
z = 0 m at beam waist). During propagation, the photon beam develops certain angular divergence.
The angular divergence of the photon beam can be calculated by Eq. (3.9)

dw
dz

=
z/z2

R√
1 + z2/z2

R

w0, (3.9)

where zR = 16.76 m is the Rayleigh range, and w0 = 20
√

2 µm is the beam waist size. Consequently,
the beam divergence dw/dz is calculated as 1.66 µrad at the entrance of the monochromator. The
propagation and reflection of the photon beam inside the monochromator is modeled by geometric
ray tracing method due to the small size of the monochromator compared to propagation length
z = 90 m. After the photon beam exits the monochromator, it continues propagating in free space
until it reaches the next component, such as a screen or a mirror. The propagation process in free
space [100, 101] is modeled by an in-house Python code.

3.3.7.3 Thermal load modeling

Thermal load is simulated by finite element analysis using the commercial software COM-
SOL. Only the first crystal is considered since other crystals absorb negligible energy (less than
1.85% of the first one). The computational domain is 60 mm in length, 12 mm in width and 10 mm
in thickness. The first pulse deposits energy density ∆UT with spatial dependence of

∆UT =
AI0

πrxryL sin θB
exp

− (
x − z cot θB

rx

)2

−

(
y

ry

)2

−

(
z

L sin θB

)2, (3.10)

where A is the absorptance, I0 is the pulse energy, rx and ry are the footprint size in x and y direction
on crystal surface respectively, L is the absorption length, and z denotes the direction in crystal
thickness direction. Eq. (3.10) is specified as the initial condition for the transient heat transfer
simulation. For boundary conditions, all other surfaces are considered thermally insulated. The
temperature-dependent thermal and mechanical properties are specified according to literature [53].
The transient heat transfer simulation is conducted up to 23.8 ns, then exported to a quasi-static
mechanical simulation to evaluate the thermal load (surface deformation and strain) when the second
pulse arrives.
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3.3.7.4 Rocking curve calculation

The rocking curve for a single reflection at Bragg condition without any disturbance is cal-
culated through the response function method by Shvyd’ko and Lindberg [52]. When there exists
local disturbance (due to beam divergence and thermal load), the rocking curve for single reflection
is calculated following the process by Bushuev [50] based on the local deviational parameter:

α = 2 sin (2θB) [δθ + (Ω/ω0 + ε) tan θB] , (3.11)

where θB is Bragg angle, δθ is the incident angle deviation from Bragg angle, ε ≡ δd/d is the strain
or relative interplanar distance change, and Ω ≡ ω−ω0 is the deviation of photon angular frequency
ω from photon central angular frequency ω0. For the first crystal, the deformation and strain at
each ray location on the top surface is imported from thermal load modeling because the extinction
length is very short (6.3043 nm at TER). For other crystals without strain, only δθ is considered.
The overall rocking curve for each ray is obtained by convoluting the rocking curves of all four
reflections.

3.4 Summary

In this chapter, we discussed the thermal load effects in pump-probe situations. Our numeri-
cal results indicate that, the first XFEL pulse initiates a thermal bump with non-uniform strain. This
thermal bump affects the properties of the second pulse: the central photon energy shifts, the band-
width is broadened and the seeding efficiency for self-seeding application reduces. For ordinary
multi-bounce reflective monochromator in beamline, the first XFEL pulse initiates a thermal bump
with non-uniform strain. This thermal bump affects the properties of the second pulse: the footprint
and wavefront is distorted, and the peak intensity is suppressed. On the other hand, the impacts of
transient elastic waves are also checked in pump-probe situations. These impacts are secondary to
the quasi-static strain induced by thermal load.
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Chapter 4

Thermal load in multi-pulse situations

In this chapter, we study more complicated situations where multiple pulses are incident. At
high repetition rate, the delay time between the leading pulse and the trailing pulse is shorter than
the required relaxation time for heat dissipation. Consequently, the thermal load accumulates and
the output pulse properties change pulse by pulse, until a quasi-steady state is reached. We first
discuss the thermal load from the first shot to a finite number of shots, as in the pulse train mode.
Then we study the quasi-steady state behavior of the transmissive monochromator and estimate the
critical operating parameters such as the repetition rate.

4.1 Dynamic thermal load in pulse train mode

In practical operation for XFEL facilities, multiple pulses will hit the crystal optics, bringing
about the accumulation of the thermal load. One operating mode, the machine generates a certain
number of pulses with high repetition rate come as a train, then rest for a certain period, and repeat.
This is the pulse train mode. A representative of the pulse train mode machine is the European
XFEL one, which is currently the machine with the highest repetition rate (4.54 MHz). In this
mode, a quasi-steady state may not be reached so that the thermal load becomes dynamic and varies
from pulse to pulse. In this section, we show the accumulation of the thermal load and suggesting
tuning method to mitigate it.

4.1.1 Background: thermal load mitigations

The Free-electron laser (FEL) opens the door to a new frontier of high-intensity X-ray exper-
iments in various research fields, e.g., physics, chemistry [41], life [42] and material sciences [43].
Combined with ultra-short duration, refined resolution, and high photon flux, hard X-ray FELs
have become powerful tools to capture simultaneous information on atomic structure and dynam-
ics, which have been exemplified by the successful operation of various X-ray FEL sources [37–40],
e.g., Linac Coherent Light Source (LCLS). The process of X-ray generation in these machines is
based on self-amplified spontaneous emission (SASE) [9], in which the electron beam spontaneous
emission is amplified during the continuous interaction while the electron beam traveling through
the undulators. The X-rays produced in the SASE process are transversely coherent, however, due to
the stochastic nature of this process, one cannot fully utilize the electron beam to generate photons
all in a narrow bandwidth [102–104].
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One efficient way to improve the X-ray temporal properties is the self-seeding technique,
which has been demonstrated experimentally at LCLS [6]. With an inserted monochromator in
the undulator system, the SASE FEL spectrum is filtered and a narrow bandwidth wake seed is
generated. Then, the narrow bandwidth seed will be amplified in the later undulator segments. In
this way, the self-seeding scheme improves the FEL spectrum-brightness dramatically. Naturally,
the ”seed” property has a strong dependence on the monochromator properties, e.g., the material,
the atomic reflection layer, inner strain field (bending, temperature field, etc.). Next generation
FEL facilities, like European XFEL, LCLS-II [40,105], are employing superconducting technology
to improve the repetition rate (X-ray pulse per second) to MHz level, to speed up the scientific
discoveries utilizing the FEL pulses. Alongside these advances, these high repetition rate machines
will bring new challenges on the thermal management of the self-seeding monochromator. Due
to the ultra short duration of FEL pulses, the self-seeding monochromator would be heated up
instantaneously. This sudden temperature change will induce local strain and elastic waves. For
a low repetition machine, there is enough time for the monochromator to recover. But for the
high repetition machines, there is not enough time for the monochromator to recover before the
next FEL pulse. Strain and surface slope field induced by this thermal effect would lead to seed
property degradation, e.g. central photon energy shift, bandwidth broadening and seed pulse energy
reduction.

In regards to this issue, studies on thermal load reduction and cooling has been carried
out [14, 106]. In addition to thermal load reduction, it is also suggested that tuning the monochro-
mator with a pitch oscillator [14] can achieve better tolerance of the temperature increase. The
implementation of the pitch oscillator actually raises a further question: how should the pitch angle
of the monochromator be adjusted to yield better protection against the seed quality degradation?
In this study, we provide some implications from the simulation perspective for the self-seeding
operation in a pulse train mode, where the crystal periodically receives a train of pulses at a high
repetition rate and relaxes for some time [14]. We show the dynamic change of the seed quality
including the transient behavior of the seed central photon energy shift and seeding efficiency re-
duction when a quasi-steady state is not reached. We accordingly address how the monochromator
pitch angle should be adjusted and the pros and cons of this tuning method.

4.1.2 Simulation method

In this section, we are briefly presenting the simulation details. The simulation tool can be di-
vided into three interconnected modules: diffraction, thermal and mechanical. The diffraction mod-
ule was developed as a in-house MATLAB script based on Shvyd’ko and Lindberg’s response func-
tion method [52]. The thermal and mechanical modules were based on commercial finite element
analysis software COMSOL. During simulation process, the diffraction module was implemented
first to obtain the seed quality and the absorptance of the crystal, while the latter was imported as an
input into the thermal and mechanical module, where the quasi-static strain and displacement field
was simulated and exported back to diffraction module to access the seed quality of the next XFEL
pulse. A more comprehensive description of the simulation method can be found in our previous
work.

To evaluate the thermal load effects on hard X-ray self-seeding, the SASE central photon en-
ergy is selected as 8.3 keV with 3 µJ pulse energy, 1.2 × 10−3 relative bandwidth, 40 µm (FWHM)
spot size and 4.54 MHz repetition rate [14]. The diamond crystal monochromator is in (4 0 0) atomic
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plane with geometry specified in reference [107]. At the clamped edge of the crystal, the temper-
ature is assumed to remain at environment temperature of 300 K due to cooling of the base holder.
The cooling due to radiation emission from the crystal is neglected due to low crystal temperature.
In total, 1000 pulses are simulated and spontaneous radiation is not included and left for future
investigation.

4.1.3 Dynamic thermal load
∆

Figure 4.1: Temperature rise history at the center of the SASE spot. The red line represent the
pulsed simulation results, while the thick dash green line shows the quasi-continuous results where
the SASE pulse energy is averaged over time as indicated in reference [14].

Figure 4.1 presents the temperature rise at the center of the SASE spot. Following the same
terminology in reference [14], the pulsed results and quasi-continuous results (for validation only)
are plotted and compared. Both curves capture the accumulated thermal load as more pulses arrive,
and both curves indicate that, a quasi-steady state, where pulse-to-pulse variation diminishes, has
not been reached after 1000 pulses. Therefore, the thermal load is dynamic and varies with time, or
number of pulses.

Similar to the spot center temperature increase behavior, the temperature gradient and strain
gradient within the FEL footprint also varies with number of pulses, as displayed by Fig. 4.2.
In this figure, each curve is marked with one number. This means that this curve represents the
residual temperature or strain after the corresponding number of pulses. For example, 5 indicates
the residual temperature or strain right before the 6th pulse arrives. Here the elastic strain component
is secondary to the thermal strain so that the strain profiles share a very similar behavior to the
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temperature profiles. One can also notice that the variation of both the temperature and strain
increases with number of pulses.

Therefore, as indicated by both Fig. 4.1 and 4.2, the thermal load is dynamic and varies with
time, or number of pulses.

4.1.4 Dynamic seed quality

Accordingly, the seed quality is dynamic and varies from pulse to pulse as showed in Fig.
4.3. Both the normalized seed central photon energy and the seeding efficiency (the pulse energy
ratio between the incident SASE and the seed) decrease as more pulses passing through the crystal.
After 1000 shots, the seed central energy shifts outside the half Darwin width (half of the relative
bandwidth 1.36× 10−5 [14]), and the seeding efficiency decreases to about 70% of its original value
(when the crystal is not deformed). The seed bandwidth is not affected and thus is not discussed in
this study.

The decrease of the seed central photon energy is due to the lattice thermal expansion (strain
ε > 0), as explained by the differential form of Bragg condition

−
δE
E

=
δd
d

+ cot θδθ. (4.1)

If strain ε ≡ δa/a = δd/d > 0, then δE/E < 0 and the central photon energy decreases.
On the other hand, the reduction of the seeding efficiency is attributed to the non-uniformity

of the strain (ε) and surface slope (δθ) field within the SASE footprint. A more explicit explanation
based on Eq. (4.1) is that, δE/E varies for different locations inside the spot if the strain and surface
slope field is non-uniform; therefore, the overall rocking curve, which is a weighted average of all
different locations, will be broadened, leading to the reduction of the seed quality.

4.1.5 Dynamic thermal load in pulse train mode

Based on the curves in Fig. 4.3, the tuning process can be employed if one is able to vary
the angle between the crystal and the XFEL. By introducing a pitch angle change, δθtuning, we can
rewrite Eq. (4.1) and set it to be zero:

−
δE
E

=
δd
d

+ cot θ(δθ + δθtuning) = 0. (4.2)

By solving Eq. (4.2), we obtain the required pitch angle change (δθtuning) and corresponding
angular speed of the motor (ωtuning) to keep the seed central photon energy from shifting, as plotted
in Fig. 4.4. The pitch angle should be adjusted smaller in an approximately exponential manner,
which requires the motor to provide angular speed also in an exponential manner.

With tuning, the seed quality is re-evaluated and plotted in Fig. 4.3 as the blue triangle and
violet diamond line. The seed central photon energy shift is successfully eliminated, as indicated by
the flat blue curve on the top. However, the seeding efficiency does not recover to its original value
and still behaves in the same pattern as without tuning. This is because tuning the crystal pitch angle
does not refrain the non-uniformity of the strain and surface slope field within the SASE footprint.
We plan to carry out further study to mitigate this issue.
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Figure 4.2: (a) Temperature rise and (b) total strain (zz component) at the crystal surface centerline
in x direction (the direction parallel to the projected optical axis on the crystal surface). The number
marked above each corresponding curve represents the number of the trailing pulse.

The elimination of the seed central photon energy shift is very important and beneficial to
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Figure 4.3: The seed quality degradation history due to dynamic thermal load. The red square
and green circle lines display the seed quality history without tuning (the crystal monochromator is
fixed), while the blue triangular and violet diamond lines show the seed quality history with tuning
(the crystal monochromator pitch angle is changing following the tuning curve).

many photon science experiments. It is also very important for cascade systems with multiple
monochromators: if the rocking curves mismatch between different monochromators, there could
be significantly increased thermal load on the downstream monochromator, or there could be no
detectable seed generated from the downstream monochromators. On the other hand, the seeding
efficiency reduction could also be an severe issue since the self seeding could not work if the seed
cannot remain dominant over the noise.

4.2 Thermal load at quasi-steady state

In this section, we study the quasi-steady state thermal load for the machine with uniformly
distributed pulses, such as the machine in SLAC national accelerator laboratory. In this uniform
pulse mode, a quasi-steady state can be achieved if cooling scheme is implemented. In terms of
tuning, uniform pulse mode is easier to tune compared to pulse train mode, if thermal load can
be predicted correctly. Also, the critical operation parameters, such as the repetition rate, can be
accordingly determined.
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Figure 4.4: The tuning pitch angle change and corresponding angular speed for the motor with time.
The red square line is the tuning pitch angle change, while the green circle line is the angular speed.

4.2.1 Background

Compared to pulse train mode, uniform pulse mode machine is more common in many fa-
cilities such as SLAC [37], PAL-XFEL [39] and SACLA [38]. For LCLS-II-HE project [108], a
high repetition rate (kHz to MHz) XFEL is targeted. Compared to existing setups which usually
run at repetition rate on the order of 100 Hz, this is a dramatic boost. While this dramatic boost of
repetition rate offers many advantages and unlock new possibility, it also brings about the significant
power density increase at the order of 102 to 104 in terms of thermal load. Both beamline optics
and self-seeding monochromator should be designed to perform under the extreme thermal load.
To mitigate the extreme thermal load effects at high repetition rate, several approaches are needed
simultaneously.

Cooling design The absorbed energy by crystal from the photon beam needs to be extracted out
of the crystal. For X-ray optics working in beamline, the power density is relatively lower
than that for self-seeding monochromator. Therefore, the existing cooling techniques could
still be applicable for these monochromators. For example, cryo-cooled monochromator has
been designed [94] and tested [95].

However, more challenges for cooling design emerge when self-seeding monochromator is
considered. The self-seeding monochromator is typically a thin CVD diamond plate [6,
106]. To provide cooling for such a thin plate, a clamping mechanism has to be implemented
to obtain adequate heat transfer area and tight contact. Unfortunately, this clamping will
introduce strong strain due to the imperfection of the surfaces. The strain due to clamping
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could also lead to degradation of the seed properties, just as the thermal strain does. One
existing solution is to cut the thin plate to refrain the strain due to clamping [106], sacrificing
the heat transfer performance. This conflict is one major challenge in the cooling design for
self-seeding monochromator. Other challenges also exist, such as the restrictions on material
selection due to safety concern, and the required clearance at monochromator surface for the
transmittance of the photon beam.

On the other hand, the active cooling mechanism is necessary. In LCLS hard X-ray self-
seeding operation, there is no active cooling mechanism applied to the thin crystal monochro-
mator. The monochromator is in trapezoidal shape. When installed, it is gently inserted into
and holder and sealed at the bottom to prevent the crystal from sliding out of the holder [109].
A nearly strain-free condition can be achieved to maintain crystal performance. In this case,
the cooling mechanism is passive radiative cooling. At a repetition rate of 120 Hz, radiative
cooling works well and LCLS hard X-ray self-seeding was a big success. When high repeti-
tion rate pulses are considered, the radiative cooling is inadequate due to the low emittance
of diamond. The temperature might be approaching the graphitization limit (around 1400 K)
if no active cooling is employed.

Geometry design In addition to cooling mechanism, another critical factor is the thermal resistance
between the laser spot and the cooling area of the monochromator. Once the material of the
monochromator has been selected, this factor is determined by the monochromator geometry.
In the monochromator design with two strain-free cut [94], the thermal path between the laser
spot and cooling area (the clamping area in this case) is lengthened by about three times.
This is a trade-off: with the clamping, heat transfer through the contact area between the
monochromator and the holder can be improved significantly; on the other hand, the crystal
has to be cut to maintain a strain-free condition at the laser spot, which actually undermines
the heat transfer. These two conflicting factors imply the necessity to optimize the geometry
design.

Vibration suppression One more challenge is the conflicting requirements between the hard ther-
mal contact and the soft vibration damping mechanism. To avoid the development of the
transient elastic waves, especially the ZGV modes, damping mechanism may need to be em-
ployed. The damping machanism usually requires a soft contact between the target and the
holder. This is also contradictory to the requirement by cooling.

In addition to XFEL pulses, another vibration source is the cooling device. The vibration
from the cooling device has been an issue even in beamline optics cooling field, where the
monochromator is bulky and heavy compared to the self-seeding monochromator and its
holder. Significant vibration disturbance can still be observed during the experiment for
beamline monochromator. It is also a unavoidable challenge in cooling design for self-
seeding monochromator.

Therefore, efforts and explorations are still in great need to resolve the conflicting require-
ments. Here, we present preliminary monochromator design and compare this design to some exist-
ing designs. For SASE beam at 9.5 keV, we simulate the thermal response and seeding performance
of these monochromators. Based on the simulated seeding performance, the critical repetition rate
for both photon energy can be determined given the practical parameters from the real LCLS-II
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machine, such as the electron beam length and shot noise level. Furthermore, we also provide the
seed quality prediction at cryogenic temperatures to offer some guidance for the cooling design.

4.2.2 Simulation procedure

The simulation package for this study is the same as presented in previous sections. The
diffraction component is first employed to provide the absorptance, which is then fed into the ther-
mal and mechanical module in COMSOL to obtain the deformation and strain field for the upcoming
pulse. The properties of the upcoming pulse is evaluated by diffraction module with the simulated
residual deformation and strain field.

However, to reach a quasi-steady state, thousands of pulses should be simulated. Fortunately,
the absorptance for each pulse remains nearly constant, because the SASE bandwidth is typically
100-fold of the crystal Darwin width. Accordingly, the diffraction calculation can be skipped for
intermediate pulses before the quasi-steady state. To further relieve the computational load and
accelerate the converging process, the simulation is divided into fours steps:

1. A steady state thermal simulation is carried out with the quasi-continuous heat source defined
similar to last section.

2. A transient thermal simulation with periodic pulse heat source is performed with the initial
temperature field imported from the previous step on a coarse mesh.

3. A transient thermal simulation the same as in the previous step but with a refined mesh.

4. A quasi-static solid mechanics simulation based on the temperature field imported from the
previous step.

The first two steps are implemented to reach the quasi-steady state with minimal computa-
tional time, while the latter two steps are developed to capture the detailed strain and deformation
field within the laser spot. The final strain and deformation fields around the laser spot are exported
from COMSOL to the diffraction module for seed quality evaluation. To simulate more realistic
seeding process, a stochastic spiky SASE is generated according to the statistical characteristics
observed in GENESIS simulation. On the other hand, an electron beam of 100 fs with energy jitter-
ing is considered. Due to its random nature, only a fraction of electron beam can interact with the
generated seed. Therefore, an effective electron beam length is introduced to represent the part that
can interact and amplify the seed. This value is assumed to be 30 fs. All these imperfection lead to
the reduction of the seeding efficiency from high value of 2.5 × 10−3 to the level of 4 × 10−4. The
chicane delay is set at 25 fs, which is a typical value for hard X-ray self-seeding. In total, 10000
rounds are simulated, and the averaged seed properties are reported with error bars representing
95% confidence interval.

The parameters used in simulation are listed in Table 4.1. Other parameters are obtained
based on both FEL simulation by GENESIS [110] and practical experimental experience. The
signal-to-noise ratio is selected as 100 to enable the domination of the seed over the noise in the
second undulator segment.

The boundary conditions in use are shown in Fig. 4.5. Two highlighted surfaces, on the top
and bottom, are assumed to have fixed temperature. Even though with practical cooling scheme
the boundary conditions may be different, the fixed temperature still helps to decouple and simplify
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Table 4.1: Simulation parameters for quasi-steady state thermal load study.

Parameter Value Unit
Photon energy 9.5 keV
Pulse length 100 fs
Pulse energy 16.42 µJ

Relative bandwidth (FWHM) 8.525 × 10−4 1
Spot size (FWHM) 44.0 µm

Absorptance 0.09 1
Shot noise 1.34 kW

Critical seed power 134 kW

Figure 4.5: Example of computational domain and boundary condition for cut monochromator.
Constant temperature boundary conditions are implemented at the highlighted surfaces (top and
bottom). Other surfaces are thermally insulated. The square area at the tip indicates the laser spot,
where the mesh will be refined to obtain accurate results.

the study: an optimized target temperature can first be determined, cooling scheme can then be
developed accordingly. In mechanical simulation, these surfaces are fixed due to clamping, and
other surfaces are free.
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4.2.3 Monochromator geometric designs

The thermal resistance between the laser spot and the cooling area is one most important
part in the cooling thermal circuit. For existing designs based on thin plate geometry, this thermal
resistance is large, because of the small thickness, or the small cross-section area for heat transfer.
It is also this small thickness that limit the crystal’s ability to resist clamping, even if diamond has
the highest hardness of any natural material. Additional issues suppressing the heat transfer will
also show up if we operating the crystal at cryogenic temperature: the nondiffusive heat transfer
phenomena. The nondiffusive heat transfer will lead to the significant reduction of the effective
thermal conductivity, especially in thin films as opposed to bulk materials. For instance, experi-
mental measurements [30, 111] of CVD thin film thermal conductivityare showed in Fig. 4.6. In
multiple experiments [30,111,112], CVD diamond thin film of different thickness were studied, and
the measured thermal conductivity all follow the same trend at low temperature.

Consequently, one straightforward idea is to increase the thickness of the crystal monochro-
mator wherever possible. Three distinct improvements can be obtained: 1) larger heat transfer
cross-section area, 2) higher thermal conductivity at cryogenic temperature and 3) higher stiffness
and resistance to the clamping strain. Following this direction, we propose to add a thick base to
the plate monochromator, as shown in Fig. 4.7. The thick base, when attached to the monochroma-
tor, is functioning as a cooler as well as a strain-free mounting point. Compared to implementing
an external metal heat sink, attaching the thick base can significantly reduce the thermal resistance
between the hot spot and the heat sink. It also, on the other hand, provide strong resistance to the
strain generated by clamping due to its large thickness. Moreover, the large thickness also improves
the effective thermal conductivity for the base and thus the cooling capacity.

We analyze all three designs and compare their performance for different incident SASE pho-
ton energy at different cooling temperature. However, it should be highlighted that, the performance
for plate monochromator is only shown for a reference, because it is not compatible with clamping
method shown in Fig. 4.5. The strain due to clamping may destroy the seeding condition according
to the experimental experience from LCLS.

4.2.4 Thermal load evolution

The spot center thermal load of all three monochromator designs at room temperature (300
K) is shown in Fig. 4.8 for 9.5 keV. The XFEL repetition rate is 1 MHz. Other parameters can be
found in Table 4.1. For 9.5 keV, the Darwin width is about 10−5, which is 10 folds narrower than
that of 4.5 keV (about 10−4), indicating a much more strict tolerance. Even though much stronger
absorption is expected for 4.5 keV beam, the rocking curve is wide and the shot noise is about four
times smaller than that of 9.5 keV. One practical example for this setup is a water-cooled self-
seeding system operating at room temperature. At room temperature, no noticeable difference can
be observed between the thermal conductivity of thin film diamond and bulk diamond. They are
both about 2000 Wm−1K−1. Therefore, the different responses of the three monochromators are due
to the different geometric designs. Different geometric designs yield different thermal path lengths
between the spot center and cooling area. The thermal path length of plate monochromator is close
to that of trapezoidal monochromator, but the trapezoidal monochromator is expected to perform
better due to larger heat dissipation cross-section. The thermal path for cut monochromator is much
longer than the other two, so a significantly higher temperature rise is expected and observed.
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Figure 4.6: Experimentally measured thermal conductivity for bulk type IIa diamond and thin film
of 60 µm and 170 µm thick [111] and 300 µm thick [30]. Similar trend with significant reduction
(10-fold or more) from bulk value can be observed.

At quasi-steady state, the thermal response of the crystal is periodic in time as shown in
Fig. 4.8. In both Fig. 4.8 (a) and (b), the vertical axis is broken to enable better contrast between
the three curves. Three periods of temperature cycling for different monochromator are shown.
The cut monochromator, due to its long thermal path length, has much higher temperature rise
among the three. The residual temperature rise at the arrival time of the upcoming pulse remains
at 86.11 K, as compared to 9.75 K for plate monochromator and 7.21 K for trapezoidal monochro-
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Figure 4.7: Three different geometric design of self-seeding monochromator. The cut monochroma-
tor has two strain-relief cuts to refrain the strain from the clamping part. The plate monochromator
is simply a thin plate. The trapezoidal monochromator has a thick base with a thin tip of the same
thickness as previous two (100 µm).

mator. The residual thermal strain for cut and plate monochromators both exceeds 10−5, while
trapezoidal monochromator is able to keep a strain level below 10−5. Compared to the Darwin
width of about 10−5, no significant central photon energy shift is expected for plate and trapezoidal
monochromator, but a residual thermal strain of 1.13 × 10−4 indicates a significant shift of rocking
curve should be observed for cut monochromator. Even if the shift can be tuned as shown in the
previous chapters, large strain gradient may exist within the beam footprint. This is detrimental to
the self-seeding process. Therefore, it is necessary to operate the system at low temperature where
the thermal diffusivity can be greatly improved as suggested by Fig. 4.9.
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Figure 4.8: The spot center (a) temperature rise and (b) thermal strain history at quasi-steady state
at room temperature (300 K) for three pulses. The black, red and blue line stand for cut, plate and
trapezoidal monochromator, respectively. The XFEL beam is 9.5 keV at a repetition rate of 1 MHz.

All three curves of thermal diffusivity (bulk and thin film values) and thermal expansion co-
efficient are displayed in Fig. 4.9. The thermal diffusivity of both bulk and thin film CVD diamond
decrease monotonically with temperature, indicating less efficient thermal dissipation at higher tem-
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Figure 4.9: The temperature dependent thermal diffusivity and thermal expansion coefficient (TEC)
of CVD diamond. The red square line represents the thermal diffusivity of bulk CVD diamond, and
the green triangular lines stands for the interpolated 100-µm-thick CVD diamond film. The thin
film value is obtained by linear interpolation of the 170-µm-thick sample and 60-µm-thick sample
in reference [111]. The blue circle line corresponding to the right vertical axis shows the TEC of
CVD diamond [113].

perature. Meanwhile, thermal expansion coefficient of CVD diamond is also monotonic [113]:

αT =

3∑
j=1

X jθ
2
j exp

(
θ j/T

)
T 2

[
exp

(
θ j/T

)
− 1

]2 , (4.3)

where θ1 = 200 K, θ2 = 880 K, θ3 = 2137.5 K, X1 = 0.4369 × 10−7 K−1, X2 = 15.7867 × 10−7 K−1,
X3 = 42.5598 × 10−7 K−1. The increased thermal diffusivity at low temperature indicates a much
faster recovery of the crystal between pulses, while the decreased thermal expansion coefficient
suggests a smaller induced strain if the temperature rise is preserved. Assuming operating at 100 K,
the thermal diffusivity increases from 3.28 m2s−1 to 560.31 m2s−1 for bulk material and 9.33 m2s−1

for thin film. The TEC decreases from 1.02 × 10−6 K−1 to 5.01 × 10−8 K−1. Both properties can be
improved by about an order of magnitude or more.

However, one should be careful when evaluating the monochromator performance at low tem-
perature. If bulk thermal conductivity is used, as in other engineering applications, the monochro-
mator thermal performance can be severely over-predicted, as indicated by Fig. 4.10. In this figure,
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Figure 4.10: The cut monochromator spot center (a) temperature rise and (b) thermal strain history
at quasi-steady state at cryogenic temperature (100 K) for three pulses. The black line indicates the
calculation using bulk diamond thermal conductivity, while the red line represents the calculation
using the thin film thermal conductivity. The XFEL beam is 9.5 keV at a repetition rate of 1 MHz.

the quasi-steady thermal response of cut monochromator for 9.5 keV at 1 MHz repetition rate and
100 K is shown. When bulk thermal conductivity is used, the instantaneous temperature rise due
to the incident photon beam is larger compared to that at 300 K, but the crystal is able to quickly
recover to the status with very little strain (about 5.06 × 10−7). However, the recovery behavior of
the cut monochromator is significantly undermined with thin film thermal conductivity. The slow
decay curve between pulses suggests insufficient recovery time. At the arrival time of the upcoming
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Figure 4.11: The spot center temperature rise history at quasi-steady state at cryogenic temperature
(100 K) for three pulses. The XFEL beam is 9.5 keV at a repetition rate of 1 MHz. Effective thin
film thermal conductivity is used.

pulse, the spot center temperature rise is 153.62 K. Compared to 8.84 K using bulk thermal con-
ductivity, this is more than 10 folds. The spot center residual thermal strain is 5.23 × 10−5, 100
folds higher than that in the bulk case. This huge difference is attributed to not only the reduced
thermal conductivity, but also the temperature dependence of the properties: inefficiency heat dis-
sipation leads to high temperature, while high temperature results in even lower thermal diffusivity
and worse heat dissipation. In extreme cases, a thermal runaway might be triggered. The reduction
of thermal conductivity for thin film materials is attributed to the nondiffusive heat transfer phe-
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nomena. Furthermore, a heating spot size dependent thermal conductivity has also been measured
in multiple experimental works [114–116]. These effects will be discussed later in chapter 5.

Therefore, the effective thin film thermal conductivity is necessary to be considered in the
study. The suppressed effective thermal conductivity in thin film materials is generally observed
in multiple materials, such as diamond, silicon and GaAs. The suppression is due to the emerging
nondiffusive effects, which has also been observed in smaller length scale at room temperature.
More discussions and preparations will be given in chapter 5.

Figure 4.11 shows the thermal load comparison between three monochromators at 100 K.
Compared to 300 K, the cut monochromator performance is not significantly improved, as the resid-
ual thermal strain remains at the level of 5×10−5. The limited improvement is due to the long thermal
path and temperature dependence of thermal properties, as explained in previous paragraphs. The
plate and trapezoidal monochromators are able to recover more quickly. They both show residual
spot center thermal strain of lower than 5 × 10−6, indicating a negligible shift in rocking curve. The
efficient heat dissipation, on the other hand, can also relax the strain gradient within the beam foot-
print and mitigate the rocking curve distortion due to thermal load, as will be shown in the following
subsection.

4.2.5 Rocking curve distortion under thermal load

The maximal thermal strain within the footprint shown in last subsection serves only as an
indicator of how much central photon energy shift is expected. To directly access the distortion of
the rocking curve and its impacts on seeding performance, the rocking curves at repetition rate of
1 MHz at room temperature are presented in Fig. 4.12. The distorted rocking curves are calculated
based on the simulated residual strain and deformation field, as described in simulation procedure
session. One typical shot in time domain is also shown to illustrate the thermal load effect on the
seed power for cut monochromator in Fig. 4.12(c). The distortion of rocking is not as significant
as that shown in Chapter 3, due to the minimized incident SASE dose (16.42 µJ vs. 100 µJ in
Chapter 3). However, some distortion effects are still obvious. For example, the reflectance curve
on perfect crystal should tilt towards the left near the top. On the contrary, the reflectance of cut
monochromator tilts towards the opposite direction at the top. The reflectance curves for other two
monochromators shifts to the left and loses the spikes due to multiple reflection within the crystal.
Overall, they still remain very similar to the undeformed on in terms of shape. The minor distortion
indicates that the strain gradient is not very severe within the laser footprint for plate and trapezoidal
monochromators.

The most direct and important effect from thermal distortion of the rocking curve is the seed
power reduction: when seed has inadequate power and cannot effectively dominate the shot noise,
other modes with different frequency will grow, broadening the bandwidth of the output beam and
undermining or even destroying the coherence. In the end, the output becomes SASE again. The
seed power in time domain is plotted in Fig. 4.12(c) for cut monochromator at 1 MHz and 300 K. A
significant power reduction can be observed in seed bumps that follow the spiky SASE (0−100 fs in
Fig. 4.12(c)). At this repetition rate and temperature, the seed power cannot remain well dominant
over the shot noise. The seed power is reduced from 237 kW to 96.56 kW, while the requirement
is 134 kW (100 times of the shot noise). In this case, the seeding functioning is questionable since
some strong modes of shot noise may have comparable power as the seed does. Effectively, all
these modes can be growing in the second segment of undulator (if not tuned to suppress undesired
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Figure 4.12: (a) Reflectance and (b) transmittance curves for three monochromators at 9.5 keV,
1 MHz and 300 K. The undeformed one is plotted using red line as reference. One typical transmit-
ted pulse for cut monochromator is visualized in (c). The seed power is reduced significantly due to
the distortion.

modes), and finally the output beam bandwidth can be broadened.
In addition to the seed power reduction, fine spikes can be observed in the seed bumps,

indicating there even exist multiple modes in the seed, rather than one single mode as designed.
To illustrate this, the seed spectrum for 10 typical shots are plotted in Fig. 4.13. Some seeds even
have two modes with approximately the same power. When magnified in the second undulator
session, they both may grow, resulting in the increase of bandwidth by a factor of about two. This
undermines the brightness and longitudinal coherence of the beam.

Compared to room temperature of 300 K, the thermal load at 100 K can be dissipated much
more efficiently. The rocking curves for both plate and trapezoidal monochromator are almost
overlapped with the undeformed one, as incidated by Fig. 4.14. The seed power is approximately
preserved at about 200 kW as compared to original value of 237 kW. The central photon energy
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Figure 4.13: Seed spectrum for 10 pulses at 9.5 keV, 1 MHz and 300 K. More than one modes can
be clearly observed as multiple peaks in the seed, leading to significant broadening effects in the
output pulse.

shift is maintained at about 1 × 10−5, as compared to original value of 1.5 × 10−5. One should
be reminded that certain detuning exists [117] between the exact Bragg condition and the crystal
response. On the other hand, the rocking curve for cut monochromator is also not significantly
distorted but shifted by about 4× 10−5. However, even without distortion, the central photon energy
shift, if unaware, can also induce detrimental effects in final output seeded photon beam from two
aspects:

Spectrum mismatch between SASE and rocking curve The spectrum mismatch between SASE
and the rocking curve of the crystal leads to seed power reduction. When the central photon
energy of SASE and rocking curve are well aligned, the seed is generated by the most intense
modes of SASE, allowing the optimal seed power. If mismatched, the seed is not generated
from the most intense modes and will decrease in power.

Resonance energy mismatch between electron beam and seed After seed is generated, it enters
the second segment of undulator and co-propagates with the electron beam. During prop-
agation, they interact with each other if the resonance condition is satisfied. However, if
their energy is mismatched, the seed will not be amplified significantly, and SASE will again
grow. Typically, this phenomenon happens together with the spectrum mismatch between
SASE and rocking curve, as SASE is generated by the electron beam. The combined effects
cause significant quality degradation of the output seeded beam.

Consequently, certain tuning to align SASE beam, electron beam and the rocking curve of the
crystal is necessary. Fortunately, for machine that operates at uniformed pulse mode, the tuning is
not dynamic and can be done by carefully re-orienting the crystal at quasi-steady state. In the next
subsection, we summarize the seed quality and provide the re-orienting angle for tuning.
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Figure 4.14: (a) Reflectance and (b) transmittance curves for three monochromators at 9.5 keV,
1 MHz and 100 K. The undeformed one is plotted using red line as reference. One typical transmit-
ted pulse for cut monochromator is visualized in (c). The seed power is successfully preserved.

4.2.6 Seed quality & tuning

The seed central photon energy shift is plotted in Fig. 4.15. The left vertical axis shows the
relative photon energy shift normalized by Ec = 9.5 keV, while the right vertical axis is the corre-
sponding tuning angle ∆θtuning calculated by Eq. 4.2. In total, 10000 pulses of random spiky SASE
are simulated. No significant change in both mean and standard deviation of the central energy shift
was observed when further increasing the number of rounds. The central photon energy jittering of
SASE is one RMS value of its bandwidth (about 3.6 × 10−4). For seeding with undeformed crystal,
this jittering lowers the seeding efficiency from about 6.5 × 10−4 to 4.3 × 10−4 due to the spectrum
mismatch between SASE and rocking curve. The seed central photon energy also shows jittering
behavior, which is visualized by the error bars in Fig. 4.15. The jittering is about 4.5×10−6, or about
one half to one third of the seed bandwidth. One case that stands out is the cut monochromator case
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Figure 4.15: The central photon energy shift of the seed at 9.5 keV for different repetition rate and
temperature. The parameters are given in Table 4.1. The error bar represents the standard deviation
of central photon energy shift.

at 1 MHz and 300 K. The central photon energy jittering is twice of those in other cases, indicating
that two modes with comparable amplitude are contained in the seed. The central photon energy
shift of the seed for all cases follows the shift of the rocking curve, as expected. Considering the
pitch angle and roll angle stability (10 µrad) of the crystal for LCLS [109] as an example, the energy
shift is tunable. Minor difference (about 10−7 level) can be ignored compared to the seed bandwidth
(about 10−5 level). Similar to the tuning in pulse train mode, re-orienting the crystal following the
curve in Fig. 4.15 (right vertical axis) can maintain the central photon energy at 9.5 keV.

The seed power results are plotted in Fig. 4.16. The error bar is not displayed due to large
fluctuation of the seeding efficiency. The large fluctuation of the seed power is due to the stochastic
nature of the electron beam and SASE, but it could be overridden by thermal load in some cases. For
example, the averaged seed power is reduced to lower than 50 kW at 1 MHz and 300 K. With even
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Figure 4.16: The seed power at 9.5 keV for different repetition rate and temperature. The parameters
are given in Table 4.1. The black dashed line indicates the critical seed power determined by 100
times of shot noise.

100% error bar, it still cannot reach the critical level of 134 kW to dominate the shot noise. One
counter-intuitive observation at this temperature is the performance of the trapezoidal monochro-
mator. The seed power by trapezoidal monochromator remains at relatively low value at repetiton
rate from 100 kHz to 1 MHz, even if it has much better thermal performance as shown in previous
subsections. This phenomenon is caused by the thermal expansion of the thick base and transition
part. Due to their large thickness, strong thermal stress is generated when heated. Non-uniform
thermal stress is generated along x direction (Fig. 4.5) and leads to the bending of the thin tip.
The bending results in the elastic strain gradient in the laser footprint. This is very similar to the
clamping issue of the plate monochromator: when clamped, due to imperfection of the clamping
surface, non-uniform strain is generated and propagate to the working area, affecting the seeding
performance. Fortunately, this effect is significantly mitigated since heat conduction becomes much
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more efficient in thick parts of trapezoidal monochromator at cryogenic temperature.
At cryogenic temperatures, the seed power of plate and trapezoidal monochromators does

not show obvious reduction until at high repetition rates. At 200 K, the seed power is close to
the criterion, while at 100 K it is well above the criterion. For cut monochromator, the inefficient
thermal dissipation results in a large temperature increase within the footprint (close to room tem-
perature), but its long thermal path also effectively mitigates the strain gradient within the footprint.
This feature preserves the seed power at relatively low repetition rates but not high repetition rate,
since the advantages of superior thermal properties vanishes as the temperature approaching room
temperature.

Critical repetition rates at different temperature for different monochromator designed can
then be determined by Fig. 4.16. A quantitative estimation is accessible once finer parametric
sweeps are conducted.

4.3 Summary

In this chapter, we consider the thermal load effects in multi-pulse situations for self-seeded
XFEL. In pulse train mode, the thermal load varies pulse-by-pulse, due to the accumulation of
the residual heat. Accordingly, the seeding behavior is also dynamic, resulting in challenges for
tuning as well as spectrum alignment in two stage self-seeding scheme. Furthermore, the quasi-
steady monochromator performance in uniform pulse mode has also been investigated, with the
stochastic characteristics of the input SASE and electron beam. We show the seed quality for
different designs of monochromators at different environment temperatures. These seed quality
curves are directly applicable for tuning the operation and can be potentially integrated into the
feedback control system.
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Chapter 5

Towards cryogenic operation:
nondiffusive heat transfer

Operating the optics at cryogenic temperatures, as compared to room temperature, is ex-
pected to improve the resistance of the crystal optics to thermal load [118]. This is because of
the thermal properties of the crystal becomes more favorable: 1) thermal diffusivity significantly
increases and 2) thermal expansion coefficient significantly decreases. The former one indicates a
superior capacity to dissipate heat, while the latter one suggests a much less severe strain and de-
formation. However, there are several potential issues that may cause discrepancy if unaware: 1)
thermal conductivity reduction due to nondiffusive heat transfer; 2) size-dependent heat dissipation;
3) wave-like thermal transport behavior.

In this chapter, we explore the potential problems and solutions to these issues. To character-
ize the first two potential issues, we apply a simplified nondiffusive model, the two-parameter heat
conduction model, while we propose another simplified model for wave-like thermal transport.

5.1 Background: failure of thermal diffusion model

Heat conduction traditionally is believed due to the random collisions and diffusion of parti-
cles. the kinetic and potential energy, jointly known as internal energy, is gradually dissipating and
finally leading to thermodynamic equilibrium. This equilibrium process is characterized by the in-
homogeneity of the energy distribution: larger difference in internal energy results in higher energy
dissipation rate for two fixed locations in certain material. However, for different materials, the heat
conduction rate also varies, even though the same difference exists in temperature, which is defined
as a sign of internal energy. Notably, the first empirical relationship between the heat conduction
rate in a material and the temperature gradient in the direction of energy flow is formulated by Jean
Baptiste Joseph baron Fourier, who concluded that “the heat flux resulting from thermal conduc-
tion is negatively proportional to the magnitude of the temperature gradient and opposite to it in
sign” [119]. Mathematically, it can be expressed as

~q = −κ∇T, (5.1)
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where ~q denotes the heat flux vector, T represents temperature, and κ is the proportionality constant,
defined as the thermal conductivity of the material of interest. In this study, the bold font always
denotes a vector quantity. This law, combined with energy conservation, offers solutions to most
macroscopic heat conduction problems. Specifically, the thermal conductivity remains roughly a
constant for given bulk materials within a certain range of temperature. By this definition, heat
conduction is sometimes referred to as “heat diffusion” since it behaves just as mass diffusion.
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Figure 5.1: An illustrative figure of the size-dependent thermal conductivity found in the one-
dimensional transient thermal grating experiments.

In macroscopy and at relatively high temperature (i.e., room temperature), the collisions be-
tween particles are intense and continuously taking place. One ideal case is to assume the collisions
happen everywhere at any moment, which is the diffusive assumption. It is due to the validity
of this diffusive assumption that the analysis through Fourier’s law serves macroscopic engineer-
ing calculations and predictions with satisfactory precisions. Unfortunately, this assumption does
not unconditionally hold. Discrepancies between Fourier’s law predictions and experiments were
found in the miniaturization technology. For example, as shown in Fig. 5.1, the measured effective
thermal conductivity (ETC) shows dependence on the system characteristic length Lc (either the
system size or thermal transport characteristic length) instead of remaining as a constant defined by
Fourier’s law. Moreover, when Lc approaches the phonon mean free path (MFP), which is defined
as the free distance a phonon travels without collision, phonon transport is not diffusive anymore, or
even becomes ballistic. The Knudsen number is defined to characterize the heat transport regime:
Kn = Λ/Lc, where Λ is the phonon MFP. When Kn � 1, phonons travel ballistically with few
collisions; while Kn � 1, the diffusive assumption holds since phonons propagate diffusively, ex-
periencing scattering at any moment. Between these two extreme cases, for example Kn ∼ 1, the
size-dependent ETC can be obtained from measurements. Therefore, it is the decrease in collisions
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intensity between the heat carriers that leads to the failure of the diffusive assumption, and finally
results in the breakdown of Fourier’s law. Fortunately, some simplified nondiffusive models are
available to describe the thermal transport in this regime, such as the two-parameter heat conduc-
tion model.

5.2 Two-Parameter Heat Conduction model (TPHC)

The governing equation for this scale is Boltzmann transport equation (BTE), which requires
the knowledge of phonon dispersion obtained either from experiment or first principle calculation.
Moreover, solving the BTE is typically computationally expensive. We present a simplified nondif-
fusive model, the two-parameter heat conduction (TPHC) model, to capture the nondiffusive heat
transfer characteristics. Integrated with this model, the nondiffusive heat transfer could potentially
be included and more reliable estimation should be accessible.

5.2.1 Nondiffusive models

The traditional macroscale heat conduction model, Fourier’s law, fails to describe thermal
transport in meso/nanoscale [120–123]. This failure happens due to the invalidity of diffusive as-
sumption in this scale, the key assumption on which Fourier’s law is based. Physically, it happens
when the characteristic thermal transport length in nanosystems is comparable to or even larger
than the mean free path (MFP) of phonons (major heat carrier in dielectric materials) [124]. In
these situations, nondiffusive heat transfer emerges, introducing new phenomena in this scale, such
as size-dependent thermal conductivity [125] and interface resistivity [116, 126, 127].

To study nondiffusive heat transfer, nanothermometry techniques are developed. Among
different nanothermometry techniques, time-domain thermoreflectance (TDTR) [116,126,127] and
metallic grating probed by diffracted signal of soft X-ray [128, 129] are two experimental tools
to capture the nondiffusive heat transfer phenomena. Unfortunately, these two experimental tools
introduce thermal interface, which is also been shown to depend on the characteristic length of the
system. To eliminate the impact from size-dependent thermal interface and study the nondiffusive
effects inside the materials alone, a transient thermal grating (TTG) method was proposed [125,130,
131]. It was found in TTG experiments that there is grating size-dependent heat transfer in silicon
thin films at room temperature [125].

On the other hand, the modeling of nondiffusive heat transfer is also indispensable not only to
extract the physics behind the nondiffusive phenomena observed in experiments, but also to analyze
the experimental data. Physically, the phonon Boltzmann transport equation (BTE) can describe
nondiffusive heat transfer, but it is computationally very expensive to apply [132]. Many other
simplified nondiffusive models, including Cattaneo-Vernotte model [133, 134], Guyer-Krumhansl
model [135], C and F process model [136], ballistic-diffusive model [137], two-channel model
[138], were also proposed. Unfortunately, these nondiffusive models are still not widely used due to
insufficient experimental justifications, and Fourier’s law is still implemented in experimental data
analysis and engineering design despite of the possibility that it may break down, which exposes
the devices to the risk of thermal failure.
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5.2.2 Two-Parameter Heat Conduction model

Recently, a two-parameter heat conduction (TPHC) model has been proposed by Ma [139],
which has been successful in explaining TTG experiments [125] and TDTR experiments [114].
Based on this model, a nondimensional parameter is defined to characterize the applicability of
Fourier’s law. First, we briefly describe the TPHC model. A more detailed description of this
model is given in Ma’s paper [139]. The key concept of this model is the nonequilibrium absolute
temperature β in nondiffusive heat transfer, defined as β = E/cv. E here is internal energy and cv is
the volumetric specific heat. β is related to the equilibrium local temperature T through a relaxation
process

∂β

∂t
= −

β − T
τB

, (5.2)

where τB is the relaxation time. Meanwhile, this τB is also the characteristic time in ballistic heat
transport.

With the definition of β, the three-dimensional (3D) TPHC model is given as [139, 140]

cv
∂β

∂t
+ ∇ · ~q = Q, (5.3)

~q = −κ∇β +
ΛDΛB

9

[
∇2~q + 2∇

(
∇ · ~q

)]
, (5.4)

where cv is volumetric specific heat, κ is thermal conductivity. The parameter ΛB = cτB in Eq.
(5.4) is called nondiffusive phonon mean free path (MFP), where c is the speed of sound. Another
characteristic length in Eq. (5.4) is diffusive phonon MFP ΛD = cτD, where τD is the diffusive
phonon relaxation time. This τD, according to kinetic theory on diffusive heat conduction, is related
to thermal conductivity κ = cvc2τD/3. Accordingly, ΛD = 3κ/cvc. Both ΛD and ΛB are assumed
to be material properties that are independent of heat conditions. Thus, there are two independent
parameters in Eq. (5.4): thermal conductivity κ and nondiffusive phonon MFP ΛB, so this model is
called two-parameter heat conduction (TPHC) model.

One simplified form assuming the heat flux is irrotational can be obtained by taking the
divergence of both sides of Eq. (5.4) and plugging Eq. (5.3) in to yield

cv
∂β

∂t
= κ∇2β +

ΛDΛB

3
cv
∂

∂t

(
∇2β

)
+ Q −

ΛDΛB

3
∇2Q. (5.5)

5.2.3 Nondimensional parameter ζ

The terms with coefficient ΛDΛB/3 account for the nondiffusive effects. Therefore, an ap-
propriate form of the nondimensional parameter that characterizes nondiffusive heat transfer can be
expressed as

ζ =
ΛDΛB

3L2
c
, (5.6)

where Lc is the characteristic length of the system of interest.
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For very small ζ, the nondiffusive effects become negligible, and Fourier’s law is applicable
for thermal analysis. As system characteristic length Lc shrinks, ζ grows larger and the nondiffusive
phenomena play increasingly important role in heat transfer. Up to the point where ζ becomes larger
than the critical value, Fourier’s law fails. This critical value should be according to the accuracy
requirement from the projects. Here, we take ζc = 0.01 as an example. Thus, the applicability of
Fourier’s law is evaluated by ζ.

This parameter is instructive for engineering projects where Fourier’s law is commonly pre-
ferred due to its simplicity and integration in commercial softwares. A quick calculation on ζ can be
performed to evaluate the applicability of Fourier’s law before the possibly large-scale simulation
is run. Based on the calculated ζ, we can determine whether the simulation is to run or the result is
to be trusted. Specifically, in some cases, an effective thermal conductivity (ETC) can be estimated
with ζ considered, as will be illustrated in the following part about the transient thermal grating
(TTG).

5.2.4 1D transient thermal grating

In the TTG experiments conducted by Johnson et al. [125, 141, 142], there is spatially sinu-
soidal heating pattern (called thermal grating) in the in-plane (parallel to sample surface) direction
on the sample material due to two concurrent interfering pulsed-lasers. This micro-sized thermal
grating is adjustable in periodicity so that the change of temperature field resulted by the size-
dependent heat transfer can be detected by a probe laser as diffracted signal. The sample used in
TTG can be thin film of less than 1 µm thick, or substrate of several micrometers thick. In the
thin film cases [125], the heat transfer is one-dimensional (1D); in the substrate cases [142], two-
dimensional (2D) thermal transport has to be considered.

First, we reinterpret the 1D-TTG [125] study based on our previous study [139]. In this case,
ΛB = 7.1 µm has been fitted by Ma [139] for the 400-nm-thick silicon thin film. Another parameter
ΛD = 26 nm can be calculated according to the measured diffusive ETC κdiff = 92 Wm−1K−1. To
calculate ζ using Eq. (5.6), the characteristic length (Lc) of 1D-TTG system is set to be the reciprocal
of wavenumber Lc = 1/λ = L/2π, where L is the spatial period of the thermal grating. Thus, each ζ
value corresponds to one grating period size. On the other hand, the size-dependent ETC in 1D-TTG
can be calculated by assuming a solution which is periodic in space and exponentially decaying in
time, for example β = β0 exp (iλx − γt). γ here is the thermal decay rate. Hence, the ETC can be
solved as

κeff =
κ

1 + ΛDΛBλ2/3
=

κ

1 + ζ
. (5.7)

Based on this equation, Fig. 5.2 shows the dependence of κeff/κ on ζ.
In Fig. 5.2, the results by the TPHC model agree with the experimental results very well.

Stronger nondiffusive effects, characterized by a larger value of ζ, lead to a lower ETC according
to Eq. (5.7). Similarly, when ζ is smaller than the critical value 0.01, negligible nondiffusive
effects allow the validity of Fourier’s law with an ETC adequately close to the diffusive thermal
conductivity κeff = 0.99κdiff. In addition, L = 15.59 µm can be calculated based on ζc = 0.01 as the
critical period for Fourier’s law to be applicable in data analysis of this 1D-TTG experiment.

However, a discrepancy between measured diffusive thermal conductivity κdiff = 92 Wm−1K−1

for thin film here and bulk value κ = 148 Wm−1K−1 may still be caused by the nondiffusive phe-
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Figure 5.2: The size-dependent ETC changes with ζ calculated by Eq. (5.6). The diffusive ETC is
measured [125] as κdiff = 92 Wm−1K−1 when ζ −→ 0 and plotted using violet line as a reference. The
results based on a two-fluid model [125] and BTE [143] are also shown for comparison.

nomena. In other word, the “diffusive” here only denotes the vanishing of nondiffusive effects from
in-plane thermal transport. The nondiffusive effects from the cross-plane (normal to the sample
surface) direction is still likely to trigger the deviation of ETC from the bulk value, suggesting the
need for a 2D extension of ζ.

5.2.5 2D transient thermal grating

To extend ζ into 2D, we study 2D-TTG cases. As introduced previously, 2D-TTG is very
similar to 1D-TTG. In the experiment, a sample substrate, rather than a sample thin film, is heated by
two concurrent interfering lasers. It then acquires a periodic thermal grating pattern in the in-plane
direction. Different from 1D-TTG where the laser penetration is almost uniform, the temperature
rises due to heating decays exponentially in the cross-plane direction due to finite laser penetration.
The thermal decay of the sample is probed by another laser and the diffracted signal is obtained. To
model the heating and thermal decay processes, we assume the laser heating process can be modeled
as a source term in which is a Dirac delta function in time with spatial periodicity in the in-plane x
direction and exponential decay in the cross-plane y direction can be introduced. Thus, the source
term in Eq. (5.5) is given as

Q (t, x, y) = Q0 exp (iλx − β1 |y|) δ (t) , (5.8)

where Q0 is the amplitude, and β1 is the absorption coefficient for the pump beam in the solid.
To obtain the analytical solution, we perform Fourier transform on both sides of Eq. (5.5)
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with the source term given in Eq. (5.8), the solution in frequency domain can be written as follows:

∆β̂
(
η, ξx, ξy

)
=

Q̂
(
η, ξx, ξy

)
icvη + κeff (ξ) ξ2 , (5.9)

where Q̂
(
η, ξx, ξy

)
corresponds to the source term Q (t, x, y) in frequency domain, ξ =

√
ξ2

x + ξ2
y is

the magnitude of spatial frequency, and η accounts for temporal frequency. The ETC in Eq. (5.9) is
expressed by

κeff (ξ) = κ/

(
1 +

ΛBΛD

3
ξ2

)
. (5.10)

Minnich [144] stated that the optical signal H (t, x) probed in 2D-TTG experiment is a weighted
average of the temperature over cross-plane direction. Accordingly, the experimental signal can be
calculated in frequency domain with Eq. (5.9), and inversely transformed back to time and space
domain. The final solution can be formulated as

H (t, x) = A exp (iλx)
∫ ∞

0

exp
[
−κ(ξ)ξ2t/cv

](
β2

1 + ξ2
y

) (
β2

2 + ξ2
y

)dξy, (5.11)

where A is a constant amplitude, ξ =

√
λ2 + ξ2

y , and β2 is the absorption coefficient of the probe
laser. For detailed derivation please check our other studies [145, 146]. The integral in Eq. (5.11)
can be obtained by standard numerical integration techniques.

According to Eqs. (5.10) and (5.11), the ETC κ (ξ) cannot be explicitly formulated as in 1D-
TTG. Minnich reported similar results [144]. In Eq. (5.11), the multiexponential behavior leads to
seemingly anisotropy in ETC under the framework of Fourier’s law, indicating the breakdown of
Fourier’s law since the solution is no more unique.

Although the explicit ETC does not exist in 2D-TTG, the nondiffusive effects are still able
to be characterized by ζ if the characteristic length in the cross-plane direction is considered. The
characteristic length in x direction is still 1/λ due to the sinusoidal heating, while the characteristic
length in y direction can be the penetration depth (β−1

1 ) of the heating laser. Thus, ζ can be written
as

ζ = ζx + ζy =
ΛDΛB

3L2
c,x

+
ΛDΛB

3L2
c,y

=
ΛDΛB

3 (L/2π)2 +
ΛDΛB

3 (1/β1)2 . (5.12)

Here, the overall characteristic length is L−2
c = L−2

c,x + L−2
c,y.

Eq. (5.12) includes the nondiffusive effects from both in-plane direction and cross-plane
direction. This may explain the ETC in 1D-TTG as well. Instead of the penetration depth of the
pump laser in 2D-TTG, the thickness of the thin film is the appropriate Lc,y, which is 400 nm [125].
Plug it into Eq. (5.12) to obtain ζ = ζx+ζy = ζy = 0.618 for diffusive cases (large grating period) and
bulk thermal conductivity κ = 148 Wm−1K−1. Accordingly, κeff = κ/ (1 + ζ) = 91.45 Wm−1K−1,
which is very close to the measured diffusive ETC κdiff = 92 Wm−1K−1 for the thin film.

To characterize the nondiffusive effects in 2D-TTG, we compare the signal calculated by Eq.
(5.11) and other results (Fig. 5.3). Fig. 5.3(a) shows the comparison with experimental results
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Figure 5.3: Comparison between the normalized signal calculated by TPHC model using Eq. (5.11)
and (a) experimental results by Johnson et al. [142] on GaAs sample (ζ = 3.73, 3.35, 3.20, 3.11,
corresponding to L = 2.05 µm, 3.2 µm, 4.9 µm and 10 µm, respectively, from low to high); (b)
theoretical results obtained calculated using full-spectral Boltzmann transport equation by Minnich
[144] on silicon (ζ=0.41, 0.33, 0.31, 0.30, corresponding to L = 5.75 µm, 10.5 µm, 15.25 µm and
20 µm, respectively, from low to high).
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by Johnson et al. on GaAs substrate. The material properties can be found in our previous work
[139]. In this figure, a small window specifically highlights the comparison among the results for
L = 10 µm obtained by experiments, the TPHC model and Fourier’s law, where the TPHC model
matches the experiment well while Fourier’s law deviates from both. Here, the nondiffusive effects
are still significant and cause Fourier’s law to fail despite ζx = 0.0274 indicating weak nondiffusive
effects from the in-plane direction. These effects mainly come from the cross-plane direction since
ζy = 2.71 (β1 = β2 = 160 nm−1), further suggesting the observation of nondiffusive heat transfer for
even larger grating periods. On the other hand, for smallest grating period L = 2.05 µm, Fourier’s
law severely overpredicts the thermal decay rate due to the nondiffusive effects from both in-plane
and cross-plane direction.

Similar trend is observed in Fig. 5.3(b) that displays the BTE results by Minnich [144] with
phonon dispersion calculated from ab initio simulation. This consistency with BTE results further
validates the TPHC model as well as ζ. However, in this case, the nondiffusive heat transfer is still
found even for the largest grating period L = 20 µm based on the calculation of ζ = 0.30 using
Eq. (5.12) with ΛB = 7.1 µm, ΛD = 41.8 nm, as reported by Minnich using an anisotropic ETC
κx = 0.85κ and κy = 0.73κ.

To show the effect of ζ in full range from nondiffusive region to diffusive limit, we consider
an artificial 2D-TTG case on sapphire, as shown in Fig. 5.4. The 2D-TTG experiment on sapphire
has not been reported so far, possibly due to the transparency of sapphire. However, the metallic
grating similar to 2D-TTG was reported by Siemens et al. [128] and has been studied in our other
work [147, 148], where material properties of sapphire can be found, including ΛD = 4.24 nm and
ΛB = 1.6 µm. Although the transparency of sapphire leaves the penetration depth undetermined, it
implies a very large penetration depth (i.e. � 0.5 µm). Here, we take β1 = β2 = β = 0.5 µm.

To quantify this difference, we applied a simple definition to describe how different two
curves are. We use Eq. 5.13 to calculate the average difference δ between two curves.

δ =
1
n

n∑
k=1

∣∣∣∣∣1 − HF(tk, x = 0)
HT (tk, x = 0)

∣∣∣∣∣ , (5.13)

where the subscript F represents Fourier’s law, T represents the TPHC model. Ideally, this average
difference δ is 0 if two curves are identical. However, it is approaching 0 if the tails of two calculated
signals are considered. Consequently, we choose a criteria 0.01. That is, we only consider part of the
curve where the signal is larger than 0.01 and use this segment to calculate the average difference.
On the other hand, this difference also depends on the number of discretized time steps selected for
calculation, or equivalently, resolution. We have already tested different resolutions to assure that
the result is independent of resolution.

The result of this parametric study is shown in Fig. 5.4(b). In a wide range of optical depth,
the average difference δ remains unchanged for all four cases, indicating that in this given range,
optical depth is not an important factor for nondiffusive heat transfer. However, this depth weighs
more when it approaches the size of grating period, and results in the increase of δ. This increase
marks nondiffusive behavior, suggesting that optical depth could be a representative length in cross-
plane direction characterizing nondiffusive heat transfer. We will conduct further study in the future.

Similar prediction can also be applied on the time-domain thermoreflectance (TDTR) exper-
iments, where the characteristic length is the radius of the heating laser. For example, in Al/Si
system [114], ΛD = 41.8 nm and ΛB = 7.1 µm. By setting ζ = 0.01, we can calculate the critical
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Figure 5.4: (a) Comparison between the 2D-TTG signals calculated by TPHC model and Fourier’s
law on sapphire (ζ = 0.881, 0.164, 0.055, 0.018, corresponding to L = 0.32 µm, 0.76 µm, 1.4 µm
and 3.24 µm, respectively, from low to high). (b) The average difference δ between the result by
Fourier’s law and TPHC model, calculated using Eq. 5.13. Both ζx and ζy components introduce
nondiffusive effects.
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diameter of the heating laser D = 6.29 µm. Comparable value of the critical pump laser diameter
has been reported by solving the BTE [115], where the ETC starts to deviate from the value obtained
by using very large pump laser diameter. However, it is challenging, though desirable, to validate
this criterion with experimental observation, since the interface conductance also contributes to the
size-dependent thermal transport.

5.2.6 Conclusions

In conclusion, the nondimensional parameter ζ is capable of capturing the breakdown of
Fourier’s law. By introducing both in-plane direction and cross-plane direction components, ζ can
handle multidimensional situations. Based on this parameter, once a criterion is appropriately se-
lected according to requirements (like 0.01 in sapphire 2D-TTG case), the applicability of Fourier’s
law can be examined, offering information in model selection in an engineering design process.

5.3 Wave-like thermal transport

Another unusual thermal transport in small scales or cryogenic temperature is the wave-like
thermal transport behavior. Phenomenologically, a temperature pulse is generated at one end of
a crystal at cryogenic temperature, and it could be detected also as a temperature pulse on the
other side of the crystal. Its contribution to thermal load release is still unknown but worth further
investigation. Here, we derive a simplified model to describe this phenomenon.

5.3.1 History of thermal waves

The development of nanotechnologies for microelectronics and thermoelectric devices raises
significant research interests in micro/nanoscale heat transfer [121–123], especially for insulators
and semiconductors. In these materials, phonons are the dominant energy carriers for thermal trans-
port processes. The phonon transport behavior in macroscale is diffusive and can be captured by
Fourier’s law, the traditional heat conduction model. However, in micro/nanoscale, Fourier’s law is
found to break down in many studies [115, 128, 142] due to the emerging nondiffusive heat transfer
phenomena that challenge the diffusive assumption. The nondiffusive heat transfer not only ex-
poses the incomplete understanding of heat transfer physics, but also leads to practical issues in
engineering fields, such as the thermal management of electronics [149].

Some earliest considerations of nondiffusive heat transfer trace back to the work by Tisza
[150] and by Landau [151]. Inspired by these studies, Peshkov reported experimental observations
of wave-like transport of heat in liquid Helium II [152]. The wave-like transport was termed by Lan-
dau as “second sound”. Later, to resolve the infinite propagating speed of temperature in Fourier’s
law, Cattaneo [133] and Vernotte [134] proposed the model known as Maxwell-Cattaneo-Vernotte
(MCV) model. The MCV model essentially introduces a hyperbolic generalization that impose a
finite material-dependent propagating speed. This model, also known as hyperbolic heat equation,
stimulated the experimental exploration of second sound. However, the experimental attempts to
observe the second sound in crystals were not successful until the appropriate window condition
was specified by Guyer and Krumhansl [135]. When window condition is satisfied, wave-like trans-
port, or thermal waves, has been observed experimentally in crystalline helium He4 [153], sodium
fluorid [154–156], bismuth [157], sodium iodide and lithium fluoride [155] at low temperatures
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(below around 15 K). In these experiments, three transport regimes have been identified: (1) bal-
listic regime (2) diffusive regime and (3) transitional regime. In ballistic regime, clear temperature
pulses can be observed, indicating the direct evidence of ballistic heat transfer. In diffusive regime,
Fourier’s law becomes valid since the diffusive approximation is satisfied. In transitional regime,
second sound, a unique phenomenon, can be identified.

Since the experimental discovery of wave-like heat transfer, various theoretical models were
proposed to understand the thermal waves. One category of these models are thermodynamics
based and can be classified as extended thermodynamics or N-field-theory [158]. The extended
thermodynamics can qualitatively reproduce the heat pulse experimental results [158]. The MCV
model and Guyer-Krumhansl (GK) model are compatible with extended thermodynamics. However,
the extended thermodynamics fails to obtain correct phase velocity of ballistic phonons, which
should be Debye velocity, unless more than 30 variables are used [158]. This drawback results in
heavy computational load. Also, there is no easy physical interpretation of high order variables and
parameters in this type of theory. Further developments incorporating entropy inequality and non-
equilibrium thermodynamics lead to many nondiffusive models [159]. Under this framework, in
addition to MCV model and GK model, other models like Jeffreys-type model [160], are also shown
as special cases. Jeffreys-type model gains its name because the kernel is analogous to the stress
and strain rate model in liquids proposed by Jeffreys. Jeffreyss-type model decomposes the thermal
conductivity into two parts: the effective thermal conductivity and elastic conductivity. Another
interesting theory by Green and Naghdi [161] is based on the definition of a unique internal variable,
the thermal displacement rate. Their theory indicates the existence of a heat conduction without
dissipation. Other models, such as the second viscosity by Rogers [162] and hybrid phonon gas
model [163] introduce complex viscosity without straightforward physical meanings. The theory of
non-equilibrium thermodynamics by Kovács and Ván [164] is able to quantitatively reproduce the
heat pulse experiments results. However, in general, large number of parameters in these models do
not yield easy and clear physical interpretations.

In recent years, nondiffusive heat transfer are also found in micro/nanostructure experiments
at room temperature. Many researchers believe that the nondiffusive heat transfer arising in mi-
cro/nanoscale is caused by the ballistic heat transfer, because phonons tend to travel ballistically
without scattering when the system size is comparable or smaller than the phonon mean free paths
(MFPs). This idea gives rise to many Boltzmann transport equation (BTE) based nondiffusive mod-
els [139, 165]. Some of them categorize phonons into two groups: the ballistic phonons and diffu-
sive phonons [137, 138, 166]. However, there has been no report on the reproduction of heat pulse
experiments using these models. In addition, many of these models, such as Ballistic-diffusive
model [137], two-channel model [138], dual phase lag model [167] actually still apply the con-
cept of thermal conductivity for ballistic photons. In the case of additional ballistic heat transfer,
the thermal transport should become more efficient, as the energy carried by phonons can directly
be transported to other locations. This consideration intuitively leads to a higher effective thermal
conductivity. Unfortunately, the experimentally measured effective thermal conductivity was often
found decreasing with the system size. On the other hand, no clear study has either explicitly related
the nondiffusive heat transfer to the ballistic heat transfer or reported a direct observation of ballistic
heat transfer at room temperature.

To further understand the nondiffusive heat transfer and provide some simple but clear in-
sights, we still focus on the thermal waves at cryogenic temperatures from a wave propagation
perspective by using a simple wave-diffusive model. In this model, the phonons are categorized
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into two groups: the low frequency ballistic phonons with strong wave-like behavior, and the high
frequency diffusive phonons with Fourier-like behavior. For ballistic phonons, a wave equation is
employed and the concept of thermal conductivity is total removed. For diffusive phonons, the
parabolic heat conduction of Fourier’s law is still in use due to its advantages over hyperbolic-type
of heat equation [159]. Compared to the non-equalibrium thermodynamics based models, only two
parameters with clear physical meanings are involved in this simple model, while a quantitative
reproduction of thermal waves experiments can be successfully achieved. In this study, we first
derive the wave-diffusive model, then compare the results from this wave-diffusive model against
the published experimental signals. The good agreement in the comparison confirms the validity of
this model and indicates the possibility to understand the nondiffusive heat transfer phenomena at
room temperature from new perspectives.

5.3.2 Wave-diffusive model

In this section, without the loss of generality, we first derive the one-dimensional (1D) form
of wave-diffusive model for thermal wave experiments. In thermal wave experiments, the heat
transfer can be approximated as 1D [168]. However, a three-dimensional (3D) form can be obtained
similarly.

The schematic of thermal wave experiments is shown in Fig. 5.5. In thermal wave experi-
ments, the sample is a high-purity cubic crystal. The high purity is critical to minimize the resistive
scatterings due to imperfections such as substitutional defect. The side length and thickness of
the crystal are usually several millimeters. On one sample surface, a thin zig-zag shape Manganin
heater is evaporated on one face of the sample. This heater generates a pulse heating with dura-
tion of sub-microsecond. On the opposing face of the sample, a lead detector is evaporated [155]
to record the temperature change of the other surface. It is expected that, if the ballistic phonons
can be preserved during the propagation, a pulse signal of similar shape should be captured on the
detector side.

Figure 5.5: Schematic of the physical situation of the thermal wave experiments. The heater is
evaporated on one surface of the high-purity crystal sample to generate a pulse heating input, while
the detector is evaporated on the opposing surface of the sample to record the temperature change.
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5.3.2.1 Governing equation

For this 1D situation, we start with the energy conservation equation without source term

∂E
∂t

+
∂q
∂x

= 0. (5.14)

We assume that the energy can be divided into two parts carried by two categories of phonons: the
ballistic phonons and diffusive phonons

E = Eb + Ed, (5.15)

where the superscript b and d refer to ballistic and diffusive, respectively. Similarly, the energy flux
can also be divided into two categories as

q = qb + qd. (5.16)

We can now rewrite the governing equation Eq. (5.14) ∂Eb

∂t +
∂qb

∂x = −∆E′
∂Ed

∂t +
∂qd

∂x = ∆E′
, (5.17)

where the source term ∆E′ represents the energy conversion between the ballistic and diffusive
components.

For ballistic part we have

qb = cEb, (5.18)

where c refers to ballistic phonon phase velocity.
On the other hand, for diffusive part, the Fourier’s law can be written as

qd = −κ
∂T
∂x

= −
κ

cv

∂Ed

∂x
, (5.19)

where κ is thermal conductivity and cv is volumetric specific heat. These two thermal properties are
assumed not space-dependent in this case.

Substituting Eqs. (5.18) and (5.19) into Eq. (5.17) yields the governing equation ∂Eb

∂t + c∂Eb

∂x = −∆E′
∂Ed

∂t −
κ
cv
∂2Ed

∂x2 = ∆E′
, (5.20)

The upper equation for ballistic heat transfer component in Eq. (5.20) indicates wave behaviors of
energy transport when compared to 1D general wave equation, which is

ut + cux = αuxx + βuxxx. (5.21)
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We can solve this wave equation by conducting Fourier decomposition

u (x, t) = A exp (at) exp (ikx). (5.22)

Substituting Eq. (5.22) into Eq. (5.21) yields

a = −
(
c + βk2

)
(ik) − αk2. (5.23)

Therefore, the general solution of the wave equation takes the form of

u (x, t) = A exp
(
−αk2t

)
exp

{
ik

[
x −

(
c + βk2

)
t
]}
. (5.24)

Applying this solution to ballistic heat transfer part in Eq. (5.20) without dispersion (β = 0), we get
damping wave solutions

Eb (x, t) = A exp
(
−αk2t

)
exp [ik (x − ct)]. (5.25)

A damping relaxation time, τw, can accordingly be defined as

τw = 1/αk2. (5.26)

This relaxation time quantifies the energy conversion rate from the wave component to diffusive
component. It is a measure of the resultant relaxation time, in which all different scattering mech-
anisms are involved. For example, following the hybrid phonon gas (HPG) model by Ma [168], it
can be written as

1
τw

=
1

3τN
+

5
6τR

, (5.27)

where τR and τN are relaxation time for R-process and N-process, respectively. In this study, we
keep τw as a free parameters to avoid the complication to deal with different scattering mechanisms,
which is out of the scope here.

For input heating with waveform Eb (0, t) = f (t), the solution is

Eb (x, t) = f (t − x/c) exp
(
−αk2t

)
. (5.28)

The damping of ballistic phonons is due to the interactions with diffusive phonons that convert
the ballistic phonons to diffusive phonons. To quantify this energy conversion rate ∆E′, we take
derivative of energy carried by ballistic phonon in Eq. (5.28), i.e.,

∂Eb (x, t)
∂t

= f ′
(
t −

x
c

)
exp

(
−αk2t

)
−

Eb (x, t)
τw

, (5.29)

∂Eb (x, t)
∂x

= −
1
c

f ′
(
t −

x
c

)
exp

(
−αk2t

)
. (5.30)

Obviously, the solution can satisfy the governing equation (5.20) with β = 0. From Eqs. (5.29) and
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(5.30), the quantity of energy conversion rate is

∆E′ =
Eb (x, t)
τw

. (5.31)

Consequently, the governing equation Eq. (5.20) can be rewritten as ∂Eb

∂t + c∂Eb

∂x = −
Eb(x,t)
τw

∂Ed

∂t −
κ
cv
∂2Ed

∂x2 =
Eb(x,t)
τw

. (5.32)

This is the governing equation for the wave-diffusive model in heat pulse situations. If thermal
conductivity is known as in most experimental cases, the only free parameter is the relaxation time
for wave component τw. However, one may realize that a clean analytical form of wave component
may not always be accessible.

5.3.2.2 Initial & boundary conditions

For boundary condition of ballistic heat transfer at x = 0, we can either specify pulsed Eb or
qb = cEb, both will give the same solution. Here, we assume a Gaussian pulse

Eb (0, t) = f (t) = exp

− (
t − tc
√

2σt

)2. (5.33)

For diffusive component, two boundary conditions are needed. On both the heater and detec-
tor sides, the boundary is considered as a thermal interface due to the energy loss from the sample
to the detector: at heater side x = 0, we specify

qd = h
(
Ed
∞ − Ed |x=0

)
/cv, (5.34)

while at detector side x = L, we specify

qd = h
(
Ed |x=L − Ed

∞

)
/cv. (5.35)

The interface conductance h of this thermal interface has no interference with the major physical
features of the thermal wave signals [145].

During heating process, we assume that when phonons are initially excited, they are all bal-
listic since they have not participated in any scattering event associated with propagation. Similar
assumption was also implemented in the extended thermodynamics [158]. Therefore, only ballis-
tic phonons are excited at the boundary x = 0. This assumption equivalently defines the initial
condition (Ed = 0 everywhere) for the diffusive heat transfer. As time evolves, the energy car-
ried by ballistic phonons will be gradually transferred to diffusive phonons through phonon-phonon
interactions. Eventually, we will find that heat can be dissipated through both side of the crystal.

5.3.2.3 Numerical method

When solving wave-diffusive model in thermal wave experiments, we normalize the variables
using the form of φ∗ = φ/φ0, where φ is general variable and phi0 is the reference value for nor-
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malization. In thermal wave experiments, we select the crystal size L as the length scale, L/c as the
time scale. Accordingly, the governing equation can be writen as

∂Ed∗

∂t∗
− κ∗

∂2Ed∗

∂x∗2
=

Eb∗

τ∗w
, (5.36)

where Eb can be obtain by Eq. (5.28), and κ∗ = κ/cvcL is nondimensional thermal conductivity.
Accordingly, the normalized initial condition is

Ed∗ = 0, (5.37)

and boundary conditions are

∂Ed∗

∂x∗
|x∗=0 = −

hL
κ

(
Ed∗
∞ − Ed∗|x∗=0

)
, (5.38)

∂Ed∗

∂x∗
|x∗=1 = −

hL
κ

(
Ed∗|x∗=1 − Ed∗

∞

)
. (5.39)

The normalized governing equation with initial and boundary condition, Eqs. (5.36)-(5.38), is then
solved by simple finite difference method. A central difference scheme is used for spatial derivative,
and Crank-Nicolson scheme is used for time evolution. Accordingly, the discretized governing
equation and auxiliary conditions are given as

Ed∗,n+1
j − Ed∗,n

j =
κ∗∆t∗

2∆x∗2
(
Ed∗,n+1

j+1 − 2Ed∗,n+1
j + Ed∗,n+1

j−1

)
+
κ∗∆t∗

2∆x∗2
(
Ed∗,n

j+1 − 2Ed∗,n
j + Ed∗,n

j−1

)
+

1
τ∗w

Eb∗,n+1
j + Eb∗,n

j

2
∆t∗, (5.40)

Ed∗,n+1
2 −Ed∗,n+1

1 + Ed∗,n
2 − Ed∗,n

1

= −
hL∆x∗

κ

(
2Ed∗
∞ − Ed∗,n+1

1 − Ed∗,n
1

)
, (5.41)

Ed∗,n+1
J −Ed∗,n+1

J−1 + Ed∗,n
J − Ed∗,n

J−1

= −
hL∆x∗

κ

(
Ed∗,n+1

J + Ed∗,n
J − 2Ed∗

∞

)
, (5.42)

Ed∗,1
j = 0, (5.43)

where J is the total number of grid in the domain, n and j are time and space step indices, respec-
tively. The discretized equation can then be easily solved using a band solver. The results for all
cases are checked and confirmed grid-independent.
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5.3.3 Results

Before comparing the numerical results with the experiments, we briefly state the material
properties. The specific heat of NaF crystal is obtained through literature [169]

cv = 234NAkB (T/ΘD)3 , (5.44)

where NA is Avogadro constant, kB is Boltzmann constant, ΘD = 466 K is Debye temperature. The
density of NaF is 2866 kg/m3 [164]. The longitudinal wave speed (cl = 6051 m/s) and transverse
wave speed (ct = 3186 m/s) are also specified in literatures [154, 156]. The thermal conductivity,
which the key parameter, is obtained from the corresponding studies as will be shown later. We
assume that thermal conductivity is the same for both longitudinal and transverse modes, though
different polarization modes should have different scattering mechanisms and thus different thermal
conductivity. Since in most cases the two polarization peaks are well separated, the relaxation time
τw can be fitted individually from the corresponding peak. Here, we compare and discuss the results
in the three regimes as specified in the introduction section: ballistic regime, diffusive regime and
transitional regime.

5.3.3.1 Ballistic regime

Typically, when the environmental temperature is lower than 10 K, strong ballistic transport
can be observed in NaF crystal of relatively high purity. Figure 5.6 shows a comparison between
the experimental results at 9.6 K by Jackson et al. [154] and wave-diffusive results. Different from
diffusive heat transfer, the temperature signal recorded by the detector clearly depicts two separate
peaks corresponding to two polarization modes of phonons: longitudinal and transverse. Excellent
agreement can be observed in the comparison between the experimental results and our simulation
results.

There is certain delay time (roughly 0.2 µs) for the heating pulse peak. The delay can be
calculated from the arrival time of the peaks in experiment. The delay time remains the same for
both polarization modes. The heating pulse duration (FHWM) is fitted as 0.25 µs from this ballistic
transport case. This value, as indicated by McNelly et al. [155], falls into the range of 0.1 to 1.0 µs
in practical experiments. The arrival time of these two separate peaks coincides with the theoretical
arrival time for the two polarized waves in the sample. The waveforms of these two separated peaks
also suggest minor dissipation during propagation, indicating that the scattering effect is weak at this
temperature in the bulk sample. The fitted τwl is 1.25 µs for longitudinal mode and τwt is 4.51 µs for
transverse mode based on the measured thermal conductivity of 8857.93 Wm−1K−1 (curve B of Fig.
3 in Ref. [156]). One reference relaxation time τR = 1.56 µs reported by Ma [168] is comparable
to our fitted τw. This value is calculated based on the assumption that boundary scattering (due to
the Casimir limit [170]) is dominant over the scatterings in the bulk. In this regime, the result is not
very sensitive to τw.

5.3.3.2 Diffusive regime

When the temperature is high enough (i.e., 25.5 K), the diffusive transport dominates the heat
transfer and first sound peak is quickly dissipated. Rogers et al. [162], on the other hand, reported
the thermal wave experiment results close to the other limit: diffusive transport. They provided not
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Figure 5.6: Thermal wave signals at 9.6 K in ballistic transfer regime by Jackson et al. [154] (solid
line) and wave-diffusive model (dashed line). The sample size in the thermal wave propagation
direction is 8.3 mm.

only the experimental data but also a computational model for simulating the thermal wave. The two
results are both plotted in Fig. 5.7, along with the thermal wave calculated from the wave-diffusive
model.

The wave-diffusive model also predicts a correct trend of the thermal wave in diffusive
regime. In this diffusive case, a thermal conductivity of 3536.99 Wm−1K−1 can be directly ex-
tracted by from the curve in Fig. 11 of the work by Rogers et al. [162] with linear interpolation. The
extracted relaxation time is τwl = 0.027 µs for longitudinal mode and τwt = 0.096 µs for transverse
mode. However, here, one may notice that both numerical results almost exceed the upper noise
bound at the tail. Actually, Ma [168] reported similar trend of the tail behavior. This minor dis-
crepancy is most possibly due to the energy loss through the interface between the sample and the
detector. The detector receives and absorbs a small amount of energy, equivalently cooling down
the backside of the sample cube. In the ballistic case, such cooling effect is secondary because of the
short duration time (less than 10 µs) monitored. However, as the duration of the experiment obser-
vation increases, this cooling effect introduces differences. To qualitatively capture this and better
model the practical situation, minor heat loss (non-zero interface conductance h) is assumed at the
detector side surface, to physically reproduce the heat transfer through the interface to the detector.
An order-of-magnitude estimation yields an average interface conductance h = 6 × 105 Wm−2K−1

considering typical heat pulse experiment parameters [155]: heating pulse average power of 150 W,
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Figure 5.7: Thermal wave signals in diffusive transfer regime by Rogers et al. [162] from exper-
iments (dashed-dot lines) and his model (dashed line), and the wave-diffusive model (solid line).
The sample size in the thermal wave propagation direction is 4.3 mm.

duration of 1 µs, repetition rate of 1 kHz, sample cross-section of 5 mm×5 mm and average temper-
ature rise of 0.01 K.

5.3.3.3 Transition between the ballistic and diffusive thermal transport

When the temperature falls between the ballistic and diffusive limit, a transition of waveform
takes place, as observed by McNelly et al. [155] and Jackson and Walker [156]. The results are
shown in Fig. 5.8. The signal amplitude is normalized. McNelly et al. pointed out that, it is not
meaningful to compare the pulse amplitudes for different traces, because the amplifier gain was
increased with increasing temperature.

At different environmental temperatures, thermal wave propagation behaves differently. A
smooth transition from the ballistic heat transfer to the diffusive heat transfer can be observed as the
environmental temperature increases. At 7.8 K for this NaF sample, ballistic transport is captured
as two clear separate peaks with little dissipation, like the signal in Fig. 5.6. At around 11 K to
12 K, the diffusive component emerges, causing the broadening of the temperature pulses, though
the ballistic component can still be observed as two peaks with the same arrival time. This implies
that the transport is not purely ballistic since more and more phonons are delayed possibly due
to the collision or scattering of multiple kinds. Nevertheless, the intensity of scattering is still
not high enough to justify the diffusive assumption for all phonons. Consequently, both ballistic
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Figure 5.8: Thermal wave signals in transitional regime by (a) McNelly et al. [155] and (b) Jackson
and Walker [156] at different environmental temperature. The circle represents the experimental
signal, and solid line shows the result by wave-diffusive model. The sample size in the thermal
wave propagation direction is (a) 7.8 mm and (b) 7.9 mm.
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Table 5.1: Measured thermal conductivity and extracted τw for different experimental cases and the
corresponding thermal transport regime.

Experiment Temperature Long. τwl Trans. τwt Therm. cond. κ Regime
Ref. [154] 9.6 K 1.25 µs 4.51 µs 8858 Wm−1K−1 Ballistic
Ref. [155] 7.8 K 0.52 µs 0.75 µs 5267 Wm−1K−1 Ballistic
Ref. [155] 11.0 K 0.46 µs 0.47 µs 6981 Wm−1K−1 Transitional
Ref. [155] 12.0 K 0.38 µs 0.46 µs 7000 Wm−1K−1 Transitional
Ref. [155] 14.2 K 0.21 µs 0.38 µs 6320 Wm−1K−1 Diffusive
Ref. [156] 11.0 K 0.71 µs 0.93 µs 9124 Wm−1K−1 Ballistic
Ref. [156] 13.0 K 0.46 µs 0.57 µs 13032 Wm−1K−1 Transitional
Ref. [156] 14.5 K 0.45 µs 0.48 µs 14561 Wm−1K−1 Transitional
Ref. [162] 25.5 K 0.027 µs 0.096 µs 3537 Wm−1K−1 Diffusive

and diffusive transport contribute to the heat transfer in this transitional regime. Additionally, in
this regime, another new and interesting feature, the second sound, can be observed as the third
peak in the signal. The second sound is believed to exist when the momentum-conserving phonon
collisions (N-processes) becomes significant compared to the momentum-destroying collisions (R-
process). Hence, the phonons travel collectively as a temperature pulse, known as second sound,
with varying speed depending on the scattering intensity. Mathematically, in wave-diffusive model,
strong N-process triggers an efficient conversion of energy from the ballistic component to the
diffusive component, as indicated by Eq. (5.26). This effect does introduce a diffusive-like tail due
to the energy conversion.

The extracted parameters are summarized in Table 5.1. The thermal conductivity for each
case is found in the corresponding studies.

5.4 Discussions

In existing experiments, the transition between ballistic propagation and diffusive propaga-
tion was observed by tuning the environmental temperature. Effectively, the relaxation time for
scattering also varies, and different transport regimes can be reached. However, according to the
wave-diffusive model, this transition is also expected to happen inside the crystal sample, even at
high temperature. In other words, the ballistic propagation should still be observable within certain
distance from the heater in diffusive regime. Based on the ballistic component solution given by Eq.
(5.28), a characteristic length Lc similar to the “penetration” length of the ballistic phonons can be
defined as

Lc = − ln (0.01)
c
τw
. (5.45)

This Lc indicates the propagation distance at which the ballistic component decays to 1% of its
original value. A different factor can also be selected depending on the requirements to replace the
factor, − ln (0.01), in Eq. (5.45). An example calculation for this 14.5 K case yields a characteristic
length of 9 mm, as compared to the actual sample size of 7.9 mm. This suggests that, a diffusive-
like signal can be captured if the sample size increase to 9 mm. The corresponding time scale t0 for
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normalization is given by

t0 =
Lc

c
= − ln (0.01)τw. (5.46)

With the estimated propagation characteristic length and time, we study the full propagation
process in a virtual crystal sample. This virtual crystal sample shares the same properties as the
one shown in the bottom curve of Fig. 5.8(b) at 14.5 K, but its size is 12.47 mm instead of 7.9 mm
using longitudinal speed. The propagation process is visualized by the temperature rise profiles
at different selected moments in Fig. 5.9(a) and the history of temperature rise signal at different
locations in Fig. 5.9(b). In Fig. 5.9, the input heat pulse decays in amplitude as propagating, while
leaves a diffusive tail on its path. The decay behavior is exponential, as suggested by Eq. (5.28).
The decayed signal vanishes at the other end of the domain when normalized length is 1, indicating
the validity of the length window provided by Eq. (5.45). The diffusive tail in the signal is resulted
by the dissipated energy from ballistic component. On the other hand, the signal taken at different
locations also indicates a transition process within the virtual crystal sample. At normalized length
of 0.1, the longitudinal peak and transverse peak cannot be distinguished due to the width of the
heating pulse. But they are separated after normalized length of 0.2. At normalized length of 1, the
signal becomes very flat and two first sound peaks can barely be recognized. The direct comparison
of signals at different locations also suggest that, even if the normalized signal in diffusive regime
seems significant, but it should be small in amplitude when compared to the ballistic component.

On the other hand, in this study, unfortunately, different scattering mechanisms are not well
accounted due to the simplification. This is probably the reason why second sound cannot be well
described here. The purity of the crystal applied in the experiment is sufficiently high so that dif-
ferent scattering mechanisms are necessary to be considered. If so, the simplified relaxation time
assumption fails. In fact, the attempt to distinguish different scattering mechanisms and to extract
relaxation time for specific scattering has been made for many years. However, no well recognized
method has been reported. For example, the N-process mean free path in NaF at low temperature
can be extracted by thermal conductivity data [156] and by direct analysis of heat pulse exper-
iment [162], but the two methods fail to converge with about 10 fold difference between them.
Moreover, in high temperature cases, the phonon dispersion relation should also be considered to
replace simplified gray assumption.

5.4.1 Conclusions

We proposed a simple wave-diffusive model to provide new perspectives for nondiffusive
heat transfer phenomena. We used this model to interpret the thermal wave experiments at cryo-
genic temperatures. The thermal wave signals in all three transport regimes, namely ballistic regime,
transitional regime and diffusive regime, have been successfully reproduced. The relaxation time
of wave component τw offers meaningful insights for the explanation of the transition mechanisms
between different transport regimes. The wave and diffusive component dominates the thermal
transport in ballistic and diffusive regime respectively, while the energy conversion characterized
by τw enables a successful reconstruction of the phenomena in the transitional regime. The wave-
diffusive model is therefore proved applicable for thermal wave experiments at cryogenic temper-
atures, where the wave-like behavior of thermal transport is significant. This study suggests the
possibility to characterize the ballistic transfer regime from the perspective of waves, showing its
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Figure 5.9: (a) The profiles at different moments and (b) the history at different locations inside
the sample with same properties of the sample in Fig. 5.8(b). The crystal length is 12.47 mm, the
environmental temperature is 14.5 K, thermal conductivity is 14561 Wm−1K−1 and τwl = 0.45 µs
for longitudinal mode and τwt = 0.48 µs. The length is normalized by Lc given in Eq. (5.45), and
time is normalized by t0 given in Eq. (5.46).

potential to provide new insights for nondiffusive heat transfer experiments above cryogenic tem-
peratures and even at room temperature.
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5.5 Summary

In sum, we consider the nondiffusive heat transfer phenomena at cryogenic temperature. We
employ simplified nondiffusive heat transfer model to investigate the impacts due to the failure of
traditional diffusive assumption. However, due to the complexity of the diamond thin film and lack
of existing data, the experimental work is still needed to validate the results by nondiffusive models
and evaluate the practical performance of the optics at that temperature.
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Chapter 6

Summary and Future Work

6.1 Concluding Remarks

Thermal load is an important issue limiting performance of the optics for high-brightness
high-repetition-rate X-ray free-electron laser. Due to the extreme high photon flux with low beam
divergence, severe power density induces highly localized non-uniform thermal deformation and
strain in the optics, especially crystal monochromators. As identified in chapter 1, the overall ob-
jective of this dissertation is to characterize the thermal load effects on crystal optics performance
at high repetition rate, and provide general design principle for the optics and operation conditions.

Accordingly, after analyzing all relevant physical processes, an analytical model was devel-
oped to qualitatively and semi-quantitatively understand how thermal load results in the distortion
of the crystal response under Bragg condition. Based on the analytical model, different factors were
decomposed and general design directions were listed. The results indicate that, the thermal dis-
tortion of the rocking curves consists of two effects: 1) the tunable central photon energy shift due
to the overall temperature increase and 2) the untunable rocking curve distortion due to the strain
gradient within the footprint.

More realistic numerical simulation were performed for different situations based on the cou-
pled photo-thermal-mechanical simulation tool developed in this study. In pump-probe situations,
the dominant component is the untunable part. Depending on SASE parameters, strong distortion of
rocking curves due to thermal load was observed. For transmissive monochromator for self-seeding
applications, the thermally induced strain field results in severe reduction of the seed power, even
to the extent that the seed cannot dominate the shot noise and self-seeding fails. For beamline
multi-bounce monochromator, similar distortion was also observed, but it leads to a peak intensity
suppression for the output photon beam. This is because of the spectrum mismatch between different
crystal surface, implying the existence of similar issue in multi-stage Bragg diffraction systems. In
addition, the wavefront of the output beam was also distorted by the thermal bump. The wavefront
distortion, or transverse coherence degradation, introduces additional error for applications such as
coherent X-ray diffractive imaging and X-ray holography. The footprint shape and location deviate
from design status, as observed both experimentally and numerically. Fringes appear, indicating the
interference within the photon beam and complicating the data analysis on the user side. All these
effects were characterized through the developed photo-thermal-mechanical simulation tool.

Further investigations were performed for multi-pulse situations, where the thermal load was
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accumulating pulse-by-pulse until a quasi-steady state depending on system configuration. Both
tunable component and untunable component of thermal load contribute to the changes of the crystal
rocking curve. For pulse train mode, the thermal load varies pulse-by-pulse, or dynamically, so that
the tuning should be accordingly dynamic to enable the minimization of thermal load effects. In
multi-stage system where multiple crystal monochromator were considered, the dynamic thermal
load could result in the spectrum mismatch issues, if the thermal load on each crystal is unequal for
each pulse. In uniform pulse situation where a quasi-steady state will finally be reached, the tuning
guideline is also provided and the critical operating parameters can be determined according to the
selected criteria. Different geometric design of the monochromator were studied and compared with
realistic random incident SASE pulses. The results suggest that cryogenic cooling is necessary at
high repetition rate for all designed monochromators. At present, frontier research on hard X-ray
self-seeding project in SLAC national accelerator laboratory is on-going and experiments have been
scheduled.

At cryogenic temperatures where new challenge by nondiffusive heat transfer may emerge,
potential tools were also prepared and preliminary explorations were conducted. Based on two-
parameter heat conduction (TPHC) model, a nondimensional criterion was selected to provide quick
identification on the necessity of applying nondiffusive thermal transport models. In more extreme
cases where ballistic heat transfer can be observed, a simplified wave-diffusive model was proposed
to model the transport process. In addition to tackling the potential challenge that X-ray optics
may be faced with at cryogenic temperature, the wave-diffusive model also offers more insights for
fundamentals of thermal transport from new perspectives.

6.2 Future Work

Based on the results and understanding provided by this dissertation, one most important and
planned study in the near future is the experimental characterization of crystal behavior under ther-
mal load. This includes the design of cryo-cooling system for self-seeding crystal monochromator
at high brightness and high repetition rate, and the validation for the simulation package developed
in this dissertation. In addition, more possible directions have been open for future work. We here
address some aspects of future study.

6.2.1 Feedback control based on thermal load

As indicated in this dissertation, the central photon energy shift can be compensated through
re-orienting the monochromator. In current practical operation, the tuning process is still mostly
achieved by manual control. This poses significant difficulty on tuning processes at dynamic situ-
ations (pulse train mode) or multi-crystal cases (XFELO). When properties of the incident photon
beam are measured from upstream diagnostic devices, the thermal load can be determined by simu-
lation and the tuning parameters can be fed into the control system to automatically re-orienting the
crystal. This can lead to significant simplifications on the control and tuning for many applications.

6.2.2 Ring heater for thermal load gradient compensation

One major challenge in mitigating thermal load is mitigating the thermally induced strain
gradient. As described by the analytical model, this part cannot be compensated by re-orienting the
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crystal. Although cooling is an effective and promising solution for applications that working at
quasi-steady state, it does not work for situations where the crystal has very limited time to relax.
In this case, one very challenging but possible solution is the implementation of a ring heater (such
as a ring shape infrared laser) synchronized with the incident pulse. In this way, the thermal power
distribution becomes even on the crystal surface and the gradient effects can be strongly suppressed.

6.2.3 Surface morphology detection

In the study for beamline monochromator, the footprint and wavefront are distorted by the
thermal bump on crystal surface. The output beam is still to some extent coherent but distorted. In
fact, the actual shape information has been “mapped” in the output beam. With recent development
of the wavefront sensor, it becomes possible to detect extremely small and fine structures or fast
dynamics with XFEL.

115



Bibliography

[1] M. Hart, L. Berman, X-ray optics for synchrotron radiation: Perfect crystals, mirrors and
multilayers, Acta Crystallographica Section A: Foundations of Crystallography 54 (6) (1998)
850–858. doi:10.1107/S0108767398011283.

[2] M. R. Howells, Some fundamentals of cooled mirrors for synchrotron radiation beam lines,
Optical Engineering 35 (4). doi:10.1117/1.600607.

[3] C. S. Rogers, D. M. Mills, W. K. Lee, P. B. Fernandez, T. Graber, Experimental results with
cryogenically cooled thin silicon crystal x-ray monochromators on high heat flux beamlines,
in: High Heat Flux Engineering III, Vol. 2855, International Society for Optics and Photonics,
1996, pp. 170–179. doi:10.1117/12.259830.

[4] T. L. Bergman, F. P. Incropera, D. P. DeWitt, A. S. Lavine, Fundamentals of Heat and Mass
Transfer, John Wiley & Sons, 2011.

[5] E. Seddon, J. Clarke, D. Dunning, C. Masciovecchio, C. Milne, F. Parmigiani, D. Rugg,
J. Spence, N. Thompson, K. Ueda, et al., Short-wavelength free-electron laser sources and
science: a review, Reports on Progress in Physics 80 (11) (2017) 115901.

[6] J. Amann, W. Berg, V. Blank, F.-J. Decker, Y. Ding, P. Emma, Y. Feng, J. Frisch,
D. Fritz, J. Hastings, Z. Huang, J. Krzywinski, R. Lindberg, H. Loos, A. Lutman, H.-D.
Nuhn, D. Ratner, J. Rzepiela, D. Shu, Y. Shvyd’ko, S. Spampinati, S. Stoupin, S. Teren-
tyev, E. Trakhtenberg, D. Walz, J. Welch, J. Wu, A. Zholents, D. Zhu, Demonstration of
self-seeding in a hard x-ray free-electron laser, Nature Photonics 6 (10) (2012) 693–698.
doi:10.1038/nphoton.2012.180.

[7] Free-electron laser, page Version ID: 923932611 (Oct. 2019).

[8] C. Pellegrini, A. Marinelli, S. Reiche, The physics of x-ray free-electron lasers, Reviews of
Modern Physics 88 (1) (2016) 015006. doi:10.1103/RevModPhys.88.015006.

[9] R. Bonifacio, C. Pellegrini, L. M. Narducci, Collective instabilities and high-gain regime
in a free electron laser, Optics Communications 50 (6) (1984) 373–378. doi:10.1016/0030-
4018(84)90105-6.

[10] C. Pellegrini, The history of x-ray free-electron lasers, The European Physical Journal H
37 (5) (2012) 659–708. doi:10.1140/epjh/e2012-20064-5.

116



[11] C. Feng, H.-X. Deng, Review of fully coherent free-electron lasers, Nuclear Science and
Techniques 29 (11) (2018) 160. doi:10.1007/s41365-018-0490-1.

[12] G. Geloni, V. Kocharyan, E. Saldin, A novel self-seeding scheme for hard X-ray FELs, Jour-
nal of Modern Optics 58 (16) (2011) 1391–1403. doi:10.1080/09500340.2011.586473.

[13] G. Geloni, V. Kocharyan, E. Saldin, Production of transform-limited x-ray pulses through
self-seeding at the european x-ray fel, arXiv:1109.5112 [physics]ArXiv: 1109.5112.

[14] S. Liu, W. Decking, V. Kocharyan, E. Saldin, S. Serkez, R. Shayduk, H. Sinn, G. Geloni,
Preparing for high-repetition rate hard x-ray self-seeding at the european x-ray free electron
laser: Challenges and opportunities, Physical Review Accelerators and Beams 22 (6) (2019)
060704.

[15] Y. V. Shvyd’ko, S. Stoupin, A. Cunsolo, A. H. Said, X. Huang, High-reflectivity high-
resolution x-ray crystal optics with diamonds, Nature Physics 6 (3) (2010) 196–199.
doi:10.1038/nphys1506.

[16] K.-J. Kim, et al., An Oscillator Configuration for Full Realization of Hard X-ray Free Elec-
tron Laser, in: Proceedings, 7th International Particle Accelerator Conference (IPAC 2016):
Busan, Korea, May 8-13, 2016, 2016, p. MOPOW039. doi:10.18429/JACoW-IPAC2016-
MOPOW039.

[17] W. H. Bragg, W. L. Bragg, The reflection of x-rays by crystals, Proceedings of the Royal
Society of London. Series A, Containing Papers of a Mathematical and Physical Character
88 (605) (1913) 428–438. doi:10.1098/rspa.1913.0040.

[18] Bragg condition for the constructive interference of waves,
https://www.didaktik.physik.uni-muenchen.de/elektronenbahnen/index.php.

[19] C. G. Darwin, Xxxiv. the theory of x-ray reflexion, The London, Edinburgh, and Dublin
Philosophical Magazine and Journal of Science 27 (158) (1914) 315–333.

[20] P. P. Ewald, Zur begründung der kristalloptik, Annalen der Physik 359 (23) (1917) 519–556.
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B. Iwan, A. Rocker, D. Westphal, et al., Single mimivirus particles intercepted and imaged
with an x-ray laser, Nature 470 (7332) (2011) 78–81.

[43] D. Milathianaki, S. Boutet, G. Williams, A. Higginbotham, D. Ratner, A. Gleason,
M. Messerschmidt, M. M. Seibert, D. Swift, P. Hering, et al., Femtosecond visualization
of lattice dynamics in shock-compressed matter, Science 342 (6155) (2013) 220–223.

[44] I. A. Vartanyants, A. Singer, A. P. Mancuso, O. M. Yefanov, A. Sakdinawat, Y. Liu, E. Bang,
G. J. Williams, G. Cadenazzi, B. Abbey, et al., Coherence properties of individual femtosec-
ond pulses of an x-ray free-electron laser, Physical review letters 107 (14) (2011) 144801.

119



[45] C. Gutt, P. Wochner, B. Fischer, H. Conrad, M. Castro-Colin, S. Lee, F. Lehmkühler,
I. Steinke, M. Sprung, W. Roseker, et al., Single shot spatial and temporal coherence proper-
ties of the slac linac coherent light source in the hard x-ray regime, Physical Review Letters
108 (2) (2012) 024801.

[46] M. Ware, A. Natan, J. Glownia, J. Cryan, P. Bucksbaum, Filming nuclear dynamics of iodine
using x-ray diffraction at the lcls, Bulletin of the American Physical Society 62.

[47] D. H. Bilderback, A. K. Freund, G. S. Knapp, D. M. Mills, The historical development
of cryogenically cooled monochromators for third-generation synchrotron radiation sources,
Journal of Synchrotron Radiation 7 (2) (2000) 53–60. doi:10.1107/S0909049500000650.

[48] L. Zhang, W. Lee, M. Wulff, L. Eybert, Performance prediction of cryogenically cooled
silicon crystal monochromator, AIP Conference Proceedings 705 (1) (2004) 623–626.
doi:10.1063/1.1757873.

[49] P. Rauer, I. Bahns, W. Hillert, J. Roßbach, W. Decking, H. Sinn, Integration of an xfelo at the
european xfel facility, Proceedings of the 39th International Free-Electron Laser Conference
PROCEEDING-2020-014.

[50] V. A. Bushuev, Effect of the thermal heating of a crystal on the diffraction of pulses of a free-
electron X-ray laser, Bulletin of the Russian Academy of Sciences: Physics 77 (1) (2013)
15–20. doi:10.3103/S1062873813010061.

[51] V. A. Bushuev, Influence of thermal self-action on the diffraction of high-power X-ray pulses,
Journal of Surface Investigation. X-ray, Synchrotron and Neutron Techniques 10 (6) (2016)
1179–1186. doi:10.1134/S1027451016050487.

[52] Y. Shvyd’ko, R. Lindberg, Spatiotemporal response of crystals in x-ray Bragg diffrac-
tion, Physical Review Special Topics - Accelerators and Beams 15 (10) (2012) 100702.
doi:10.1103/PhysRevSTAB.15.100702.

[53] M. S. Shur, Handbook Series on Semiconductor Parameters, World Scientific, 1996.

[54] W. Ackermann, G. Asova, V. Ayvazyan, A. Azima, N. Baboi, J. Bähr, V. Balandin, B. Beut-
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