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ABSTRACT OF THE THESIS

Capturing Tumbling Objects in Orbit

with Adaptive Tube Model Predictive Control

by

Aaron John Sabu

Master of Science in Electrical and Computer Engineering

University of California, Los Angeles, 2023

Professor Paulo Tabuada, Chair

In this thesis, we will address the problem of capturing a tumbling, i.e., noncoop-

erative, object in orbit. A tumbling object, also known as the target, can be a

malfunctioning satellite or space debris that must be stabilized or removed to pre-

vent collisions with other surrounding assets. Typical approaches use agents, called

chasers, that attach to the tumbling object to stabilize or change the target’s or-

bit. While rendezvous and docking with cooperative objects has been possible since

Project Gemini in the 1960s, effective strategies for tumbling objects that account

for uncertainty in the target’s orbit have yet to be developed. We propose a novel

adaptive tube model predictive control (MPC) formulation that is composed of a

rendezvous (initial approach) and docking phase with the target. Importantly, the

formulation includes uncertainty in the eccentricity and the drag parameters of the

target’s orbit. The approach is able to ensure all safety constraints are satisfied while
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also being able to incorporate online data to improve the prediction model, resulting

in less conservative behavior. Simulation results of a single chaser-target scenario

illustrate the approach. Moreover, an optimization-based method is proposed for

computing the optimal amount of thrust to stop the tumble of the target once the

chaser has docked with the target. A multi-chaser strategy is also explored.
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CHAPTER 1

Introduction

1.1 Motivation

Since the launch of Sputnik 1 in 1957, the amount of human-made orbital debris

has increased dramatically. The first two pieces of debris were the rocket stage

that launched the artificial satellite and the satellite itself. Today, there are over

27,000 officially cataloged objects in orbit, most of which are non-functional and

non-cooperative. Such non-cooperative systems in orbit have the potential of causing

a self-sustaining growth of collisions with other space debris—known as the Kessler

syndrome—that could make some low Earth orbits unusable for long-term use. Our

research is inspired by the need to control and deflect tumbling non-cooperative

objects in orbit so as to avoid the risk of collisions with more vital orbiting systems

such as functional satellites and space stations.

1.2 Literature Review

Non-cooperative space debris is generally inert and shut down in orbit. Such

spacecraft may actively or passively not provide information regarding their inertial

and orbital parameters as a result of which external observation is vital. Techniques
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for rendezvous with and control of such tumbling objects have been presented us-

ing a single spacecraft agent. This thesis relates to the work done in [AOS21] on

autonomous rendezvous and docking with a tumbling target in orbit. This paper

proposes a pipeline involving the estimation of the tumble of the target, the pre-

diction of the target state, the trajectory planning of the chaser, the correction of

reference trajectory error (due to inertial estimate errors) using robust control, and

docking with the target. Similarly, [LYZ19] designs a robust output-feedback control

strategy for spacecraft rendezvous and docking maneuvers in the presence of exter-

nal disturbances and actuator saturation. The problem of fuel-optimal trajectory

planning for rendezvous with tumbling targets has been addressed from the practi-

cal perspective of trajectory discretization and curve fitting [SM18], hence exploring

the need to balance computational efficiency with fuel cost. The target satellite is

assumed to be uncommunicative, rigid, without flexible structures, or fuel slosh, and

the chaser satellite is taken to have accurate state estimation and control, both of

which are assumptions considered in this thesis as well. However, the paper assumes

the synchronicity of the chaser with the target due to the short duration of the ap-

proach, hence naturally decreasing the likelihood of a collision between the chaser

and the target. We relax this assumption in this thesis as a result of which the chaser

uses model predictive control with robust techniques to recursively plan paths that

prevent collisions with the target.

Although this has been conceptualized using single-agent systems, we also explore

the idea of using multiple chasers in order to bring a large tumbling target to a stand-

still. For instance, target information estimation has been proposed [NHC22] using

multiple chasers and the subsequent state estimation, guidance, and control of the

chasers. Similarly, previous literature [MC23] proposes multi-agent inspection of the
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target and the subsequent centralized estimation of agent positions with no a priori

information available using sliding window factor graphs (SWFG). However, these

papers focus on the observation of the target and do not propose techniques for in-

teracting with the target for subsequent detumbling and redirection into a graveyard

orbit. We explore the idea of extending this concept into multi-agent docking and

interaction with the target. Previous studies have explored multi-agent detumbling

methods utilizing non-contact approaches such as electromagnetic satellites equipped

with high-temperature superconducting (HTS) coils [YYY21]. However, this thesis

delves into the feasibility of employing the propulsion system of the satellite, which

is already in place for orbital positioning, to achieve detumbling of the target object.

On a related note, previous literature [NHC22] presents multi-agent solutions

to on-orbit inspection from a distance. This has been supplemented in [CNR23]

by resilient techniques to optimally perform multi-agent inspection in the scenario

of failures/attacks of one or more inspector chasers. On a similar note, [ACL23]

uses decentralized deep reinforcement learning techniques to decide viewpoints, plan

agent trajectories, and perform viewpoint transfers for the inspection of a target

object using one or multiple inspector satellites. We intend to explore the idea of

blending the idea of using multiple chasers with the problem of detumbling the target.

It is vital to estimate the position, velocity, and other inertial parameters of the

target in the approach of the chaser to the target. Techniques to estimate the in-

clination of the orbit and the rate of change in the right ascension of the ascending

node and, hence, the right ascension of the ascending node (RAAN) have been pro-

posed [HFY22] with the assumption of a circular orbit. Similarly, [GWZ20] achieves

convergence for parameter estimation of a non-cooperative target in orbit using a

stereo-vision-based extended Kalman filter (EKF) observer, however, assuming the
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orbit to be circular with no drag. Now, previous research that deals with the prob-

lem of this thesis such as [AOS21] and [SSM17] assumes the accurate calculation

of potentially unknown inertial and orbital parameters. In an effort to relax this

assumption, we explore the idea of robustness in trajectory planning using tube

model predictive control. In particular, we incorporate the concept of dynamic ro-

bust control-invariant (RCI) tubes as proposed in [LSH19]. This is further observed

in application in [SBL23].

Chaser-target interaction can be made possible using several techniques. These

include the use of tethers by the chaser to attach onto a target that is at a distance

[ZYZ19, OVS20, LLC21]. While an operational satellite or spacecraft can be either

partially cooperative (via communication of target characteristics and dynamics) in

the case of the on-orbit servicing problem, much of space debris is non-cooperative

and passive [AOS21]. In addition, the tumble of the target may not allow the attach-

ment of a free-flying tether at a specific location on the target. Previous research

[PZZ17] has dealt with this by instead proposing techniques to perform rendezvous

and docking with the target. Although this is a feasible solution, the possibility of

collisions is very likely. The problem of collisions has been addressed in [SL16] by

considering convex polytope models for the chaser and the target, hence, making the

collision constraints more conservative. A similar problem is solved using conserva-

tive constraints around obstacles and control of error dynamics in [BT19] to generate

safe trajectories for the chaser. Furthermore, tube model predictive control has been

incorporated in [SBL23] to constrain the trajectory of the chaser in the presence of

uncertainty, so as to prevent collisions.

Previous research on on-orbit servicing has dealt with a problem similar to that

proposed and solved in this thesis. The need to inspect, relocate, restore, and aug-
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ment existing systems in orbit using servicing vehicles has been proposed in the

past [LRH07]. The system proposed by [BDP22] utilizes measurements of onboard

sensors on both the target and the chaser and information exchange (for range and

bearing measurements) via an inter-satellite link (ISL). Also, [OAH08] considers the

servicing of the NextSat satellite using the ASTRO servicer where the target satellite

could determine and control its attitude but did not have thrusters to modify its or-

bit. Hence, much research on on-orbit servicing assumes the sharing of information

between the controlled spacecraft; i.e., the chaser, and the uncontrolled spacecraft;

i.e., the target such that the chaser obtains accurate estimates of the angular and

orbital properties of the target.

Existing literature [LHM22] also provides insight into the detection of uncoop-

erative spacecraft in orbit using lightweight convolutional neural network models.

Similarly, the reconstruction of non-cooperative targets has been proposed with the

use of variants of the neural radiance field (NeRF) algorithm [CMN23] - the Instant

NeRF algorithm reduces computation cost by several orders of magnitude whereas

the Dynamic NeRF algorithm considers the motion of the target for reconstruction,

hence making it possible to observe the target under changing attitudes and lighting

conditions. Furthermore, previous research [MLM19] has proposed the identification

of the inertial parameters of the target such as its mass, center of mass, principal

moments of inertia, and offset quaternion with respect to any given body-fixed ref-

erence frame. The paper suggests the use of a time-of-flight camera to observe the

target followed by the motion state estimation using an extended Kalman filter. The

mass and the real moments of inertia are calculated from observation of how the

target reacts to a linear impulse provided by a physical touch from the observing

spacecraft.
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1.3 Thesis Contributions

Based on the literature review that has been conducted in light of the motivation

for this problem and the subsequent need for reliable solutions to the detumbling

problem in orbit, we propose the application of adaptive dynamic tube model pre-

dictive control (ADTMPC) to facilitate chaser trajectory planning for rendezvous

and docking. We propose trajectory planning of the chaser using model predictive

control where changes in the environment are considered in the problem by opti-

mizing a finite time horizon but only implementing the solution for a much smaller

duration and then optimizing again, repeatedly. However, this may still lead to the

possibility of collisions with the target. This is all the more likely since the target

is the main obstacle in this problem while the final docking position also lies on the

surface of the target. Moreover, we consider the possibility of uncertainty in trajec-

tory due to unknown inertial and orbital parameters. As a result, we propose the

use of robust techniques, particularly, robust tubes, to set a bound on the possible

trajectory of the chaser with the assumption of a range of values for the unknown

parameters. While robust tubes prevent collisions, they also prevent the chaser from

reaching the final state that lies on the target (which is also the obstacle under con-

sideration). Hence, we propose techniques based on [MLL20] to shrink these robust

tubes with better estimates of the unknown parameters that cause this trajectory

uncertainty. This in turn makes the system less conservative for trajectory planning

while remaining safe from collisions with the target.

6



1.4 Thesis Outline

Chapter 2 presents the problem statement in more detail while also providing

information on the setup of the chaser and the target. Chapter 3 deals with the

basic trajectory optimization problem followed by the estimation of unknown pa-

rameters using adaptive control techniques. It further elaborates on the constraints

and bounds involved in this problem. This is followed by an explanation of the effects

of using dynamic tubes to avoid constraint violation in Chapter 4. It also proposes

techniques to expand this problem using multiple chasers. The chaser, following its

attachment onto the target, needs to exert torque on the target to stop detumbling.

This is discussed in Chapter 5. In Chapter 6, we demonstrate the effectiveness of us-

ing ADTMPC over other techniques that do not include elements of this algorithm.

Finally, the appendices provide more information on the dynamics of the chaser for a

simplistic (circular orbit with no drag) scenario followed by a more realistic (elliptical

orbit with quadratic drag) one.
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CHAPTER 2

Problem Formulation

The translational dynamics of the chaser are considered to be in the local-vertical-

local-horizontal (LVLH) frame of reference of the target. As depicted in Figure 2.1,

this reference frame is centered at the center of mass of the target and fixed with

respect to the orbit with its Y-axis pointing radially into the center of the Earth,

the X-axis pointing opposite to the direction of the velocity of the target spacecraft,

and the Z axis pointing along the angular momentum vector of the target, hence

completing a right-handed system. If we assume the orbits of the target and the

Figure 2.1: Local-Vertical-Local-Horizontal Frame of Reference of the Target.

chaser to be circular, within close proximity to the target, the translational dynamics

of the chaser follow the Clohessy-Wiltshire-Hill (CWH) equations (refer to Appendix
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A). However, in this paper, we generalize the problem to targets that may be in

elliptical orbits around the Earth. Appendix B describes the dynamics of relative

motion in an elliptical orbit where the chaser and the target may have unequal drag

constants. These dynamics apply to the chaser with respect to the LVLH frame of

reference (refer to frame L in Figure 2.2). As considered in [CH02], we assume an

inverse law, g(R) = 1/R, to model the variation in atmospheric density. However,

we realize that this inverse law does not perfectly represent the scale of the trend

of atmospheric density [EDP21]. As a result, we consider the corresponding ratio in

variation into the drag constants α and β of the target and the chaser respectively.

Such a system considers the true anomaly θ of the orbit as the independent variable,

hence giving the following dynamical equations:

r′(θ) = A(θ, θ0)r(θ) +Bu(θ) + d(θ, θ0), (2.1)

where

r(θ) =
[
x(θ), y(θ), z(θ), x′(θ), y′(θ), z′(θ)

]T
, (2.2a)

u(θ) =
[
ux(θ), uy(θ), uz(θ)

]T
. (2.2b)

We will consider true anomaly to be the primary independent variable throughout

this paper so it will be omitted as the state and input variables argument for clarity.

The relation between the true anomaly of the target and the time lapsed t = tcurr−tp

since periapsis (the point in the path of the chaser-target system at which it is nearest

9



to the Earth) is given as:

M = M0 + 2π
t

T
, (2.3a)

M = E − e sin(E), (2.3b)

θ = E + 2arctan

(
β sin(E)

1− β cos(E)

)
, (2.3c)

where

β =
e

1 +
√
1− e2

, (2.4)

M is the mean anomaly of the target, E is the eccentric anomaly of the target, and

e is the eccentricity of the orbit of the target. Hence, the true anomaly of the orbit

can be numerically computed from time and time can be analytically computed from

true anomaly.

2.1 Summary

This chapter presents information relevant to the setup of the problem statement.

This involves the orbital dynamics of the chaser in the frame of reference that is under

consideration - the local-vertical-local-horizontal (LVLH) frame of reference. While

the Clohessy-Wiltshire-Hill equations (with time as the independent variable) are

used in a circular orbit, we propose the use of the Tshauner-Henkel equations that

are subsequently modified to incorporate atmospheric drag. These equations define

the dynamics of the chaser in an elliptical orbit and use the true anomaly of the orbit

as the independent variable. As a result, the chapter also provides insight into the

relation between time since periapsis and the true anomaly of the orbit through the

mean anomaly and the eccentric anomaly.

10



Figure 2.2: Frames of Reference centered at the Target. The axes with subscript

T belong to the body frame of the target that rotates with the target and the axes

with subscript L belong to the local-vertical-local-horizontal (LVLH) frame that is

defined in Chapter 2.
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CHAPTER 3

Adaptive Model Predictive Control for Trajectory

Planning

Rendezvous deals with the approach of the chaser from a farther location to a

location close to the target. Due to the uncertainty of orbital dynamics as a result

of factors such as the elliptical nature of the orbit, electromagnetic fluctuations,

atmospheric drag, and solar radiation, we propose the application of adaptive model

predictive control to plan the trajectory of the chaser for rendezvous with the target.

While it is a common assumption to consider a circular orbit, this introduces an

error in the dynamics of the chaser. This further causes uncertainty even when the

orbit is considered to be elliptical with an incorrect value for its eccentricity. The

dynamics of the chaser in such an orbit can be modeled using the Tshauner-Hempel

equations [YA02, SSL15]. We also consider the effect of non-conservative forces such

as quadratic atmospheric drag [CH02] on the target and the chaser which can be

represented using the drag constants of the spacecraft. We propose formulating

these quantities as unknown parameters in the problem that can be learned over

time based on the error in the estimated state of the chaser, r̂, with respect to its

actual state, r. For this purpose, the chaser implements adaptive model predictive

control (AMPC) wherein it plans trajectories and updates the calculated trajectory

at regular intervals while also updating the estimates for the unknown quantities.

12



3.1 Trajectory Planning

The rendezvous trajectory planning problem involves generating trajectories such

that the goal state is on a sphere around the target, i.e., at a fixed predetermined

distance from the target. While the minimum possible goal radius is defined by

the size and shape of the target (ref. Section 3.2.3), multiple intermediate spheres

may be used for better observation and inertial estimation of the target. Hence,

the trajectory planning problem for rendezvous can be formulated as the following

optimization problem:

min
r,u

J(r,u) = h(r(θf )) +

∫ θf

θ0

(
(r − rf )

TQ(r − rf ) + uTRu
)
dθ (3.1)

s.t. r′ = A(θ)r +Bu+ d(θ), (3.1a)

r(θ0) = r0, r ∈ CR, (3.1b)

v ∈ V , u ∈ U , (3.1c)

where rT =
[
pT , vT

]
is the state of the system consisting of its position p and

velocity v such that the system dynamics are given by the extended Tshauner-

Hempel equations (explained in Appendix B), r0 represents the starting point of the

chaser, final state cost function h(r(θf )) is minimized to move closer to the target,

and V and U represents the set of permissible velocities and control inputs of the

chaser. The additional non-convex radial-limit constraint in Equation 3.1b ensures

that the chaser remains outside all possible locations of the target, hence avoiding

collisions. As a result, the set of feasible locations is defined as CR. This is described

in detail in Section 3.2.3.

Docking is the final process of attaching the chaser to the target after the chaser

has reached close proximity. This is identical in structure and dynamics to ren-
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dezvous. However, in order to make physical contact feasible, the collision constraints

are modified with consideration of the physical (such as the angular velocity) and

inertial (such as the moment of inertia) parameters of the target. As a result, the

radial-limit constraint is replaced by a target-limit constraint r(θ) ∈ CD such that

the chaser does not collide with the target. Moreover, the final state cost function

is made stricter to achieve docking with the target. Additionally, to prevent plume

impingement, the permissible control input set U can be made stricter [SSM17]. We

do not consider this in this paper but propose using this approach in practice.

3.2 Rendezvous and Docking Constraints

3.2.1 Time-Varying Final State Constraint

Although the docking position is fixed relative to the target, it is rotating in the

LVLH frame. As a result, we incorporate a time-varying final state heuristic ζ(r(θf ))

such that the chaser tracks and attaches to the target at a set docking point. The

upper bound of this heuristic is decreased sequentially in the rendezvous operation to

emulate observation spheres. On the other hand, to facilitate docking, this heuristic

is set to zero for docking. Let the desired docking point be represented as ρθf ,T

∣∣∣
θT=0

for when the target is at no rotation. The final state heuristic can be defined using

14



the Newton-Euler equations as follows:

θT (θ) =
[
αT (θ) βT (θ) γT (θ)

]
, (3.2)

θ̇T (t) = ωT (t), (3.3)

Iω̇T (t) = −ωT (t)× IωT (t) + τ T (t), (3.4)

ζ(r(θf )) = r(θf )− R(θf )ρθf

∣∣∣
θT=0

, (3.5)

where R(θf ) is the rotation matrix at the final true anomaly θf (we consider all angles

to be described using Tait-Bryan rotations), τ T (t) = 0 until the end of docking, and

time t and true anomaly θ are interchangeable using the relations given in Section 2.

For rendezvous, we bound this final state heuristic by a positive “radius” since

it is not feasible to reach the final state while operating under the time-invariant

rendezvous collision constraint (explained in Section 3.2.3). This gives us the final

state cost for rendezvous as follows:

h(r(θf ))|rdv = Qrdvmax (||ζ(p(θf ))|| − rR, 0). (3.6)

For docking, we define the final state cost so that this heuristic approaches zero at

the final true anomaly:

h(r(θf ))|dkg = Qdkgζ(p(θf )). (3.7)

3.2.2 State and Input Bounds

Given the general definition for state and input bounds, [LSH19]

||Prr + qr|| ≤ Cr, (3.8)

||Puu+ qu|| ≤ Cu, (3.9)
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we define the following permissible state and input sets:

p ∈ P := {p | |pi| <∞}, (no bound) (3.10)

v ∈ V := {v | |vi| ≤ CV }, (3.11)

u ∈ U := {u | |ui| ≤ CU}, (3.12)

for each dimension i = 1, 2, 3, where CV and CU are constants.

3.2.3 Rendezvous Collision Constraints

We define rendezvous to be necessarily bounded outside the positional limits of

the target. As a result, we constrain the chaser from entering a minimal sphere that

completely bounds the target. Since the sphere is a cyclically symmetrical shape

in all directions, the rotation of the target does not affect its shape or size and,

hence, the constraint is time-invariant, reducing computational complexity for the

rendezvous problem. Therefore, the rendezvous collision constraint can be written

as r ∈ CR where:

CR := {r | ||p|| > ρT , ρT = min ρ s.t. ||pT || ≤ ρ ∀ pT ∈ T}. (3.13)

That is, the chaser is constrained to remain outside a sphere of radius ρT that

minimally encloses the target which is represented by the set T that represents the

set of points on the target that minimally defines the complete boundary of the target.

Alternatively, the constraint can be described by the minimum enclosing ellipsoid of

the target (Refer to Appendix C) to minimize the distance between the chaser and

the target prior to docking. Although this demands some information regarding the

shape and rotation of the target, it can be observed that the symmetry involved

in such a constraint can be used to reduce complexity especially when dealing with
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multi-axis rotations.

3.2.4 Time-Varying Docking Collision Constraints

The docking operation involves a tighter time-varying state constraint to pre-

vent collisions between the chaser and the target while permitting docking to the

boundary of the target. The same rotational characteristics of the target described

in Section 3.2.1 introduce time-varying collision constraints for the chaser that can

be represented as r(θ) ∈ CD. This is motivated by the concept of exclusion from

target space as proposed in [PZZ17].

For instance, if the target is cylindrical with radius rT and length 2lT centered at

the origin as demonstrated in Figure 2.2 and rotates such that its rotation matrix at

time t is given as R(t), the permissible state set CD for the chaser can be written as

the following union:

CD := CD1 ∪ CD2, (3.14)

where

CD1 := {r(θ) | fD1 = xR(θ)
2 + yR(θ)

2 − r2T ≥ 0}, (3.15a)

CD2 := {r(θ) | fD2 = ||zR(θ)|| − lT ≥ 0}, (3.15b)

such that the de-rotated state vector rR(θ) (i.e., the position of the chaser as viewed

in a target-centered frame of reference that rotates with the target) is defined as:

rR(θ) =
[
xR(θ) yR(θ) zR(θ) ẋR(θ) ẏR(θ) żR(θ)

]T
=

(
R−1(θ)⊗ I2

)
r(θ). (3.16)
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Here, A⊗B represents the Kronecker product of the two matrices A and B. Also, we

recall that R−1 = RT . The above union can be implemented on a numerical solver

using the following logic:

CD := {r(θ) | sgn(fD1) + sgn(fD2) ≥ 0}, (3.17)

where sgn(x) is the sign function such that

sgn(x) =


1 , x > 0

0 , x = 0

−1 , x < 0

. (3.18)

3.3 Estimation of Inertial and Angular Target Parameters

At any given time, the final docking position of the chaser is determined by the

current angular position of the target and a predetermined point that is fixed in

the body frame of the target. The collision constraint in the docking problem also

requires an accurate estimation of the inertial and angular parameters of the target.

While we do not directly address the estimation of these parameters in this paper,

we encourage the reader to refer to [SMS18] on the estimation of the angular veloc-

ity and the moment of inertia of the target using polhode analysis of the angular

momentum and energy of the target. The estimation of the current state of the

chaser depends on the accuracy of the dynamics of the chaser in the LVLH frame of

the target as explained in Equation 2.1. These dynamics depend on the unknown

parameters discussed earlier - the eccentricity of the orbit and the drag constant of

the target. In order to estimate these quantities, we introduce adaptive control using

set membership identification (SMID). As explained in [MLL20], recursive feasibil-
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Figure 3.1: Implementation of the Set Membership Identification (SMID) algorithm

ity (meaning that the problem remains feasible for all time) of the MPC operation

requires that system uncertainty is monotonically non-increasing throughout adap-

tation. This is achieved in our implementation of adaptive control using SMID since

the feasible solution set (FSS) shrinks monotonically over time (Refer to Step 2 of

Algorithm 1). The progression of estimation using this SMID implementation is

demonstrated in Figure 3.1. We draw motivation from the idea of MSAC-MPC

in [TA23] to stop adaptation after a fixed number of iterations for computational

simplicity. We choose to stop adaptation at the end of rendezvous (before the start

of docking) based on the shrunken size of the uncertainty tube. The time or number

of iterations for adaptation can be picked based on the accuracy of estimation.

We also assume that the intervals considered for the parameters are convex such

that every value within two boundary values satisfies convex conditions. This need
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Algorithm 1 A single iteration of set membership identification (SMID)

Input: w(θ),u(θ) for θ ∈ [θ0, θf ], existing E , A; Output: updated E , A

1: Generate a Feasible Solution Set (FSS)

eest = min e,

eest = max e,

αest = minα,

αest = maxα, such that

r′ = A(θ;α, e)r +B(θ;α, e)u+ d(θ;α, e),

p(θ0) = w(θ0), ||p(θf )−w(θf )|| ≤ D,

e ∈ E , α ∈ A.

2: Define the new FSS

Enew = E ∩ [eest, eest],

Anew = A ∩ [αest, αest].

3: Verify the new FSS

Attempt to generate r(θ) such that

r′ = A(θ;α, e)r +B(θ;α, e)u+ d(θ;α, e),

p(θ0) = w(θ0), p(θf ) ≈ w(θf ),

e ∈ Enew, α ∈ Anew.

4: Compare and Update the FSS

If Step 3 works:

E ← Enew,

A ← Anew.

5: Update Data Range for Adaptation

Consider new data by updating θ0 and θf as:

∆θ = θf − θ0,

θ0 ← θf ,

θf ← θf +∆θ.
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not hold true when the intervals are large due to the nonlinear nature of the state

space. As a result, we recommend splitting the intervals such that each sub-interval

is convex and treating the new FSS estimate as the union of all feasible sub-intervals.

3.4 Summary

This chapter focuses on the problem of chaser trajectory optimization to conduct

rendezvous and docking to a point on the target. A feasible trajectory is generated

with cost minimization of the control effort and error from the final state while

satisfying the relative motion dynamics of the chaser satellite in close proximity

to the target in orbit. This is followed by a discussion of the implementation of

the set membership identification (SMID) algorithm to estimate the eccentricity of

the orbit and the drag constant of the target. The chapter also provides insight

into the final state constraint that varies with time owing to the rotation of the

target. This involves convergence onto a rendezvous sphere followed by docking onto

a predetermined point on the target. This is followed by a discussion on the bounds

of the states and the control inputs of the chaser. The chapter ends by discussing

the collision constraints associated with rendezvous and docking of which the latter

is time-varying due to the rotation of the target.
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CHAPTER 4

Incorporation of Dynamic Tubes for Constraint

Satisfaction and Extension to Multiple Agents

Following the determination of the docking point of the chaser, the chaser plans

a trajectory from the current position to the calculated goal position on the target.

As a result of SMID-based adaptive control, the chaser has significantly improved

estimates of uncertain parameters (eccentricity and drag constant) by the completion

of rendezvous and it is capable of planning a trajectory from a start position to a

docking point on the target. However, while the docking point is on the surface of the

target, the target also behaves as an obstacle in the trajectory planning problem of

the chaser. The resulting high degree of proximity from physical contact required for

docking increases the likelihood of a chaser-target collision. While the time-varying

docking constraint (Section 3.2.4) prevents the nominal state from such a collision,

the inaccuracy in estimated parameters may lead to a violation of this constraint.

In order to avoid such constraint violations, we use dynamic robust control-

invariant (RCI) tubes as proposed in [LSH19] to constrain the possible error in the

chaser state, hence using adaptive dynamic tube MPC (ADTMPC) for chaser tra-

jectory planning. As a result, the general nominal trajectory planning problem can
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be formulated as the following optimization problem:

min
û

J(r̂, û) = h(r̂(θf )) +

∫ θf

θ0

(
(r̂ − rf )

TQ(r̂ − rf ) + ûTRû
)
dθ (4.1)

s.t. r̂′ = A(θ)r̂ +B(θ)û+ d̂(θ), û ∈ Û , (4.1a)

r̂(θ0) = r(θ0) = r0, r̂ ∈ Ĉ, (4.1b)

ϕ′ = −α̂ϕ+∆(r̂) +D + η, ϕ(θ0) = ϕ0, (4.1c)

Ω′ = AλΩ+Bλϕ, Ω(θ0) = |r̃0|, (4.1d)

where Aλ = diag(λ) = diag([λ1, λ2, λ3]), Bλ = I3, and h(·) and Ĉ are determined

based on the operation, e.g., rendezvous or docking. Here, ϕ(θ) represents the bound-

ary layer of the tube and Ω(θ) represents the tube geometry. Also, Ĉ refers to the

tightened set of constraints discussed in detail in Sections 4.2 and 4.3.

4.1 Ancillary Controller and the Actual Control Input

The boundary-layer sliding mode controller (BLSC) that supports the robust

tube mechanism is introduced as an ancillary controller to the nominal input that is

obtained from the trajectory planning problem. Hence, the actual control input u

can be written as the sum of the nominal input û and this ancillary controller ũ:

u = û+ ũ, (4.2)

ũ = B(r)−1

(
AV r̃ − Aλṽ − sat

(
s

ϕ

)
[K(r)]

)
, (4.3)

where the sliding variable s is defined as:

s = ṽ + Aλp̃, (4.4)
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Figure 4.1: Adaptive Tube Model Predictive Control. The tubes represent the per-

missible region for the actual trajectory of the chaser. The dotted lines represent the

nominal states and the dashed lines represent the actual states. Due to the receding

horizon nature of the problem, the spacecraft plans a new trajectory before the final

state is reached.

and [K(r)] = diag(K(r)) can be calculated as:

ϕ′ = −αϕ+∆(r) +D + η, (4.5a)

K(r) = ∆(r) +D + η − ϕ′ (4.5b)

= (∆(r)−∆(r̂)) +αϕ (4.5c)

= ∆(r̃) +αϕ. (4.5d)

Here, ∆(r) is the maximum bound on the dynamics f = f̂ + f̃ where f̂ is the

nominal dynamics and f̃ is the bounded model error such that |f̃ | ≤∆(r). Also, D

is the maximum bound on the disturbance d(θ) in the dynamics such that d(θ) ≤D,

and η is a predefined quantity.
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4.2 Shrinking of State and Input Bounds

State and input constraints need to be modified due to the non-zero tracking

error r̃(θ). The state and input bounds defined in Section 3.2.2 must be modified to

account for the non-zero tracking error and control input error. We incorporate the

tightening equations proposed in [LSH19] into the optimization problem in Equation

4.1 as a modified set of constraints r̂ ∈ Ĉ that can be expanded as follows:

||Pr̂r̂(θ) + qr̂|| ≤ Cr̂ − ||Pr̂r̃(θ)||, (4.6)

||PûB
−1
û(θ) + qû|| ≤ Cû − ||PûB

−1
ũfb||. (4.7)

Hence, we may rewrite the state and input bounds as:

p̂ ∈ P := {p̂ | |p̂i| <∞}, (no bound) (4.8)

v̂ ∈ V := {v̂ | |v̂i| ≤ CV − |ṽ|}, (4.9)

û ∈ U := {û | |ûi| ≤ CU − |ũfb,i|}, (4.10)

where i = 1, 2, 3 and

ũfb =
∣∣F + Aλr̃ +K

∣∣ , (4.11a)

F = AV r, F = AV r, (4.11b)

K = K (r) , K = K (r) , (4.11c)

r = r̂ + |r̃|, r = r̂ − |r̃|, (4.11d)

where K(·) is defined in Equation 4.5d.
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4.3 Expansion of Non-Convex State Constraints

We realize that, although the inputs are bound in a convex space, the state

space is non-convex either due to the radial-limit constraint (Equation 3.1b) during

rendezvous or due to the target-limit constraint (Section 3.2.4) during docking. These

constraints need to be expanded resembling how the convex bounds are shrunk in

Section 4.2. As a result, the radial-limit constraint can now be rewritten as r̂ ∈ ĈR

where:

ĈR := {r̂ | ||p̂|| > ρT + ||p̃||, ρT = min ρ s.t. ||pT || ≤ ρ ∀ pT ∈ T}. (4.12)

Similarly, the chaser-target collision avoidance constraint for docking must be ex-

panded such that the dynamic RCI tube can at most touch the target. Since dis-

tances are invariant to rotations, the expansion of the constraint is not affected by

the rotation of the position of the chaser with respect to the target. As a result, the

constraint in Equation 3.14 can be rewritten as:

ĈD := ĈD1 ∪ ĈD2, (4.13)

where

ĈD1 := {r(θ) | fD1 ≥ 0}, (4.14a)

ĈD2 := {r(θ) | fD2 ≥ 0}. (4.14b)

Here, the constraint functions fD1 and fD2 are defined as:

fD1 = xR(θ)
2 + yR(θ)

2 − (rT + ||p̃||)2, (4.15a)

fD2 = ||zR(θ)|| − (lT + ||p̃||), (4.15b)
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We realize that this can be slightly conservative on the edges of the target. This can

be rectified by adding a third constraint while ignoring the existing two constraints

at the edge to provide a rounded cylinder constraint. Similarly, it can be made less

conservative by constraining each dimension separately, giving:

fD1 = xR(θ)
2 + yR(θ)

2 −
(
rT +

∣∣∣∣∣∣[x̃R ỹR

]∣∣∣∣∣∣)2

, (4.16a)

fD2 = ||zR(θ)|| − (lT + ||z̃R||), (4.16b)

where, for ri ∈ [x, y, z],

r̃i,R = ri,R(θ)− r̂i,R(θ). (4.17)

4.4 Extension to Multi-Chaser Systems

Although several uncontrollable objects in orbit are relatively small, some of

the most concerning ones (with respect to the risk they pose to vital controllable

systems) are large rocket bodies [MWL21]. A single chaser that may be as large as

a conventional satellite may not be capable of providing sufficient thrust or leverage

to detumble such an object. As a result, we propose the use of multiple chasers to

simultaneously act on the target for tumble minimization and deorbiting. In the

process of rendezvous and docking, such a multi-agent system will require additional

constraints to prevent collisions between themselves. Moreover, for space debris that

is much larger than the chaser, the docking of the chaser to the target decreases

the degrees of freedom of the system due to thrusters in the direction of the target.

This implies the need for multiple chasers in the scenario of multi-axis rotations and

operations that follow detumbling such as deorbiting the target by directing it into

a graveyard orbit.
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The separate implementation of the rendezvous and docking problem proposed in

Section 3 for each chaser in a multi-agent context introduces the risk of collisions be-

tween chasers and the possibility of multiple chasers picking the same docking point.

For the multi-agent problem, the sequential implementation of goal determination

and allocation from a set of possible goal states followed by individual trajectory

planning may be different in solution and hence in optimality from the combined

problem of distributed optimal control. The first approach does not take into ac-

count the positions of other agents when planning individual trajectories, which

could lead to collisions. As a result, we suggest the use of the combined problem of

distributed optimal control where the same problem is solved by each chaser based

on the initial state of all chasers and a common final state manifold. Moreover, the

problem requires focusing on minimizing the total cost of the operation instead of

the individual costs of each chaser. On the other hand, this brings up the possibility

of resource depletion for individual chasers due to which the total control input for

each chaser over time needs to be constrained. As a result, the multi-agent problem

for rendezvous can be written as follows:

min
u

J(r,u) =

NC∑
i=1

∫ θf

θ0

(
rT
i Qiri + uT

i Riui

)
dθ (4.18)

s.t. r′
i = A(θ)ri +B(θ)ui + d(θ), (4.18a)

ri(θ0) = ri,0, h(ri(θf )) = 0, (4.18b)

r(θ) ∈ Ci,T ∩ Ci,j, ui ∈ Ui, (4.18c)

where i, j ∈ [1, 2, . . . , NC ] and j > i. Here, while the chaser-target collision con-

straints, Ci,T , can be expanded as explained in Section 3.2.4, the inter-chaser collision
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constraints can be written as follows:

Ci,j = {ri(θ) : ||rP
i − rP

j || − ϵi,j}, (4.19)

where ϵi,j is predetermined based on the geometry of chasers i and j. We replace the

final state cost function with an equivalent final state constraint h(ri(θf )) = 0 such

that:

h(ri(θf )) = inf
ρ∈Tdock

(||ri(θf )− ρ||) , (4.20)

where Tdock represents the set of docking points on the target. A similar multi-

agent problem can be written for the docking problem by replacing the chaser-target

collision constraint accordingly.

4.5 Summary

This chapter proposes the use of dynamic tubes to introduce robustness to the

chaser trajectory planning problem. This subsequently leads to the modification of

the control input of the chaser. The bounds on the convex constraints of the modified

nominal system are shrunk to avoid infeasibility and, equivalently, the concave con-

straints are expanded to prevent collisions. Following this, the chapter discusses the

extension of the proposed single-chaser rendezvous and docking problem to a multi-

chaser scenario. It highlights the challenges and proposes a distributed optimal con-

trol approach for solving the problem. Such a multi-agent rendezvous and docking

problem requires additional constraints to prevent collisions between chasers. The

chapter also briefly discusses the selection of docking points given multiple agents.
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CHAPTER 5

Target Deflection

Once the chaser has docked with the target at some position d with respect to

the center of the target, any force f applied by the chaser thrusters translates to a

torque τ applied on the target as:

τ = d× f . (5.1)

In the multi-agent scenario (with NC chasers), the net torque acting on the target

can be written as:

τ =

NC∑
i=1

di × f i. (5.2)

As a result, the dynamics of the target can be written using the Newton-Euler

equations as follows:

θ̇(t) = ω(t), (5.3)

Iω̇(t) = −ω(t)× Iω(t) +

NC∑
i=1

di × f i. (5.4)

We draw motivation from [LW14] in stating that the chaser-target system behaves

as a compound satellite. As a result, the total moment of inertia of the system is

determined by that of the target and that of the chaser and the position of the chaser

with respect to the center of mass of the target. For simplicity, we will assume that
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this net moment of inertia is known. On the other hand, it is possible to calculate

the net moment of inertia using the parallel axis theorem.

This chapter focuses on calculating the optimal docking position and control

input trajectory of the chaser(s) such that the final angular velocity of the target

is zero while minimizing a cost function proportional to the net control input. The

interaction of multiple chasers with the target is more complicated than the single-

agent case since one agent interacting with the object could change the environment

for all other agents. To simplify this issue, for the multi-agent scenario, we propose

the simultaneous attachment of all chasers and the application of thrust so as to stop

tumble only after all chasers have been attached to the target.

Since the Newton-Euler equations are in the time domain, in this chapter, we retreat

to the traditional form of representing, differentiating, and integrating variables with

respect to time (note that the same operations have been performed with respect to

true anomaly in previous chapters).

5.1 Calculation of Docking Points and Force Application

In order to calculate the docking points for each chaser i ∈ [1, 2, . . . , NC ], we min-

imize the sum of the integral of forces applied by each chaser. This optimal control

problem is governed by the Newton-Euler equations described above in Equation 5.4.

The moment of inertia and the initial angular velocity of the target are obtained from

techniques such as polhode analysis as explained in Section 3.3. Since the problem

aims to stop the tumble of the target, the final angular velocity of the target is set

to zero. Accounting for these constraints, the detumbling problem can be expressed
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as the following dynamic optimization problem:

min
di,f i

J (f i(t),di,θT (t),ωT (t)) =

∫ tf

t0

N∑
i=1

||f i(t)||2dt (5.5)

s.t. θ̇(t) = ω(t), (5.5a)

Iω̇(t) = −ω(t)× Iω(t) +

NC∑
i=1

di × f i, (5.5b)

ω(t0) = ω0, ω(tf ) = 0, (5.5c)

f i ∈ Fi, (5.5d)

dC ∈ GT . (5.5e)

Here, Fi represents the input bounds on chaser i and GT represents the geometrical

constraint of the target on the docking point of the chaser. For example, if the target

is a cylinder of radius rT and length 2lT centered at the origin (assuming docking on

the curved surface), the geometrical constraint in Equation 5.5e can be expanded as:

GT := GT1 ∩ GT2, (5.6)

where

GT1 := {dC | d2
C,x + d2

C,y = r2T}, (5.7a)

GT2 := {dC | |dC,z| < lT}. (5.7b)

For the problem of calculating docking points, we ignore the rotation of the target.

Instead, this rotation is considered in the formulation of the final state constraint for

the docking trajectory problem as shown in Section 3.2.1.
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5.2 Discretization of Docking Points

Due to the likelihood that specific points on the target (such as existing docking

ports) will support docking better than others, we propose extending the above

problem such that the docking position di lies in a discrete set of positions on the

target. As a result, the continuous geometrical constraint on the position of the

chaser given in Equation 5.5e turns into the following discretized constraint:

di ∈
[
dT1 dT2 . . . dTj

. . . dTM

]
, (5.8)

hence converting the problem to a mixed-integer nonlinear optimal control problem.

To avoid the complexity involved in solving mixed-integer problems, we define the

final position di for each chaser i ∈ [1, 2, . . . , N ] as follows:

o2i,j − oi,j = 0 ∀ j ∈ [1, 2, . . . ,M ], (5.9)

M∑
j=1

oi,j = 1, (5.10)

di =
M∑
j=1

oi,jdTj
, (5.11)

following which we convert equalities to approximate inequalities for solver conver-

gence such that, for some quantity p,

p = 0 ⇐⇒ lim
ϵ→0
|p| < ϵ. (5.12)

5.3 Summary

This chapter provides insight into the optimal deflection of the target using the

propulsion of the chaser following the docking maneuver. It discusses the mechanics
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behind applying torque to change the angular position and velocity of the target,

either with a single agent or multiple agents. The Newton-Euler equations are em-

ployed to describe the dynamics of the target. Additionally, the chaser position is

constrained to lie on the target which in turn determines the docking position for the

previous maneuvers. The chapter finally proposes the discretization of these docking

points based on existing feasible locations on the target.

34



CHAPTER 6

Results and Discussion

This section reports the results of the system proposed in this paper. The target is

considered to be cylindrical in shape considering some of the most statistically-most-

concerning (SMC) space debris [MWL21] - cylindrical second-stage rocket bodies.

All optimization and optimal control problems are solved using the GEKKO package

[BHM18] in Python. We have used both the Advanced Process OPTimizer (APOPT)

[HSP14] and the Interior Point Optimizer (IPOPT) [WB06] solvers based on the

speed and computational resource consumption of each problem.

6.1 The Overall Pipeline

We demonstrate in Figure 6.1 the rendezvous and docking of the chaser with

the target using ADTMPC. Here, subfigures 6.1a, 6.1c, and 6.1e demonstrate the

positional states of the chaser in the execution of the complete pipeline whereas sub-

figures 6.1b, 6.1d, and 6.1f focuses on the positional states for the docking operation.

(Note that rendezvous ends and docking begins when the chaser is less than 2.0 units

away from the docking position.)
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(a) Complete Trajectory in the X-axis (b) Docking Trajectory in the X-axis

(c) Complete Trajectory in the Y-axis (d) Docking Trajectory in the Y-axis

(e) Complete Trajectory in the Z-axis (f) Docking Trajectory in the Z-axis

Figure 6.1: Simulation of Rendezvous and Docking using ADTMPC
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The adaptation of the unknown parameters - the eccentricity of the orbit and

the drag constant of the target - is noted in Table 6.1 by including the initial and

final estimates and ranges of estimation. We note that it is possible to obtain more

precise simulations of the docking operation by adjusting the cost function matrices

and other solver parameters; however, we demonstrate the proof-of-concept of the

proposed algorithm.

Param. Actual Value Initial Est. Final Est. Initial Range Final Range

e 1.250× 10−1 0.000× 10−1 1.2513× 10−1 [0.000, 6.000]× 10−1 [1.100, 1.373]× 10−1

α 1.300× 10−7 0.000× 10−7 1.2999× 10−7 [0.000, 5.000]× 10−7 [1.297, 1.326]× 10−7

Table 6.1: Estimation of Unknown Parameters via SMID. This table demonstrates

the adaptation of the system to unknown parameters (orbit eccentricity e and target

drag constant α) and the shrinking of the estimation ranges.

(a) Eccentricity e of the Orbit (b) Drag Constant α of the Target

Figure 6.2: Estimation of Unknown Parameters via SMID. These figures represent

the progress in the estimation of unknown parameters over time using data from the

previous MPC iteration.
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6.1.1 Estimation of Unknown Parameters

The data in Table 6.1 and the corresponding plots in Figure 6.2 demonstrate the

estimation of the eccentricity of the orbit and the drag constant of the target from an

initial estimate and range to a final estimate that is close to the actual value. This

improves the docking of the chaser due to the corresponding shrinking of the robust

tube around the trajectory. We determine the range and value for eccentricity based

on common values of eccentricity for low earth orbits [Spa]. On the other hand, since

this is not easily for target drag constants in orbit, we determine a range and value

for this parameter using calculations based on the expression for drag constant and

its relation to the standard drag equation [CH08, HC07]:

Fd =
1

2
ρu2cdA (6.1)

where Fd is the drag force, ρ is the mass density of the fluid, u is the flow velocity rel-

ative to the object (in orbit, this can be interpreted as the velocity of the spacecraft),

A is the reference area, and cd is the drag coefficient.

6.2 Analysis of ADTMPC and other techniques

We perform the following analysis to depict the advantages of using ADTMPC

over plain MPC for rendezvous and docking with space debris.

6.2.1 Satisfaction of chaser-target collision constraints

As is visible from Figure 6.3, model predictive control without the use of robust

tubes leads to the violation of the chaser-target collision constraints in close proximity

38



to the target. The chaser’s trajectory is not able to accurately account for the

uncertainties in the target’s dynamics and the environment. In contrast, dynamic

tubes help adapt to these uncertainties and maintain a safe distance between the

chaser and the target at all times.

(a) Dynamic Tube MPC (b) MPC (no robust tubes)

Figure 6.3: Violation of Collision Constraints without Robust Tubes. With no robust

tubes, there are several time periods when the collision constraint defined as r(θ) ∈

CD is violated; i.e. when both Constraint 1 and Constraint 2 are less than zero.

6.2.2 Convergence to the desired docking position

Although using dynamic tubes without adaptation proves to be effective in pre-

venting collisions, the chaser is unable to converge to the desired docking position on

the target due to inaccurate estimates of the unknown parameters and, hence, large

robust tubes. On the other hand, adaptive dynamic tube MPC shrinks the tube over

time, hence allowing the chaser to converge to the final docking position. Figure 6.4

demonstrates how, in very close proximity of the chaser to the target, the previous

adaptation of unknown parameters and, hence, a smaller robust tube permits the

39



chaser to move closer to the docking position.

(a) Adaptive Dynamic Tube MPC (b) Dynamic Tube MPC (no adaptation)

Figure 6.4: The Effect of Adaptation. These plots demonstrate the effect of SMID-

based parameter estimation on the size of tubes and, hence, the convergence of the

chaser to the final docking point.

6.3 Target Deflection

Next, we run the optimization problem proposed in Section 5 such that the chaser

attaches to a point within a set of known docking positions and applies a net optimal

force to detumble the target. We consider the target to be cylindrical in shape with

a non-zero starting angular velocity. The blue dot in figures 6.5a (for the case with

unrestricted docking points) and 6.5b (for the case with discretized docking points)

represents the optimal position of docking of the chaser on the target. This point

has been optimally calculated from a set of 24 points, 8 uniformly distributed on

each circular boundary and 8 on the circle halfway between the boundary circles.

Figures 6.6 and 6.7 further demonstrate the trajectories of the angular position and
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the angular velocity of the target, and the forces applied by the chaser to stop its

tumble.

ωi (rad/s) ωf (rad/s) ||ωf || (rad/s)

Unrestricted [−0.04, 0.10,−0.02] [−9.614× 10−6, 6.835× 10−6,−1.293× 10−7] 1.180× 10−5

Discretized [−0.04, 0.10,−0.02] [−2.844× 10−3, 7.571× 10−2,−2.402× 10−2] 7.947× 10−2

Table 6.2: Target Detumbling using Unrestricted and Discretized Docking Points

(a) Unrestricted Docking Points (b) Discretized Docking Points

Figure 6.5: Optimal Chaser Docking Position
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It can be observed from Table 6.2 that, with no restriction on the docking position

of the chaser, the angular velocity of the target is brought to zero, hence stopping

the tumble of the target. The angular velocity of the target is significantly decreased

even with discretized docking points. This is also reflected in the convergence of the

target angular position. The unrestricted case provides a globally optimal position

for docking whereas the discretized case picks the most optimal position from a

finite set (in this case, a set of 48 points) which need not be the globally optimal

position. As a result, the force required to detumble the target is significantly larger

for the latter case. The docking positions are also different due to the discretization

process and the subsequent difference in the initialization of the nonlinear dynamic

optimization problem.

6.4 Summary

This chapter presents results on the simulation of rendezvous and docking of a

single chaser with a cylindrical target in an elliptical orbit with drag. It is shown

that the implementation of dynamic tubes for robustness prevents inevitable collision

with the target. Furthermore, the chapter demonstrates the accuracy of estimating

the eccentricity of the orbit and the drag constant of the target. This subsequently

shrinks the robust tube around the trajectory of the chaser, hence making the tra-

jectory less conservative. Finally, the chapter presents results on the deflection of the

target using chaser propulsion, comparing results for when any point on the target

can be chosen for docking against the case with a discrete set of docking positions.

While the former case provides a globally optimal solution bringing the target to a

standstill, the latter also significantly decreases the tumble of the target.
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Figure 6.6: Detumbling of the Target and the Corresponding Chaser Control Effort

with Unrestricted Docking Points.
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Figure 6.7: Detumbling of the Target and the Corresponding Chaser Control Effort

with Discretized Docking Points.
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CHAPTER 7

Conclusion

In this thesis, we propose a novel approach to the problem of autonomous de-

tumbling of non-cooperative tumbling objects in orbit using adaptive dynamic tube

model predictive control (ADTMPC). Our approach addresses the issue of unknown

parameters during the operation such as the eccentricity of the orbit and the drag

constant of the target. Our approach is based on parameter estimation using set

membership identification in concurrence with optimal trajectory planning for ren-

dezvous and docking. We further utilize robust control-invariant tubes to prevent

collision violations in spite of uncertainties. We also suggest how this can be extended

to a multi-agent solution in consideration of larger targets. Finally, we propose the

logic behind detumbling the target after docking. We have evaluated our approach

on a simulated scenario involving a single chaser performing rendezvous and docking

with a tumbling object in low Earth orbit. The results show that our approach is

able to successfully rendezvous, dock, and deflect the tumbling object.

We plan to extend our work and suggest future work in the implementation of

a multi-agent solution including the possibility for extended observation in different

directions by different chasers permitting the collection of more information over

shorter time frames. Stricter constraints for docking as suggested in Appendix D

can be introduced in order to support faster and more efficient docking. We also
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suggest future work in the realm of multi-target interaction where there arises the

need to interact and detumble heterogeneous targets in close proximity with each

other (hence posing an imminent threat of cross-collision) and with the chasers.
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APPENDIX A

Relative Motion in a Circular Orbit with No Drag

This appendix references [CW60] to describe the motion of a chaser in close

proximity to a target in a circular orbit with no drag. The translational dynamics

of the chaser are described using the Clohessy-Wiltshire-Hill (CWH) Equations as

follows:

d2x

dt2
= 2n

dy

dt
, (A.1a)

d2y

dt2
= −2ndx

dt
+ 3n2y, (A.1b)

d2z

dt2
= −n2z, (A.1c)

where the x-axis points radially into the Earth (opposite to the radius vector of the

target spacecraft), the z-axis is along the angular momentum vector of the target

spacecraft, and the x-axis completes the right-handed system. Here,

n =

√
µ

a
, (A.2)

where µ = GME is the standard gravitational parameter for the Earth as the central

body (geocentric gravitational constant) and a is the radius of the target’s orbit.

This can be rewritten as a linear time-invariant (LTI) system:

ṙ(t) = Ar(t) +Bu(t), (A.3)
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where

r(t) =
[
x(t) y(t) z(t) ẋ(t) ẏ(t) ż(t)

]T
, (A.4a)

u(t) =
[
ux(t) uy(t) uz(t)

]T
, (A.4b)

A =

 03×3 I3×3

n2Aṙr nAṙṙ

 , (A.4c)

B =

03×3

I3×3

 , (A.4d)

such that:

Aṙr =


0 0 0

0 3 0

0 0 −1

 , (A.5a)

Aṙṙ =


0 2 0

−2 0 0

0 0 0

 . (A.5b)
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APPENDIX B

Relative Motion in an Elliptical Orbit with

Quadratic Drag

This appendix references [CH02] to describe the motion of a chaser with respect to

the local-vertical-local-horizontal frame of reference of the target in an elliptical orbit

with quadratic drag (considering the possibility of unequal drag constants between

the chaser and the target). Considering the position, velocity, control input, and

other quantities to now be in terms of the true anomaly θ of the orbit and θ0 is the

initial true anomaly of the orbit such that:

r(θ) =
[
x(θ), y(θ), z(θ), x′(θ), y′(θ), z′(θ)

]T
, (B.1a)

u(θ) =
[
ux(θ), uy(θ), uz(θ)

]T
, (B.1b)

the dynamics of the chaser are given as:

r′(θ) = A(θ, θ0)r(θ) +Bu(θ) + d(θ, θ0), (B.2)
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where

A(θ, θ0) =

 03×3 I3×3

Ar′r(θ, θ0) Ar′r′(θ, θ0)

 , (B.3a)

B =

03×3

I3×3

 , and (B.3b)

d(θ, θ0) =


03×1

R(θ, θ0)di(θ, θ0)

−R′(θ, θ0)di(θ, θ0)

0

 , (B.3c)

such that:

Ar′r =


−γR′

R
γ 0

−γ −γR′

R
+ 3Re2αθµ

h2 0

0 0 −1− γR′

R

 , (B.4a)

Ar′r′ =


−γ 2 0

−2 −γ 0

0 0 γ

 , (B.4b)

and the new quantities dependent on eccentricity and drag constants are defined as

γ = β − α, (B.5a)

di(θ, θ0) =
γR(θ, θ0)e

αθ

√
h

, (B.5b)

R(θ, θ0) =
h2(1 + 4α2)

µ

1

e2αθ + e cos (θ − θ0)
, (B.5c)

R′(θ, θ0) =
dR

dθ
(θ, θ0), (B.5d)

where e is the eccentricity of the orbit of the target, θ is the true anomaly of the

orbit of the target, α is the drag constant of the target, and β is the drag constant
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of the chaser. We point the reader to observe the equivalence of this system to the

CWH equations provided in Appendix A when the eccentricity of the orbit and the

drag constants of both the target and the chaser are all set to zero.

We draw a parallel between the drag equation provided in the paper:

aD = −α

R
|Ṙ|Ṙ, (B.6)

where R is the position of the satellite from the center of the Earth and R = |R|,

and the standard drag equation [Bat00]

FD =
1

2
ρv2CDA, (B.7)

where FD is the drag force, ρ is the density of air, v is the speed of the chaser, A

is the cross-sectional area, and CD is the dimensionless drag coefficient of the chaser

to deduce that α and β lie in the range of 10−7 [Li11]. This is used in preparing the

setup for the results we present in Chapter 6.

51



APPENDIX C

The Minimum Enclosing Ellipsoid of the Target

We consider the minimum enclosing ellipsoid (MEE) [Kä19] of the target to be

a pseudo-target of radii a, b, and c. Let T be a set of points on the target that

minimally defines the complete boundary of the target. The minimum enclosing

ellipsoid of the target can be defined as:

x2

a2
+

y2

b2
+

z2

c2
= 1, (C.1)

where a, b, and c can be computed using the following minimization problem:

min
a,b,c

V =
4

3
πabc

s.t. a, b, c > 0,

p2x
a2

+
p2y
b2

+
p2z
c2

< 1. ∀ p ∈ T

(C.2)
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APPENDIX D

Conical Constraints for Docking

We suggest the addition of a conical constraint:

fcone(r(t), rd, α) < 0, (D.1)

to ensure safe docking in the final docking approach phase. The function fcone can

be defined as:

fcone(r(t), rd, α) = (r(t)− rd) · rd −
||r(t)− rd|| ||rd||√

1− α2
. (D.2)

However, this can be linearized by constructing two hyperplanes that define the edges

of the entry cone and intersect at the docking point as described in [PZZ17]. We

propose adapting the aperture 2ϕ of the conical constraint to modify aggressiveness

in docking and, hence, the ratio of the radius to the height α = tanϕ as:

α = fα

(∣∣∣∣θeθ̂
∣∣∣∣) , (D.3)

where θ is the actual value of the unknown parameter (here, the goal docking position

of the chaser), θ̂ is the estimated value of the parameter, and θe = d(θ, θ̂) is the error

in estimation, such that:

fα(x) = 0 if x = 0, (D.4)

fα(y) > fα(x) if y > x. (D.5)
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