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ABSTRACT OF THE DISSERTATION

Disparity in performance on tone-scramble tasks: generalizability and relevance to music

By

Sebastian Waz

Doctor of Philosophy in Cognitive Science

University of California, Irvine, 2022

Professor Virginia Richards, Chair

Music has a remarkable power to arouse the feelings of those who listen to it. What features

of music imbue it with such emotional resonance? A prevailing notion in music theory is

that musical scale has a central role in giving meaning to music. Indeed, many studies find

that, according to listeners’ average ratings, music of the major scale sounds happy, and

music of the minor scale sounds sad. However, recent discoveries involving “tone-scramble”

stimuli complicate our understanding of these results and suggest that sensitivity to scale

is not universal. This thesis details a series of experiments designed to investigate (1) the

generalizability of the findings of laboratory-based tone-scramble experiments and (2) the

musical nature of a latent cognitive resource that is theorized to underlie performance in

tone-scramble tasks. Chapter 1 reports that the same bimodal distribution in performance

repeatedly observed in laboratory-based tone-scramble experiments is observed in a large,

linguistically diverse web-based sample. Chapter 2 considers whether low-performing listen-

ers are limited by some of the non-musical qualities inherent to tone-scrambles; data are

provided to show that changes in presentation rate, frequency height, and timbre that yield

tone-scrambles akin to actual music do not provide low-performing listeners any advantage

over ordinary tone-scrambles. In Chapter 3, the latent cognitive resource theorized to un-

derlie performance on tone-scramble tasks is shown to operate on musical scale and not

individual frequencies, drawing a clear relationship between performance in tone-scramble

xvi



tasks and sensitivity to musical scale.
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Chapter 1

Tone-scramble findings generalize to a

broad population of listeners and do

not depend on native language.

1.1 Introduction

A prevailing notion in music theory holds that the emotional connotation of music is deter-

mined in large part by scale, the set of musical notes used in a piece of music ordered by

fundamental frequency (e.g., Rameau, 1722; Schoenberg, 1922; Tymoczko, 2011). Indeed,

many studies find that, on average, listeners judge music of the major scale to be happy

and music of the minor scale to be sad (e.g., Hevner, 1935; Crowder, 1984; Crowder, 1985a;

Kastner and Crowder, 1990; Gerardi and Gerken, 1995; Gagnon and Peretz, 2003; Temperley

and Tan, 2013; Bonetti and Costa, 2019); however, recent work involving “tone-scramble”

stimuli complicates our understanding of these results. This work may, in turn, change our

understanding of the role of musical scale in eliciting an emotional response from the listener.

1



Experiments involving tone-scrambles suggest that sensitivity to scale is not universal. In-

stead, it follows a bimodal distribution, with most listeners lacking sensitivity to scale (Chubb

et al., 2013; Dean and Chubb, 2017; Mednicoff et al., 2018; Ho and Chubb, 2020; Adler et al.,

2020; Ho et al., 2022). A tone-scramble is a randomly ordered sequence of pure-tones whose

pitches are drawn from a musical scale.

The most extensively studied tone-scramble task is the “3v4-task”. In this task, the tone-

scrambles contain thirty-two 65-ms pure-tones, including eight each of the notes G5, D6,

and G6; additionally, minor (major) tone-scrambles contain eight pure-tones of the note B♭5

(B♮5) which is three (four) semitones above the lowest note, G5, hence the “3” (“4”, whose

bold font signals that this is a major interval) in the name “3v4-task”. Tone-scrambles in the

3v4-task are presented one at a time, and the listener strives to classify the tone-scramble

presented on each trial as major or minor with trial-by-trial feedback. Across listeners, the

proportion-correct in the 3v4-task follows a bimodal distribution. The majority of listeners

(≈ 70%) hear little difference between the major and minor tone-scrambles and form a mode

near 55% correct. The remaining listeners are highly sensitive to this difference, forming

another mode near 100% correct.

In the context of related literature on listeners’ sensitivity to musical scale, the results

achieved using tone-scrambles are not a pure anomaly. Others have found that across various

levels of musical training, listeners struggle to discriminate melodies differing only in scale

(Halpern, 1984; Halpern et al., 1998; Leaver and Halpern, 2004). The results of tone-

scramble experiments are consistent with most of the previous research showing that, on

average, listeners hear music in the major (minor) scale as “happy” (“sad”). In many of

these studies, the mean effect is modest and concordant with a bimodal distribution in

sensitivity to scale (Hevner, 1935; Crowder, 1984; Crowder, 1985b; Kastner and Crowder,

1990; Gerardi and Gerken, 1995; Gagnon and Peretz, 2003). In such studies, effects that are

“statistically significant” may be driven by a small number of strongly sensitive listeners in
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a sample consisting mostly of listeners with little or no sensitivity. Thus, it is possible that

all of these findings may be theoretically unified.

Although the results of tone-scramble experiments may be theoretically reconciled with the

aforementioned behavioral results regarding scale, the finding that most listeners lack sensi-

tivity to scale in the context of tone-scrambles remains counter-intuitive. Researchers have

collected abundant psychological and physiological evidence of the emotional influence that

music can have on listeners (Eerola and Vuoskoski, 2013; Juslin, 2013; Koelsch, 2014), and

as cited above, music theorists have ascribed a primary role in evoking these emotional re-

sponses to scale. The results put forth by music psychologists corroborate this account, even

if the results cited above may obscure an underlying disparity in sensitivity to scale. The

general prominence of the major and minor scales in Western music should not be over-

looked, either. Altogether, these facts provide a context in which the tone-scramble findings

are quite surprising.

1.1.1 Is the bimodal distribution specific to the samples studied

in prior experiments?

Given the counter-intuitive nature of the findings of tone-scramble experiments, we must con-

sider whether the bimodality in the distribution of proportion-correct on the 3v4-task is an

effect that is specific to the samples studied in prior experiments. Chubb et al. (2013), Dean

and Chubb (2017), Mednicoff et al. (2018), and Ho and Chubb (2020) recruited listeners from

the UCI School of Social Sciences Subject Pool, a population of listeners consisting primarily

of undergraduate students enrolled at the University of California, Irvine, in a social-science

degree program. Although this kind of sampling is common practice in the psychological

sciences, such a sampling mechanism leaves open the possibility that conclusions thereby

drawn do not generalize to the population of listeners at large. The population sampled in
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prior tone-scramble experiments likely differs from the population of interest (e.g., listeners

globally) along variables such as age, ethnic/cultural background, and socio-economic sta-

tus. Such variables are known to be associated with musical ability. For example, Deutsch

et al. (2006) found that Mandarin-speaking students from the Central Conservatory of Music

in Beijing had a much greater proportion of listeners with absolute pitch than non-Asian

students from the Eastman School of Music in Rochester, New York, who spoke a non-tonal

language. Hove et al. (2010) reported similar differences with respect to a relative-pitch

interval-identification task.

Is it possible that the large proportion of low-performing listeners observed in the 3v4-task

– like the proportion of music-school students found to have absolute pitch – reflects some

demographic characteristics of the population sampled thus far? The data currently avail-

able provide limited insight into this issue. Prior studies have broached this topic primarily

with respect to musical background, finding a modest positive association between listeners’

years-of-musical-training and their performance on tone-scramble tasks (Chubb et al., 2013;

Dean and Chubb, 2017; Mednicoff et al., 2018; Ho and Chubb, 2020). This association is

not adequate to explain the disparity between low-performing and high-performing listeners

in the 3v4-task. However, if the listeners in prior tone-scramble experiments exhibited a

greater (lesser) degree of musical training than the population of listeners at large, the pos-

itive association between years-of-musical-training and performance would imply that prior

tone-scramble experiments underestimate (overestimate) the proportion of low-performing

listeners in the population at large. With regard to other demographic covariates, no prior

tone-scramble studies have reported any formal analysis. It thus remains an open question

whether any such covariates predict listeners’ performance in tone-scramble tasks and, in

turn, restrict the generalizability of results from prior experiments.

To address potential issues of generalizability, the current study uses the “citizen-science”

approach to data collection (Hilton and Mehr, 2021), recruiting listeners from a more di-
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verse population than would be available, for example, via institutional subject pool. We

developed a tone-scramble experiment that ran within listeners’ web browsers and garnered

interest from lay Internet users by offering entertainment (the experiment had a video-game

component) and personalized feedback (a determination of each listener’s “super-listener”

status) in the course of participation. This approach yielded a large (N = 59, 897), demo-

graphically diverse sample of participants.

The present study represents a form of remote testing, using a web-based experimental

paradigm to overcome the geographic constraints inherent to laboratory-based (“lab-based”)

testing. Remote testing has received considerable interest from the auditory research com-

munity (Peng et al., 2022), especially in the area of music cognition (e.g., Peretz and Vuvan,

2017; Mehr et al., 2018). At this time, remote testing typically entails some loss of data

quality and methodological control. Listeners in web-based experiments may misrepresent

themselves (Kan and Drummey, 2018), and certain groups may be underrepresented due

to self-selection bias, limiting the generalizability of the research findings (Bethlehem, 2010;

Turner et al., 2020). Further, most web-based experiments do not provide listeners with

calibrated hardware and thus cannot completely control the stimulation parameters.

Despite these obstacles, we anticipated that the current web-based experiment would yield

results consistent with prior lab-based experiments. The findings of tone-scramble experi-

ments are expected to generalize over a reasonably wide range of stimulus levels, ruling out

a need for carefully calibrated hardware. The current web-based tone-scramble experiment

was conducted in a manner similar to web-based experiments of recently published auditory

studies (e.g., Cooke and Garćıa Lecumberri, 2021; Kothinti et al., 2021; Viswanathan et al.,

2021) which have found general agreement between lab-based and web-based findings, albeit

with increased variability in the performance measures in some cases (Merchant et al., 2021).

Moreover, researchers have made important progress in developing methods to assess listen-

ers’ compliance with instructions (e.g., screening tests for headphone usage; Woods et al.,
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2017; Milne et al., 2021), and one such method was used here (Woods et al., 2017).

1.1.2 Does the mixing proportion of low-performing listeners to

high-performing listeners depend on native language?

The diversity and size of the sample made accessible by the citizen-science approach of

the current study is useful not only with respect to generalizability: such a sample allows

us to explore potential relationships between performance in the tone-scramble task and

demographic covariates. Such exploration may yield insight into the origin of the bimodal

distribution.

Language exposure is especially interesting in this regard. In particular, the literature on

tonal-language development raises the possibility that listeners who natively speak a tonal

language might perform better on tone-scramble tasks than listeners who do not natively

speak a tonal language. A tonal language is one in which pitch is used lexically, assigning

different meanings to words that consist of the same syllables but different pitch contours

(Pike, 1948; van der Hulst et al., 2010). It is well known that a listener’s sensitivity to

variations in speech sounds is shaped by the listener’s exposure to speech during early de-

velopment (Kuhl, 2004). Moreover, listeners who natively speak tonal languages have been

found to be more sensitive to small differences in the lexical pitch contours of their language

than listeners who natively speak a non-tonal language (Bidelman and Lee, 2015). Might

these language-specific differences in sensitivity to speech sounds be related to differences in

sensitivity to the musical variations of tone-scrambles? The same question is worth asking

for native speakers of pitch-accented languages (i.e., languages for which pitch contours are

used lexically, unlike non-tonal languages, but in a limited fashion; van der Hulst et al.,

2010).

Although it has been proposed that musical training can influence language skills (Patel,
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2014; Kraus and Chandrasekaran, 2010; Kraus et al., 2014), the data currently available are

inconclusive as to whether tonal-language exposure influences musical skills. As a demon-

strative example, Pfordresher and Brown (2009) found that native tonal language speakers

had an advantage in discriminating musical intervals but not individual notes. Giuliano et al.

(2011) found the opposite: native tonal language listeners had an advantage discriminating

individual notes but not musical intervals. Pfordresher and Brown (2009) and Giuliano et al.

(2011) are two of a number of studies that report conflicting results on the matter of whether

native tonal language is associated with greater musical sensitivity. These include studies

that suggest that tonal language enhances sensitivity to non-speech pitch contours/melodies

(Bidelman et al., 2013; Bradley, 2016) and studies that suggest that tonal language inter-

feres with sensitivity to non-speech pitch contours/melodies (Bent et al., 2006; Chang et al.,

2016). It may be the case that these conflicting results are due to small sample size. In

each of these studies, the sample consisted of fewer than 40 listeners. Consequently, these

studies may yield spurious and/or non-representative findings with respect to the population

of listeners at large. Using a much larger sample of more than 270,000 participants, Liu et al.

(2021) found that speaking a tonal language was associated with enhanced performance in a

melodic discrimination task but found no such association with performance on other musi-

cal tasks (a mistuning perception task and a beat alignment task); pitch-accented languages

showed a relatively small advantage over non-tonal languages in all three of these tasks.

There is little reason to believe a priori that native language will have any such association

with performance on tone-scramble tasks. Adler et al. (2020) have shown that 6-month-old

infants generate the same bimodal distribution in 3v4-task performance as adults. Re-

search on linguistic development suggests that these infants had yet to reach the end of

their critical period for changes in phoneme perception: 6-month-old infants are still capable

of discriminating sounds by phonetic category without prior specific language experience,

and this ability declines substantially by 12 months of age (Werker and Tees, 1984; Best

and McRoberts, 2003; Kuhl et al., 2003; Kuhl, 2004). Typically during this period, listen-
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ers’ sensitivity to phonetic categories changes from broad to narrow, tuning to the phonetic

categories of their exposed language. The fact that 6-month-old listeners have the same dis-

tribution in performance as adults on the 3v4-task suggests that such perceptual adaptations

due to early speech experience are unrelated to the disparity between low-performing and

high-performing listeners. By 6 months of age, most infants studied by Adler et al. (2020)

were already low-performing on the 3v4-task.

1.1.3 Can low-performing listeners hear a difference between ma-

jor and minor tone-scrambles while failing to label them in-

dividually?

It may be the case that many listeners who perform poorly on the standard 3v4-task are

capable of hearing a difference between the two types of stimuli in that task but are not

adequately familiar with the concept of musical scale to identify the two types of stimuli

individually. The kinds of music that listeners are most likely to encounter in a casual

listening scenario tend to confound scale variations (like major and minor) with variations

in timbre and rhythm (for example). Under such conditions, listeners do not need to attend

to any single feature category to glean the emotional connotation intended by the music’s

composer. Consequently, listeners may not learn about the concept of scale despite frequent

exposure to music.

To test this possibility, the current study tested listeners on a same/different-task wherein,

on each trial, listeners heard a two-interval stimulus consisting of two tone-scrambles either

of the same type (e.g., both containing B5 tones) or of different types (e.g., one containing

B5 tones, one containing B♭5 tones). An ideal observer whose decision statistic is formed

by taking the difference of two noisy input variables may produce more reliably accurate

responses than an ideal observer whose decision statistic is formed from just one of those
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noisy input variables, assuming the noise of the two input variables is correlated. This is

summarized by a well-known identity of probability theory that states that

Var(X − Y ) = Var(X) + Var(Y )− 2 Cov(X, Y ), (1.1)

yielding

Var(X − Y ) < Var(X) (1.2)

when

Var(Y ) < 2 Cov(X, Y ). (1.3)

By the same token, this kind of comparison strategy may produce more variable responses

(and thus lower expected accuracy) when the noise between the two variables is uncorrelated.

It is not immediately clear which of these two possibilities might apply to the 3v4-task.

Can low-performing listeners minimize the influence of noise on their decisions by making

comparisons between two tone-scrambles and reporting the presence of a type difference

instead of trying to label tone-scrambles by type individually?

While this is an open question, we have good reason to believe that the same/different-task

will offer little leverage to low-performing listeners. In their Experiment 2, Chubb et al.

(2013) fit a probit model to each listener’s data. In this model, the listener responded major

on a given trial, k, if

µ(k) +Xk > 0 (1.4)
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for

µ(k) =WAAk +WCCk +WDDk (1.5)

+WACAkCk +WADAkDk (1.6)

+WCDCkDk +WACDAkCkDk (1.7)

+ Bias, (1.8)

where Xk was a standard normal variable, Ak took the value 1 (-1) if the tone-scramble

on trial k was major (minor), Ck = Ak−1, and Dk took the value 1 (-1) if the listener’s

response to stimulus k − 1 was “major” (“minor”). Chubb et al. found that the estimates

of WC (among the 69 listeners for which the stable estimates of the model’s parameters

were available) had an average of 0.2115 which was statistically greater than 0 (t68 = 5.58;

p < 10−5). In other words, listeners tended to respond on each trial by mimicking the correct

response to the previous trial. This result is consistent with the following possibility: low-

performing listeners already do compare tone-scrambles in a one-back fashion and, failing to

reliably hear a difference between the stimuli of the current trial and previous trial, respond

with the correct answer of the previous trial. Given this finding, we anticipated that the

same/different-task would offer little advantage to low-performers of the standard 3v4-task.

1.2 Methods

1.2.1 Participants

Listeners participated in the experiment by visiting the citizen-science website https://

themusiclab.org and following a link to the “Are You a Super-Listener?” game. Listeners

discovered the website and game by word-of-mouth (e.g., through postings on the Internet

10

https://themusiclab.org
https://themusiclab.org


forum Reddit) and volunteered to participate. Listeners were not recruited directly. All

participants gave informed consent under an ethics protocol (IRB Protocol: #2000033433)

approved by the Committee on the Use of Human Subjects, Harvard University’s Institu-

tional Review Board.

The analysis data set was generated by 59,897 presumed-unique listeners. These data repre-

sent a subset of the entire data collected. Each website visitor was assigned a unique user-ID

number, and any data generated by the visitor was associated with this user-ID. Between

February 22, 2021, and April 4, 2022, data were collected from a total of 149,169 visitors with

unique user-IDs. Due to limitations on tracking a visitor across multiple devices, browsers,

and visits, this count may overestimate the number of unique listeners. For user-IDs with

multiple recorded playthroughs, we used only the data from the earliest playthrough. We

excluded listeners who reported having played the “Are You a Super-Listener?” game pre-

viously but for whom only a single playthrough was associated with their user-ID. We then

excluded listeners who did not complete the game in its entirety, as indicated by the number

of trials recorded. The remaining data came from 59,897 unique user-IDs, and these user-IDs

are presumed to represent unique listeners who were participating in the experiment for the

first time.

Headphone usage was not a requirement for participation, and listeners were asked to self-

report whether they were using headphones. Listeners who indicated that they were using

headphones completed a screening test (Woods et al., 2017) to verify their headphone usage.

A total of 41,937 listeners (70.0%) reported wearing headphones and passed the screening

test. Listeners who reported that they were using headphones and subsequently failed the

screening test proceeded with the experiment as usual.

When asked “Do you have a hearing impairment?”, 2.8% of listeners responded “Yes”, 84.7%

responded “No,” and 12.0% responded “I don’t know”. A majority of listeners (65.3%)

reported having taken music lessons. When asked to rate their own skill at making music
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Table 1.1: The number of pips of each note in the two types of tone-scramble used in each of
the eight conditions for which stimuli were single tone-scrambles. Dots stand for zero. The
labels in the top row correspond to thirteen frequencies satisfying fk = 783.99× 2

k
12 Hz, for

k = 0, 1, · · · , 12. Throughout the paper, we will embolden the numbers that refer to major
intervals. Note that the name of each condition refers to the distance in semitones between
its “target” pips and the pip labeled “0” (G5).

Task Type 0 1 2 3 4 5 6 7 8 9 10 11 12

1v2
1 3 3 · · · · · 3 · · · · 3
2 3 · 3 · · · · 3 · · · · 3

2v3
1 3 · 3 · · · · 3 · · · · 3
2 3 · · 3 · · · 3 · · · · 3

3v4
1 3 · · 3 · · · 3 · · · · 3
2 3 · · · 3 · · 3 · · · · 3

4v5
1 3 · · · 3 · · 3 · · · · 3
2 3 · · · · 3 · 3 · · · · 3

5v6
1 3 · · · · 3 · 3 · · · · 3
2 3 · · · · · 3 3 · · · · 3

8v9
1 3 · · · · · · 3 3 · · · 3
1 3 · · · · · · 3 · 3 · · 3

9v10
1 3 · · · · · · 3 · 3 · · 3
1 3 · · · · · · 3 · · 3 · 3

10v11
1 3 · · · · · · 3 · · 3 · 3
1 3 · · · · · · 3 · · · 3 3

using an instrument or by singing, 18.6% of listeners responded “I’m an expert” or “I have

a lot of skill”; most listeners reported having “some skill” (35.7%), being a novice (23.2%),

or having “no skill at all” (21.5%).

A total of 210 native languages were represented in the sample, with the most numerous

being English (55.7%), Spanish (12.5%), German (3.7%), and French (2.5%). When asked

“What is your gender?”, 69.6% of listeners responded “Male”, 27.8% responded “Female”,

and 2.2% responded “Other”.
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1.2.2 Stimuli

A total of nine different conditions were tested in the current study. In eight of these

conditions (i.e., all but the same/different-task described below), the stimulus presented

on each trial was a tone-scramble comprising 12 consecutive “pips,” each pip being a 65-

ms pure tone windowed by a raised cosine function with 22.5 ms rise and decay times.

Tone-scrambles were thus 780 ms in duration. All pips had equal amplitude. Within each

condition, two types of tone-scramble were presented, and the two types differed in their

note histogram. Table 1.1 provides the note histograms of the two types of stimuli used in

the eight conditions that presented a single tone-scramble per trial. The notes in a given

tone-scramble were presented in random sequence.

In the remaining ninth condition (the same/different-task), each stimulus was a pair of tone-

scrambles, each generated in the manner described above. The two tone-scrambles were

presented in sequence and separated by a 300 ms silent gap. The two types of stimuli in

this condition were “same”-stimuli which contained two tone-scrambles with the same note

histogram and “different”-stimuli which contained two tone-scrambles with different note

histograms. All tone-scrambles in the same/different-task had note histograms matching

tone-scrambles in the 3v4-task. Thus, in “different”-stimuli, one tone-scramble had 3-pips

while the other had 4-pips; in “same”-stimuli, both tone-scrambles had one of these types of

pips. The order of pips in each of the two tone-scrambles in this condition was independently

randomized (i.e., the sequence of pips between the two tone-scrambles was different with

overwhelming probability).

The stimuli were generated at trial time and played back using the Web Audio API (https:

//developer.mozilla.org/en-US/docs/Web/API/Web_Audio_API) which is supported by

most contemporary web browsers. The audio sampling rate depended on listeners’ personal

hardware and was not recorded, but given the present standards for audio playback on
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consumer devices, it may be presumed that for most listeners, the sampling rate was either

44.1 kHz or 48 kHz. Volume was adjusted manually by each listener to a comfortable level

prior to the experiment. Listeners read prompts and entered responses via a video-game

interface built with jsPsych (De Leeuw, 2015) and p5.js (https://p5js.org).

1.2.3 Design

Each listener was tested in three conditions: the same/different-task, the 3v4-task, and one

wild-card condition. The wild-card condition presented to any given listener was chosen com-

pletely at random from the 1v2-, 2v3-, 4v5-, 5v6-, 8v9-, 9v10-, and 10v11-tasks. Listeners

completed three blocks, one for each of the three conditions assigned to them. For each lis-

tener, the conditions were ordered such that the wild-card task was always last, and the order

of the first two conditions was a random ordering of the same/different-task and the 3v4-

task. On each trial, listeners were presented a single stimulus (a single tone-scramble, except

in the same/different-task where each stimulus comprised two tone-scrambles) and strove

to classify it as Type-1 or Type-2. Each block contained 20 trials (10 Type-1 stimuli and

10 Type-2 stimuli) except for the block of the same/different-task which contained 16 trials

(four “same”-stimuli with 3-pips, four “same”-stimuli with 4-pips, four “different”-stimuli

with the 3-pips appearing in the first tone-scramble, and four “different”-stimuli with the 4-

pips appearing in the first tone-scramble). The stimuli in each block were ordered completely

at random.
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1.2.4 Procedure

Intake procedures

Upon accessing the “Are You a Super-Listener?” game via https://themusiclab.org,

listeners were presented with a study information page listing the university affiliation, IRB

protocol number and contact information, and a basic description of the experiment. The

study information page also recommended that listeners wear headphones if available. On

the following page, a brief survey collected demographic information about the listener,

including age, sex, native language, and musical background. In order, listeners were asked

to (1) report if they had played the game before, (2) rate their general enjoyment of music

using a continuous slider, (3) rate their music listening skills relative to other people using a

continuous slider, (4) adjust their volume to a comfortable level as a musical example (the

Super Mario Bros. theme) was played back, (5) report their gender from the options “Male”,

“Female”, and “Other”, (6) report their age in years from a drop-down menu listing integers

from 3 to 118, (7) report their country of residence from a drop-down menu, (8) report their

native language from a drop-down menu, (9) report whether they spoke another language

fluently (and which language, if yes), (10) report whether they had a hearing impairment from

the options “Yes”, “No”, or “I don’t know”, (11) report whether they can tell if they are out-

of-tune while singing, (12) report whether they can tap in time to a musical beat, (13) report

whether or not they are wearing headphones (and complete the headphone-screening task by

Woods et al., 2017, if yes), and finally if they had reported playing the game previously, (14)

whether they achieved “super-listener” status (i.e., whether they achieved a percent-correct

of 75% or greater, marginalizing over all three blocks) on their previous attempt.
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Figure 1.1: A screenshot of the “Are You a Super-Listener?” game showing the game’s
main visual elements, taken during trial 17 of the third block.
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The Super-Listener Game

After completing the introductory survey, listeners began the experiment proper. The ex-

periment was presented to listeners as a video game. A user-interface in the lower half of the

screen led each listener through a behavioral experiment, and the visual elements of the video

game were presented in the upper half of the screen, updating with the listener’s progress

through the game. On each trial, a listener who was playing with a keyboard (touch-screen

device) used the “F” and “J” keys (on-screen buttons labeled “1” and “2”) to label stimuli

as Type-1 and Type-2. The mapping of the “F” and “J” keys (the “1” and “2” buttons) to

the Type-1 and Type-2 stimuli was randomized for each listener on each block. During the

same/different-task, the images used to represent the “F” and “J” keys (the “1” and “2”

buttons) were replaced by images bearing the symbols “=” and “̸=” (matching the randomly

chosen mapping of stimuli to keys/buttons for that listener). After each response, feedback

was provided immediately via on-screen messages (“CORRECT” and “INCORRECT”) in

the lower half of the screen and via animated, colorized video-game elements in the upper

half of the screen. The feedback remained on-screen for 700 ms. This was followed by a 150

ms post-trial gap after which the stimulus of the next trial began to play automatically.

At the start of each block, listeners were provided text instructions for that block and a brief

training sequence. During the training sequence, listeners were first provided with a labeled

example of the stimulus type mapped to the “F” key (“1” button) followed by a labeled

example of the stimulus type mapped to the “J” key (“2” button). This was done twice.

After each example, the listener was required to press the key (button) corresponding to the

given stimulus type to proceed. After four examples, the listener was given a brief practice

sequence of four trials, presenting two Type-1 stimuli and two Type-2 stimuli, unlabeled, in

random order. Listeners were required to provide responses and received feedback as they

would during the test trials of each block. At the end of the four practice trials, the listener

chose to proceed with the game or to repeat the training sequence (four examples and four
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practice trials). During the training sequence, the visual elements in the upper half of the

screen remained in an idle state that did not update.

Once a listener completed the block’s training sequence and chose to proceed with the game,

the sequence of test trials for that block was initiated, and the game’s visual elements in the

upper half of the screen began to update with each response from the listener. The game’s

main visual elements are shown in the upper half of Figure 1.1, which shows what the screen

looked like mid-trial for a listener playing with a keyboard. During the game, a bird avatar

moved along an invisible grid based on the correctness of the listener’s response on each trial.

The bird started each block at the bottom-leftmost position of the grid. After each trial, the

bird moved rightward one unit on the grid. If the listener’s response was correct, the bird

also moved up one unit. If the listener’s response was incorrect, the bird also moved down

one unit unless the bird was at level 0 in which case it stayed at level 0. As the listener

completed the last trial of each block, the bird reached the rightmost edge of the grid.

As seen in Figure 1.1, a dotted path was drawn behind the bird to show its progression

over the course of the block, and a progress bar at the top-center of the screen showed the

listener’s progress through the entire experiment. Counters in the top-left corner of the

screen showed the listener’s current streak (i.e., the number of correct responses the listener

had provided since their last incorrect response, reset to 0 at the beginning of each block)

and the listener’s score. A listener’s score was set to 0 at the beginning of the game (i.e.,

before the first block of the experiment), and the listener’s score increased (decreased) after

each correct (incorrect) response by the following amount:

50− floor
(
40×min{1, r}

)
(1.9)

where r is the response time of the listener (i.e., the time between the end of the stimulus

and input of the listener’s response) in seconds. In other words, on each correct (incorrect)
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trial, the listener’s score increased (decreased) by 50 points if the listener responded at the

end of the stimulus instantaneously, 10 points if the listener responded more than a second

after the end of the stimulus, or some integer value between 50 and 10, decreasing linearly

with response times between 0 and 1 second, respectively. Once each stimulus ended and

while the game was still awaiting a response from the listener, an animated timer appeared

on-screen, showing the current value of the score increment/decrement over the course of

the first second of the post-stimulus period. All listeners began the game with a score of 0

which was updated cumulatively over all three blocks of the experiment.

Post-game survey and summary

Upon completing the third block of trials, the listener was presented a second set of survey

questions. In randomized order, these questions asked listeners to report (1) whether they

think they have perfect pitch, (2) whether they have ever taken music lessons (as well as

their reason for taking music lessons, their degree of enjoyment of music lessons, and their

perceived ability relative to peers, if yes), (3) how often their parent sang to them, (4) their

degree of familiarity with traditional music from around the world, (5) the amount of time

that they spend making music on an average day, (6) a rating of their skill at making music

using an instrument or by singing from the options “I’m an expert”, “I have a lot of skill”,

“I have some skill”, “I’m a novice”, and “I have no skill at all”, (7) whether they have ever

experienced “chills” or “goosebumps” in response to music, (8) the amount of time that they

spend listening to music or watching videos that include music on an average day, (9) any

areas of interest that they believe they have more talent, ability, or training than the average

person, (10) their ability to imagine sounds, (11) their ability to imagine a visual scene, (12)

whether they currently have any illnesses, disabilities, or health conditions (and what they

are, if any), (13) their highest level of education completed, (14) their race, (15) whether

they are Hispanic or Latino, and (16) their current household income.
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On the final screen, the listener was provided a summary of their performance. This summary

included the listener’s final score, the listener’s percentile relative to other players’ scores, the

listener’s position on a density plot representing the distribution of percent-correct on the

3v4-task observed in prior lab-based experiments, and the listener’s percent-correct achieved

in each block represented as a bar plot with the percent-correct of the average player in each

condition superimposed. If the listener was correct on 75% of trials overall or more, this

screen told the listener that they are “A SUPER-LISTENER”; otherwise it told the listener

that they are “NOT A SUPER-LISTENER”.

1.3 Results

1.3.1 Binomial-mixture model of proportion-correct on the 3v4-

task

Previous lab-based studies using tone-scrambles have found that the 3v4-task partitions

adult listeners into two distinct groups: one group that performs the task with near-perfect

accuracy (≈ 30% of listeners) and one group that performs the task near chance (≈ 70% of

listeners) (Chubb et al., 2013; Dean and Chubb, 2017; Mednicoff et al., 2018; Ho and Chubb,

2020; Adler et al., 2020; Ho et al., 2022). This finding is represented in Figure 1.2 where the

distribution of proportion-correct in the 3v4-task pooled across four prior lab-based studies

(Chubb et al., 2013, Dean and Chubb, 2017, Mednicoff et al., 2018, Ho et al., 2022) is shown

in red. These proportions-correct are based on the last 50 trials that each listener performed

which were, in all cases, preceded by at least 40 practice trials.

Does this finding generalize to a large web-based sample? Figure 1.2 shows in blue the

corresponding distribution of proportion-correct observed in the web-based sample. Visual

inspection suffices to show that both the lab-based and web-based distributions are bimodal,
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Figure 1.2: (Red) The distribution of proportion-correct in the 3v4-task, pooled over Chubb
et al. (2013), Dean and Chubb (2017), Mednicoff et al. (2018), Ho et al. (2022) and based
on the last 50 trials that each listener performed (in all cases, preceded by at least 40
practice trials). (Blue) The distribution of proportion-correct in the 3v4-task observed in
the web-based sample of the current study, based on all 20 trials for each listener. For ease
of comparison, the lab-based and web-based distributions have been normalized to have an
area of 1 and are shown superimposed.
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with the majority of listeners belonging to the mode near chance (i.e., a proportion-correct

of 0.5).

We also note, however, that the lab-based distribution is more sharply sculpted (with higher

peaks at the two prominent modes and a deeper valley between them) than the web-based

distribution. This is to be expected for the following reason: the estimates of proportion-

correct from the web-based study are noisier than those from the lab-based studies because

they are based on only 20 (as opposed to 50) trials. This added noise will soften the contours

of the web-based distribution in comparison to the lab-based distribution.

A binomial-mixture model may be used to estimate the relative mass attributed to the upper

and lower modes of these distributions and the mean correct-response rate of each group.

This model has the form

P (Ys = y) = α

(
n

y

)
(1− p)n−ypy + (1− α)

(
n

y

)
(1− q)n−yqy (1.10)

where s indexes the listener, Ys represents the count of correct responses achieved by subject

s, and n = 20, the maximum number of correct responses possible. According to this model,

each listener’s count of correct responses is drawn from one of two binomial distributions

with success probabilities p and q, respectively, with probability α that the count is drawn

from the former distribution (note that all parameters of this model are fixed across all

listeners, so individual effects are not captured by this model). Without constraint, these

parameters are not identifiable (an equivalent model can be produced by setting α equal to

1− α and swapping p and q). Thus, we imposed the constraints

0 < p ≤ 7

10
(1.11)
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and

7

10
≤ q < 1. (1.12)

Under these constraints, we may interpret p (q) as the probability that a low-performing

(high-performing) listener will produce a correct response on any one trial, and we may

interpret α as the proportion of low-performing listeners out of all listeners.

We fit the binomial-mixture model to the pooled lab-based sample and the web-based sam-

ple separately. The binomial-mixture model has a total of 3 free parameters (α, p, and

q). We estimated these parameters with Bayesian methods, assuming the following priors:

α ∼ Uniform(0, 1), p ∼ Uniform(0, 0.7), and q ∼ Uniform(0.7, 1). For each fit, point es-

timates were calculated by taking the median of 200,000 MCMC samples, thinned to every

100th sample. These were drawn after first taking 200,000 burn-in samples. We found that

these hyperparameters were sufficient to mitigate issues of autocorrelation among posterior

samples. Note that for the lab-based sample, the maximum count of correct responses was

n = 50 whereas for the web-based sample n = 20.

Figure 1.3 shows the distribution of posterior samples returned by MCMC for the binomial-

mixture-model parameters when fit to the pooled lab-based data (red) and the current web-

based sample (blue). The median posterior estimate for the proportion of listeners belonging

to the low-performing group in the lab-based sample (αlab) was 0.724 with 95% credible

interval [0.677, 0.768]. The corresponding posterior estimate for the web-based sample was

0.743 with 95% credible interval [0.739, 0.747]. Listeners of the low-performing group in

lab-based studies were estimated to have an expected proportion-correct (plab) of 0.561 with

95% credible interval [0.553, 0.570]; the low-performing group of the present web-based

sample was estimated to have a correct-response rate of 0.556 with 95% credible interval

[0.555, 0.557]. Listeners of the high-performing group in lab-based studies were estimated
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Figure 1.3: Violin plot of the approximate posterior distributions of α, p, and q of the
binomial-mixture model for the pooled lab-based sample (red) and the web-based sample
(blue). Points represent the median posterior estimate for each parameter, and error bars
represent 95% Bayesian credible intervals.
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to have a correct-response rate (qlab) of 0.937 with 95% credible interval [0.929, 0.945]; the

high-performing group of the present web-based sample was estimated to have an expected

proportion-correct of 0.936 with 95% credible interval [0.935, 0.937]. Due to the marked

difference in sample size (Nlab = 406 whereas Nweb = 59, 897), the posterior distribution for

parameters had greater spread when the binomial-mixture model was fit to the lab-based

sample, and consequently, the 95% Bayesian credible intervals for the lab-based sample were

much wider. The median posterior estimates for the web-based sample fell within the lab-

based credible intervals for all three parameters, indicating a strong correspondence between

the lab-based and web-based results.

1.3.2 Comparing the mixture of low- and high-performing listen-

ers between native languages

To assure that estimates of the proportion of low-performing listeners within each language

were precise, we restricted our analysis to native languages for which our sample contained

more than 40 listeners. Among the 210 languages represented in the sample, 60 languages

met this criterion for inclusion. Among these languages, the minimum, first quartile, median,

third quartile, and maximum of the number of listeners with a given native language were,

respectively, 42, 79.5, 151.5, 329.2, and 33,377.

For each of the included languages, we fit the binomial-mixture model described in Section

1.3.1 to the distribution of trials-correct within each language. This yielded an estimated

mixing proportion αℓ for each language, ℓ. As above, point estimates were calculated by

taking the median of 200,000 MCMC samples, thinned to every 100th sample and drawn

after first taking 200,000 burn-in samples. The median posterior estimate for each αℓ and

the 95% credible interval for each estimate is visualized in Figure 1.4. Across all languages,

the binomial-mixture model infers that at least half of all listeners, if not the majority,

25



Figure 1.4: Plot comparing the median posterior estimate of α for the binomial-mixture
model described in Section 1.3.1 fit to each language with ≥ 40 listeners. Error bars represent
95% Bayesian credible intervals, and colors represent language type (i.e., the degree of tonal
significance within a particular language). The dashed line represents α = 0.5, i.e., an equal
number of high- and low-performing listeners within a language.
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Figure 1.5: Scatterplot visualizing the relationship between α (y-axis) and the proportion
of listeners having music lessons (x-axis) in a given language. Each point represents one lan-
guage, and the colors of points indicate the language type (i.e., the degree of tonal significance
within a particular language). The regression line best fitting these data is superimposed,
and the details of this regression line are provided by the inset text.

are low-performing. There is a considerable degree of variability in αℓ, with the extreme

languages, Korean and Marathi, having an estimated α of 0.536 and 0.939, respectively

(indicating that the sample of Marathi listeners had a higher proportion of low-performing

listeners). It is not clear that this variability is related to language type (i.e., the degree of

tonal significance within a particular language).

Might differences in αℓ be due to confounding variables? Figure 1.5 shows the relationship

between αℓ and the proportion of listeners who received music lessons within each language,

and Figure 1.6 shows the relationship between αℓ and the proportion of listeners who self-

reported a high degree of musical skill (defined as responding “I’m an expert” or “I have a lot

of skill” when asked to rate their skill at making music using an instrument or by singing).

There is a strong negative relationship between αℓ and both the proportion of listeners who

received music lessons and the proportion of listeners with self-reported high musical skill.
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Figure 1.6: Scatterplot visualizing the relationship between α (y-axis) and the proportion
of listeners having high self-reported musical skill (x-axis) in a given language. Each point
represents one language, and the colors of points indicate the language type (i.e., the degree
of tonal significance within a particular language). The regression line best fitting these data
is superimposed, and the details of this regression line are provided by the inset text.

This suggests that any effect that native language may appear to have on α (e.g., as might

be inferred by Figure 1.4) may in fact be more a matter of the specific subset of listeners

sampled from that native language rather than an effect of native language itself.

To adjust for these effects, the αℓ estimates were modeled using a simple multiple linear

regression model of the form

αℓ = β0 + β1pℓ,1 + β2pℓ,2 + εℓ (1.13)

with

εℓ ∼ N(0, σ2) (1.14)

where ℓ indexes the native language, pℓ,1 is the proportion of listeners of native language
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ℓ who received music lessons, pℓ,2 is the proportion of listeners of native language ℓ who

had high self-reported musical skill, and β0, β1, β2, and σ are the four free parameters of

the model. Fitting this model using least-squares, β0 was estimated to be 1.02 with 95%

confidence interval [0.94, 1.09], representing the predicted αℓ for a language ℓ with no listeners

of high musical skill and no listeners with music education; β1 was estimated to be -0.26 with

95% confidence interval [-0.42, -0.10], representing the estimated change in αℓ for each unit

change in the proportion of listeners with music lessons; β2 was estimated to be -0.74 with

95% confidence interval [-1.09, -0.38], representing the estimated change in αℓ for each unit

change in the proportion of listeners with high self-reported musical skill.

To adjust for music lessons and self-reported musical skill, the predicted α values given by

the fitted multiple linear regression model were subtracted from the raw estimated α values

(i.e., the points represented in Figure 1.4) and the credible interval around each estimate was

translated accordingly. The resulting residual α values and their shifted credible intervals are

shown in Figure 1.7. For 43/60 languages, the translated credible interval contains zero. In

other words, for the majority of languages analyzed, the proportion of listeners with music

lessons and the proportion of listeners with self-reported musical skill are sufficient to fit

the estimated α values within the margin of their 95% credible intervals. While a number

of languages still have residual α values that deviate substantially from zero, this result

suggests that, overall, the variation across languages observed in Figure 1.4 is not due to

native language itself.

1.3.3 Comparing the facilitation strengths of a single-resource

model between native languages

Previous studies using tone-scramble stimuli have used a “single-resource” model to describe

the pattern in performance across listeners and to assess the relative difficulty of different
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Figure 1.7: Plot of the residual α values calculated by taking the α estimates returned by
fitting the binomial-mixture model (as plotted in Figure 1.4) and subtracting the predicted
α given by the fitted multiple linear regression model in Equation 1.13. Error bars represent
the 95% Bayesian credible intervals, translated according to the subtraction of predicted
α values. Color represents language type (i.e., the degree of tonal significance within a
particular language). The dashed line represents residual α = 0, i.e., an α value that is
perfectly predicted by the multiple linear regression model.
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conditions. Unlike the analysis presented thus far, the dependent variable representing per-

formance in the single-resource model is d′ of signal detection theory. For each listener in

each condition (excluding the same/different-task), we used all 20 trials to calculate d′. To

calculate d′ under our experimental paradigm, we needed to label trials as “signal” and

“noise” trials arbitrarily. We chose to treat trials with Type-2 (Type-1) stimuli as signal

(noise) trials. This choice did not influence our d′ measures. Each listener provided two

data points: one d′ measure for the 3v4-task, and one d′ for whichever wild-card task that

they completed. If a listener achieved a perfect hit rate (i.e., 10 hits out of 10 signal trials)

in a given condition, the proportion of hits was set to 10−0.5
10

= 0.95 (as recommended by

Macmillan and Kaplan, 1985). Analogous adjustments were made for correct rejection rates.

Given these adjustments, the maximum observable d′ was 3.29.

This maximum d′ was substantially lower than the maximum observable d′ in prior exper-

iments where, for example, a total of 100 trials (50 signal trials and 50 noise trials) would

lead to a maximum observable d′ of 4.65 under the adjustments of Macmillan and Kaplan

(1985). Importantly, listeners in prior lab-based studies achieved such d′ values, so the max-

imum observable d′ of 3.29 was likely to underestimate the maximum achievable d′ for many

listeners. It was found that replacing all of the d′ estimates at the maximum observable

value in the present experiment (3.29) with the maximum observable value given 100 trials

(4.65) did not meaningfully change the parameter estimates for the single-resource model

and did not change the results of the analysis presented below.

The single-resource model that was fitted to the d′ values across listeners had the following

form:

d′s,t = RsFt + εs,t (1.15)
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subject to the constraint

T∑
t=1

Ft = T, (1.16)

where s indexes the listener, t indexes the condition (in order, the 1v2-task, 2v3-task, 3v4-

task, 4v5-task, 5v6-task, 8v9-task, 9v10-task, and 10v11-task; thus, T = 8), and εs,t ∼

N(0, σ2) independently and identically distributed (iid). According to this model, a single

latent cognitive resource R governs performance in all conditions. Different listeners possess

different levels of R (hence Rs), which facilitates performance in condition t with relative

strength Ft. Note that Ft is fixed across listeners, so aside from measurement error, variation

between listeners is attributed only to the amount of variation in the amount of R possessed

by listeners.

In the present study, unlike any prior tone-scramble study, several of the conditions were

tested between subjects, presenting a complication in fitting the single-resource model. To

explain the complication, consider the matrix containing all of the d′ estimates for native

English speakers. In this matrix, each row corresponds to one listener (yielding 59,897 rows

for the entire sample), and each column corresponds to one condition (yielding 8 columns).

Excluding the same/different-task, every listener was tested in just two conditions: the

3v4-task and one randomly selected wild-card task. Consequently, each row of the matrix

contains six missing values and only two known values. Thus, even though the single-resource

model provides predictions for every combination of s and t, our likelihood function is not

simply expressed as a product over every combination. To resolve this issue, we used a

fitting procedure described in Section A based on conditional maximization which allowed

us to compute maximum-likelihood estimates and frequentist 95% confidence intervals for

each parameter.

In practice, we found that a relatively large sample size was required for the conditional
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Figure 1.8: Estimated Ft values for each task condition t for each of 6 native-languages:
English, Spanish, German, French, tonal languages (pooled), and pitch-accented languages
(pooled). The dashed line represents Ft = 1, which is the mean value of Ft across all
tasks t. Error bars represent 95% frequentist confidence intervals, applying the Bonferroni
correction within each language. In other words, for each language, the confidence intervals,
taken together, represent a simultaneous confidence region for which the probability of falsely
rejecting at least one null hypothesis for one of the parameters is 0.05. Error bars for English
are omitted due to issues of computational tractability (addressed in Section A); however,
the error bars may be assumed to be very narrow given that the sample size for English is
an order of magnitude larger than any other subset.
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maximization procedure to converge and produce useful estimates. Thus, we fit the bilin-

ear model to each of the six following subsets of listeners: native English speakers (N =

33,377), native Spanish speakers (N = 7,506), native German speakers (N = 2,218), native

French speakers (N = 1,508), pooled tonal-language speakers (N = 2,265), and pooled pitch-

accented-language speakers (N = 1,995). All fits converged within 25 iterations or fewer

of conditional maximization. Convergence was defined as a cumulative absolute change in

parameter estimates smaller than 10−6 from one iteration to the next. Figure 1.8 compares

the resultant estimates of F based on each of these estimates. Under the imposed constraint

that
∑

t Ft = 8, we may interpret any condition t for which Ft > 1 as a condition that is

easier than the average condition, and similarly, any condition t for which Ft < 1 as harder

than the average condition. Overall, we find that the different subsets perform very simi-

larly across the variety of conditions tested. Conditions that are easier on average for one

language tend to be easier on average for all languages. Notably, the 3v4-task and 8v9-task

tended to be easier across all language subsets while the 10v11-task tended to be a more

difficult task across all language subsets. A similar result was obtained by Dean and Chubb

(2017).

1.3.4 Performance on the same/different-task among listeners

with low performance on the 3v4-task

Using the parameter estimates of the binomial-mixture model presented in Section 1.3.1,

we may select an informed criterion for categorizing listeners as low-performing versus high-

performing. Figure 1.9 visualizes the predicted distribution of counts based on the median

posterior for the parameters of the binomial-mixture model fit to the web-based sample in

Section 1.3.1. The visualization is such that a single point on either curve represents the

joint probability that an observed count has that value and belongs to that group. Thus,

given the value of a particular count, the most likely group that that count belongs to is the
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Figure 1.9: Predicted distribution of counts for the web-based sample based on the median
posterior estimates of α, p, and q reported in Section 1.3.1. Note that the probability mass
functions of the high-performing (red) and low-performing (blue) groups are weighted by α
and 1 − α respectively such that areas under the two curves summed together equal 1. In
other words, a single point on either curve represents the joint probability that an observed
count has that value and belongs to that group.

group which has a higher probability for that count in Figure 1.9. Accordingly, the informed

criterion may be placed at the point where these two probability mass functions cross. By

this reasoning, all listeners with 16 or fewer responses correct in the 3v4-task were labeled

as “low-performing” (45,299 listeners), and all listeners with 17 or more correct responses

were labeled as “high-performing” (14,598 listeners).

In Figure 1.10, low-performing listeners are sorted into bins according to their particular

combination of number-correct on the 3v4-task and number-correct on the same/different-

task. The resultant figure is a heat map representing the bivariate distribution of listeners’

performance on the two tasks. If it is the case that low-performing listeners can hear a

difference between major and minor tone-scrambles but cannot identify them as major or

minor individually, we should observe that the greatest mass of listeners falls above the

dashed line representing equal accuracy on the two tasks. This is not the case. Low-

performing listeners tended to perform similarly on the same/different-task as they do on
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Figure 1.10: Heat map representing the bivariate density of low-performing listeners’
number-correct on the 3v4-task (x-axis) and number-correct on the same/different-task (y-
axis). The color of each bin represents the number of listeners who achieved that partic-
ular combination of numbers-correct on the two tasks. A dashed line indicates where the
proportions-correct on the two tasks are equal. Note that the dashed line is not identical
to the x = y line due to the different total number of trials between the two tasks. Since
low-performing listeners are defined as those listeners who provided a correct response on 16
or fewer trials of the 3v4-task, no listeners are contained in bins where x >= 17.
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Figure 1.11: Histogram of the difference in proportion-correct across low-performing listen-
ers, subtracting the proportion-correct on the 3v4-task from the proportion-correct on the
same/different-task. The dashed line indicates a difference of zero.

the 3v4-task.

Figure 1.11 shows the distribution of differences in proportion-correct comparing the same/different-

task to the 3v4-task. As might be inferred from Figure 1.10, the mode of this distribution is

near 0. A two-tailed one-sample t-test of the null hypothesis that the mean difference is ex-

actly equal to 0 yields statistically significant results (t59,896 = −21.482 and p < 2.2× 10−16)

providing evidence that the mean difference is not equal to zero; however, the mean dif-

ference is -0.016 and is not practically different than zero. This result suggests that for

low-performing listeners, the same/different-task is very slightly more difficult than the 3v4-

task.
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1.4 Discussion

1.4.1 Lab-based findings using tone-scrambles generalize to a large

web-based sample

The results reported in Section 1.3.1 show a strong correspondence between the current web-

based sample and the results obtained with prior lab-based samples recruited via institutional

subject pool. In Figure 1.2, we see that the distributions of proportion-correct in the 3v4-task

observed in the lab and in the current web-based sample were nearly identical. The lower

mode appeared to be a bit wider for the web-based sample, but this may be attributed to the

lower number of trials in the web-based sample (20 trials) than in the lab-based sample (50

trials). Fitting the binomial-mixture model, we found that the estimated mixture α of low-

performing listeners in the web-based sample was 0.743, well within the 95% credible interval

for α of the lab-based sample [0.677, 0.768] as seen in Figure 1.3. The estimated correct-

answer rate within each of the low- and high-performing groups for the web-based sample,

0.556 and 0.936, were also within the 95% credible interval for the respective correct-answer

rates in the lab-based sample, [0.553, 0.570] and [0.929, 0.945]. Although not all auditory

phenomena are appropriate to study remotely, this study contributes to a growing number

of examples of auditory phenomena for which web-based experiments yield similar results to

lab-based studies (Cooke and Garćıa Lecumberri, 2021; Kothinti et al., 2021; Viswanathan

et al., 2021).

Given the greater diversity of the web-based sample studied here compared to that of earlier

studies, we conclude that the effects that have been reported in the tone-scramble litera-

ture thus far are not specific to the samples being studied. This conclusion is unsurprising

given that past work has found only a modest association between demographic factors like

years-of-musical-training and performance in tone-scramble tasks (Dean and Chubb, 2017;
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Mednicoff et al., 2018; Ho and Chubb, 2020).

These results not only allow us to generalize the conclusions drawn in earlier tone-scramble

studies but also provide evidence to support a number of methodological improvements

to the general design used in tone-scramble studies. For one, the tone-scrambles of the

present experiment were shorter in duration (0.78 s) than half that of tone-scrambles used

in prior studies (2.08 s) by virtue of having three pips per note (Table 1.1) instead of eight

pips per note. The strength of agreement between the current results and prior lab-based

studies provides evidence that these shorter tone-scrambles can be used to study disparity

in performance on tone-scramble tasks without a reduction in effect size. Using shorter

tone-scrambles, researchers can test listeners in more trials and more conditions in a single

sitting than would be possible using the longer tone-scrambles of prior studies. Moreover,

the fact that these data were collected using a web-based paradigm shows that tone-scramble

effects can be reliably measured using uncalibrated hardware and an automated procedure

in the absence of a research assistant. This makes a larger and more diverse pool of listeners

available to participate in these studies, providing us greater leverage in uncovering the reason

why some listeners perform well in tone-scramble tasks and others do not. It also suggests

that tone-scramble tasks may be a good candidate for use in a quick diagnostic procedure

that is performed by an automated program on listeners’ personal devices. For example, such

procedures are of great interest to researchers in the area of self-fitting hearing aids (Vyas

et al., 2022; Boothroyd and Mackersie, 2017). Although we have yet to identify a clinically

relevant variable that is associated with performance in tone-scramble tasks, it is clear that

one’s status as a low-performing or high-performing listener can be assessed quickly and

reliably without the presence of a researcher/audiologist or specialized equipment. Thus, the

study and treatment of any clinical outcome that is found to be associated with performance

in tone-scramble tasks would benefit greatly from the use of tone-scrambles as a diagnostic.
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1.4.2 Mixing proportion of low- and high-performing listeners varies

with native language, but this may be explained by differ-

ences in musical experience

In each of the native languages studied (including tonal and pitch-accented languages), low-

performing listeners formed at least half – if not the majority – of listeners represented by

the sample. This is seen in Figure 1.4, where the α estimates across languages all fell to the

right of the line x = 0.5. Taken alone, this result suggests that native language does not have

a critical a role in determining whether a listener is low-performing or high-performing. If

native language were a critical determinant of performance, one would expect some languages

to have a greater proportion of high-performing listeners than low-performing listeners. This

agrees with previous findings that the bimodal distribution in performance on tone-scramble

tasks is observed among 6-month-old infants (Adler et al., 2020), prior to the critical period

in linguistic development where listeners lose sensitivity to phonetic categories that are

not relevant to their native language (Werker and Tees, 1984; Best and McRoberts, 2003;

Kuhl et al., 2003; Kuhl, 2004). The nature of performance in tone-scramble tasks is thus

distinct from that of other abilities like absolute pitch (Deutsch et al., 2006) and melodic

discrimination (Liu et al., 2021) where native language is implicated.

Although native language is not a critical determinant of tone-scramble performance, the

degree of variability in α across native languages in Figure 1.4 is notable, with the estimated

proportion of low-performing listeners among speakers of the same native language ranging

from 0.536 (Korean) to 0.939 (Marathi). It is not clear that these variations were due to

native language because language type (non-tonal, pitch-accented, and tonal) did not appear

to predict the estimated α for a particular language. For example, tonal languages Thai and

Vietnamese fell into the highest quintile of estimated α while tonal Chinese dialects Man-

darin, Taiwanese Hokkien, and Cantonese fell into the lowest quintile. Given that listeners
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discovered the game by word-of-mouth and volunteered to participate, it is possible that lis-

teners of a particular native language tended to have shared characteristics that differed from

the sample at large and that these characteristics predicted performance in the tone-scramble

task. As an example, a listener of native language L may have been a highly skilled musician

whose colleagues tended to also be both highly skilled musicians and native speakers of L. If

this listener directed their colleagues to the experiment, then the proportion of highly skilled

musicians among listeners representing native language L would have increased relative to

the baseline. Consequently, the proportion of low-performing listeners in language L was

likely to decrease, and this deviation from baseline would not necessarily have been due to

native language L or the proportion of highly skilled musicians who are speakers of native

language L at large; rather, it would have been due to confounds introduced by the form of

convenience sampling used here.

As shown in Figure 1.5 and Figure 1.6, respectively, there was a strong negative associa-

tion between a language’s estimated proportion of low-performing listeners and both (1) the

proportion of listeners who had taken music lessons and (2) the proportion of listeners who

reported having a high level of musical skill. The negative association indicates that as the

proportion of listeners with music lessons or high musical skill increased among speakers of a

native language, the proportion of low-performing listeners decreased. This effect is concor-

dant with the modest association (at the level of individual listeners) between performance

in tone-scramble tasks and years of musical training observed in prior studies (Dean and

Chubb, 2017; Mednicoff et al., 2018; Ho and Chubb, 2020). As shown in Figure 1.7, most

effects of language did not persist after adjusting for music lessons and self-reported musical

skill. For 43/60 languages, the translated credible interval contained zero, accounting for any

effect that might otherwise have been attributed to native language. Although the residual

α values deviated substantially from zero for several languages, the overall trend suggests

that the variation across languages observed in Figure 1.4 was not due to native language

itself.
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It is worth noting that the data on self-reported musical skill were collected after all trials

of the experiment, during the second set of survey questions as described in Section 1.2.4.

This opens up the possibility that listeners adjusted their self-reported responses based on

their experience over the course of the game. Since the proportion of highly musically skilled

listeners in a language was calculated as the proportion of listeners who responded “I’m an

expert” or “I have a lot of skill” when asked to make a rating of their musical skill, the

influence of doing the experiment on a listener’s predisposed responses would only change

the results if it changed a listener’s actual response from one of “I’m an expert”, “I have

a lot of skill” to one of “I have some skill”, “I’m a novice”, and “I have no skill at all” or

vice versa. Presumably, such influences apply mostly to listeners whose self-assessment is

somewhere between ”I have some skill” to ”I have a lot of skill” (52% of listeners chose one

of these two categories). Such an effect does not apply to data on music lessons which are

not based on subjective rating and which also strongly predict α.

1.4.3 Single-resource model yields similar facilitation strengths

across conditions regardless of language

The notion that performance in tone-scramble tasks is not influenced by native language is

further supported by the analysis based on the single-resource model. In prior tone-scramble

experiments, the single-resource model has provided an accurate description of the data,

explaining between 74% and 84% of the variation in d′ values (Dean and Chubb, 2017;

Mednicoff et al., 2018; Ho et al., 2022). Importantly, the facilitation strengths Ft of the

single-resource model represent the relative ability that the latent resource affords in each

condition t.

When partitioning the present sample on the basis of native language, we found that F

looked very similar across the language groups. For each language group, tasks involving
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stimulus types that clearly differed in terms of majorness/minorness tended to be easier than

the average task. These included the 3v4-task (wherein stimuli contain either the major third

or the minor third) and the 8v9-task (wherein stimuli contained either the major sixth or

minor sixth). Notably, the 10v11-task was harder than the average task across languages,

consistent with results obtained by Dean and Chubb (2017). The lack of an effect of native

language on the estimates of the single-resource model is unsurprising in light of the lack of

relationship between α and native language, as reported above.

1.4.4 For listeners with low performance on the 3v4-task, same/different-

task offers no advantage

We found that low-performing listeners in the 3v4-task did not perform any better on the

same/different-task. Thus, we conclude that these listeners in general do not reliably perceive

a difference between the two types of stimuli in the 3v4-task. It is not the case that low-

performing listeners hear a difference but fail to apply the correct labels to individual stimuli.

Notably, the mean difference among the low-performing listeners of the 3v4-task (a group

of 45,299 listeners, using the criteria specified in Section 1.3.4) comparing the proportion-

correct in the same/different-task to the 3v4-task was not practically different than zero,

suggesting that the two tasks were of equal difficulty. This is consistent with the results

reported by Chubb et al. (2013) and discussed in Section 1.1.3. Chubb et al. found that

listeners, on average, tended to respond on each trial by mimicking the correct response

of the previous trial. For low-performing listeners, the finding of Chubb et al. suggests

that they compare the stimulus on each trial to the one that came before it (not unlike the

comparison required in the same/different-task) and, failing to hear a difference, respond

with the same answer as the correct answer to the previous trial.

Statistically speaking, the mean difference was found to be negative, indicating that the
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same/different-task was slightly more difficult. Such an effect might be attributed to some

limitation(s) of listeners’ memory when required to compare two auditory stimuli; however,

this effect was too small to warrant any further investigation.

1.4.5 Future work

It is remarkable that tone-scramble tasks reveal such a profound disparity in ability among

listeners of a very broad listenership. The source of this disparity remains to be discovered.

Although the present work leads us to conclude that native language is not directly related

to tone-scramble performance, there are many other covariates to be considered. Indeed, the

present data leave us with a large number of covariates available for each listener yet to be

analyzed. These include data on self-reported pitch discrimination, self-reported rhythmic

fluency, degree of early-age musical exposure, susceptibility to musical frisson, self-reported

fidelity of visual and auditory mental imagery, kinds of non-musical expertise, and concurrent

health conditions. Might any of these covariates be strongly linked to listeners’ performance

in tone-scramble tasks? It remains to be investigated. Data mining may be used to identify

individual covariates or combinations thereof that reliably predict whether a listener falls

into the low- or high-performing group. Of course, any such exploratory analysis will need

to take care to use some form of validation to assess out-of-sample generalization. In general,

data sets as large as the present one are especially amenable to such validation techniques.

Any results from such an exploratory analysis would be helpful in forming hypotheses about

the origin of tone-scramble performance which could in turn be studied using both lab-based

and web-based testing.

The citizen-science approach used here offers many unique opportunities previously unavail-

able in the psychological sciences, especially with regard to the generalizability of research

findings (Hilton and Mehr, 2021). The large sample sizes that are available using the citizen-
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science model are not only useful for the purposes of studying a more diverse (and, ideally,

more globally representative) sample of research participants; they are also useful for simulta-

neously studying a wide variety of conditions that would be too numerous to practically test

in a single sitting (as might be done in a more common lab-based experimental paradigm).

In this study, we were able to test eight varieties of tone-scramble task other than the basic

3v4-task, some of which replicate prior variants (Dean and Chubb, 2017; Ho et al., 2022) and

some of which were novel. Given the amount of data expected, we were able to test all of the

tone-scramble tasks belonging to a single category (i.e., the category of tone-scramble tasks

in which the target notes of the two stimulus types differed by one semitone) without having

to make decisions about which variants were most likely to produce interesting results. In-

deed, the tone-scrambles studied here are still a smaller category than all of those available,

and studying a broad set of tone-scramble tasks will help us gain a better understanding of

the origin of tone-scramble performance and the nature of the theorized latent resource R

that underlies it. By the same token, the citizen-science approach might allow us to study

how tone-scramble performance relates to other hearing abilities by having listeners perform

some selection of non-tone-scramble tasks chosen from a large set. The roved pitch-difference

task studied by Ho et al. (2022) is one promising candidate for such a study as Ho et al.

found that a roved pitch-difference threshold of a quarter-tone (50 cents) was required to

perform the tone-scramble task. Other candidates include preference tasks or discrimination

tasks where the relevant stimulus space is too large to be studied within-subjects (e.g., using

recordings or melodic compositions selected from a musical corpus).

The main limitation to the citizen-science approach is participant motivation. In the present

study, we tried to elicit excitement from listeners by formatting the experiment as a video

game and by offering listeners an informed rating of their hearing ability (advertised here

as “super-listener” status). Since no compensation was offered for this study, these factors

likely influenced the amount of participation we received. The degree of participation in

any citizen-science study is likely to depend on a complex interaction of many sociological
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factors, so any of the possible follow-ups outlined above will also need to be informed by

their relevance to the broad audience of potential participants.
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Chapter 2

Piano timbre, lower frequency, and

reduced presentation rate do not

improve performance in tone-scramble

tasks.

2.1 Introduction

The most outstanding feature of music is, perhaps, its emotional resonance. Music has a

remarkable power to arouse the feelings of those who listen to it, as is psychologically and

physiologically evident (Eerola and Vuoskoski, 2013; Juslin, 2013; Koelsch, 2014). What

features of music imbue it with such emotional resonance?

According to theories of composition, scale has a central role in giving meaning to music

(Rameau, 1722; Schoenberg, 1922; Tymoczko, 2011). Indeed, many studies find that, on

average, music of the major scale sounds happy to listeners, and music of the minor scale
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sounds sad (e.g., Hevner, 1935; Crowder, 1984; Crowder, 1985a; Kastner and Crowder, 1990;

Gerardi and Gerken, 1995; Gagnon and Peretz, 2003; Temperley and Tan, 2013; Bonetti and

Costa, 2019). However, we would be remiss to ascribe the emotional character of music to

scale alone. Music is a complexly structured auditory stimulus, and its affective information

is unlikely to be conveyed entirely by scale. In a single piece of music, rhythm, timbre, and

harmony may interact in eliciting an emotional response. To understand the role of scale in

this elicitation, we must acknowledge that the affective quality of scale may be mediated by

other features such as instrumentation, tempo, or phrasing.

In fact, there is mounting evidence that the majority of listeners are less sensitive to scale

per se than might be predicted given the central role of scale in music theory. Studies

have found that listeners of all degrees of musical training struggle to discriminate melodies

differing only in scale (Halpern, 1984; Halpern et al., 1998; Leaver and Halpern, 2004).

Moreover, the finding that major (minor) stimuli are judged to be happy (sad) on average

does not imply that this pattern holds for all listeners. Studies by Blechner (1977) and

Crowder (1985a) suggest that sensitivity to scale in major vs minor triadic chords may be

bimodally distributed, with some listeners exhibiting high sensitivity and others exhibiting

little sensitivity, if any. Indeed, in studies that have carefully manipulated scale while fixing

other features of music, the mean effect is found to be modest and generally consistent

with the idea that sensitivity to scale follows a bimodal distribution. Statistically significant

effects in such studies may be explained by a small number of strongly sensitive listeners in

a sample in which most listeners have little or no sensitivity.

Experiments using randomly ordered tone sequences (“tone-scrambles”) support the theory

that sensitivity to scale follows a bimodal distribution, with most listeners lacking sensitivity

to scale (Chubb et al., 2013; Dean and Chubb, 2017; Mednicoff et al., 2018; Ho and Chubb,

2020; Adler et al., 2020; Ho et al., 2022). In the typical tone-scramble task (the “3-task”),

the tone-scrambles contain thirty-two 65-ms pure-tones, including eight each of the notes G5,
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Figure 2.1: Histogram of proportion correct in the 3-task pooled over Chubb et al. (2013),
Dean and Chubb (2017), Mednicoff et al. (2018), Ho et al. (2022). In each of these studies,
proportion correct is based on 50 trials which were preceded by at least 40 practice trials.

D6, and G6; in addition, major (minor) tone-scrambles contain eight pure-tones of the note

B5 (B♭5). Tone-scrambles are presented one at a time, and the listener strives to classify the

tone-scramble presented on each trial as major or minor with trial-by-trial feedback. As seen

in Fig. 2.1, proportion correct in the 3-task follows a bimodal distribution. The majority

of listeners (≈ 70%) hear little difference between the major and minor tone-scrambles and

form a mode near 55% correct. The rest of listeners are highly sensitive to this difference

and amass near 100% correct.

2.1.1 The current study

Does the bimodal distribution of sensitivity to scale in major vs minor tone-scrambles gen-

eralize to actual music? Given that the findings based on tone-scrambles are consistent with

previous research on major and minor music, we believe that the answer is yes. However, as
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previously noted, rhythm, timbre, and harmony may interact within a single piece of music,

and the affective quality of scale may be mediated by other features such as instrumentation,

tempo, or phrasing. Perhaps all listeners have sensitivity to scale in the context of an ade-

quately musical stimulus because such a stimulus has other features that make variations in

scale salient. It is important to acknowledge that tone-scrambles differ from actual music in

several important ways: they are very rapid (roughly equivalent to a sequence of 32nd notes

at 120 BPM), randomly sequenced, relatively high in frequency (spanning G5 to G6), and

composed of isolated pure-tones. These properties may obscure scale or may fail to provide

some structure that most listeners use to hear scale, and it may be that high-performing

listeners are specially capable of overcoming these obstacles.

A more musical stimulus might be slower, purposefully sequenced, lower in frequency, and

composed of more natural sounds. Already, others have found that slowing the presentation

rate (Mednicoff et al., 2018) and adding sequential structure (Ho and Chubb, 2020) do not

alone elevate low-performers and close the performance gap visible in Fig. 2.1. Nonetheless,

tone-scrambles under these manipulations may still lack musicality because they remain

high in frequency with an unnatural timbre. The current study manipulated three factors –

presentation rate, timbre, and frequency height – to create tone-scrambles that were more

firmly musical. Relative to the tone-scrambles of the 3-task (referred to here as the “Fast,

Pure, G5” condition), we slowed the presentation rate of notes to roughly that of 16th notes

at 90 BPM, we replaced pure-tones with piano recordings, and we shifted the stimulus down

19 semitones in log frequency to span C4 (“middle C” in common music notation) to C5.

These manipulations were tried in six different combinations as described in Sec. 2.2.1 to

achieve various levels of musicality.

Do any of these manipulations increase the salience of scale for low-performing listeners of the

“Fast, Pure, G5” condition? One may approach this question in a number of ways. We tested

whether listeners achieved significantly higher mean performance in any condition compared
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to “Fast, Pure, G5”, as reported in Sec. 2.3.1. However, as might be the case with previous

studies of major and minor stimuli cited earlier, effects on mean performance might be driven

mostly by a high-performing minority of listeners. To this end, it may be more informative

to examine whether the group of high-performing listeners changes from one condition to the

next. Thus, as reported in Sec. 2.3.2, we considered whether any condition relative to “Fast,

Pure, G5” produced a larger proportion of high-performing listeners. Finally, Dean and

Chubb (2017) found that performance across several tone-scramble tasks was well-described

by a single-resource model. According to this model, a single cognitive resource R affords

ability in all tone-scramble tasks, and low- and high-performing listeners differ only in the

amount of R available to them. If the manipulation of musicality in the current study

makes scale salient to listeners who perform poorly in the “Fast, Pure, G5” condition, then

the data must depart from the single-resource model, which predicts that a listener who

performs poorly in one condition will perform poorly in all conditions. We assess the fit of

this model in Sec. 2.3.3.

The vast majority of studies on the emotional quality of major and minor music use stimuli

that are moderate in tempo and frequency and are sounded with natural timbres like the tone-

scrambles in the current study. As noted earlier, the results of those studies are consistent

with a bimodal distribution of scale sensitivity. There is little experimental evidence to

suggest that our manipulations will provide a special advantage to low-performing listeners.

Indeed, as we report below, our manipulations overall did little to unlock scale for low-

performing listeners in the “Fast, Pure, G5” condition. This finding suggests that low-

performing listeners in tone-scramble tasks are not prevented from hearing scale by the

unmusical qualities of tone-scrambles, and it lends further support to the theory that the

bimodal distribution of scale sensitivity generalizes to a broader class of musical stimuli.
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2.2 Methods

All methods were approved by the UCI Institutional Review Board.

Participants

Thirty-three listeners participated. Listeners were recruited through the UCI School of Social

Sciences Subject Pool and were compensated with course credit. The data were collected

over the internet between June 26, 2022 and October 5, 2022.

All listeners had self-reported normal hearing. The mean years of musical training was 4.06

(sample standard deviation: 4.56). Twenty-one of these listeners reported having at least

one year of musical training.

All listeners were prompted to complete the experiment in a quiet place with no visual

distractions while wearing headphones. Each listener completed a screening test (Woods

et al., 2017) at least once at the beginning of the experiment to assess headphone usage.

Those who failed the initial screening test were prompted again to wear headphones and were

required to perform the screening test once more. Thirty of the 33 total listeners passed the

screening test on either their first (27) or second (3) attempt.

2.2.1 Stimuli

We presented listeners with six varieties of stimuli. The six varieties differed in presentation

rate, timbre, and/or frequency range, and we refer to them as “Fast, Pure, G5”, “Slow, Pure,

G5”, “Slow, Piano, G5”, “Fast, Pure, C4”, “Slow, Pure, C4”, and “Slow, Piano, C4”. Each

stimulus variety comprised two stimulus types (major and minor).
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In the “Fast, Pure, G5” condition, each stimulus comprised 32 pure-tones which were 65 ms

in duration (for a total stimulus duration of 2.08 s) and windowed by a raised cosine function

with 22.5 ms rise and decay times. Thus, the presentation was roughly equal to a sequence

of 32nd notes at 120 BPM. All tones had equal peak amplitude. The major (minor) stimulus

type comprised eight pure-tones per the following notes: G5, B5 (B♭5), D6, and G6. The

notes in a given tone-scramble were presented in random sequence.

In the “Slow, Pure, G5” condition, the tones were relatively longer and fewer: each stimulus

comprised 12 pure-tones which were 173.3̄ ms in duration (as to maintain a total stimulus

duration of 2.08 s). Thus, the presentation was roughly equal to a sequence of 16th notes

at 90 BPM. These were, again, windowed by a raised cosine function with 22.5 ms rise and

decay times. The major (minor) stimulus type comprised three pure-tones per the notes G5,

B5 (B♭5), D6, and G6, presented in random sequence.

In the “Slow, Piano, G5” condition, piano recordings were used in place of pure-tones. These

recordings were of isolated notes and were taken from the Maestro Concert Grand sound bank

by Mats Helgesson: http://sonimusicae.free.fr/matshelgesson-maestro-en.html. We

used only recordings labelled as mezzo-piano. The relative level of these recordings was not

altered, and any difference between stereo channels was retained. The end of each recording

was cropped off so that each recording had a duration of 173.3̄ ms, and a 22.5 ms cosine

damp was applied to each (to retain the attack of the original recordings, no ramp was

applied). Stimuli of this condition were constructed from 12 such recordings played consec-

utively (maintaining a total stimulus duration of 2.08 s) and in random order, three per the

notes G5, B5 (B♭5), D6, and G6 for the major (minor) stimulus type.

The stimuli of the “Fast, Pure, C4”, “Slow, Pure, C4”, and “Slow, Piano, G5” were like the

stimuli of the corresponding conditions above except that the notes of the major (minor)

stimulus type were C4, E4 (E♭4), G4, and C5.
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The stimuli were generated at trial time and played back using the Web Audio API (https:

//developer.mozilla.org/en-US/docs/Web/API/Web_Audio_API) which is supported by

most contemporary internet browsers. The audio sampling rate depended on listeners’ per-

sonal hardware. For all listeners, the sampling rate was either 44.1 kHz or 48 kHz; potential

listeners were not allowed to proceed if any other sampling rate was detected. Volume was

adjusted manually by each listener to a comfortable level prior to the experiment. Listeners

read prompts and entered responses via a web interface built with jsPsych (De Leeuw, 2015).

2.2.2 Procedure

Each listener was tested in all six conditions described in Sec. 2.2.1. Conditions were blocked

and ordered using reverse counterbalancing. For a given participant, the order of the first six

blocks (one per condition) was determined by a Latin square. The last six blocks followed

the reverse order of the first six. On each trial of a block, the listener was presented with a

single stimulus and strove to classify it as either major or minor. A single block consisted

of a brief sequence of example stimuli followed by 40 trials (20 major and 20 minor); the

stimuli in a block were ordered randomly with a constraint that the first 10 and last 30 trials

each had an equal number of major and minor stimuli. Only the last 30 trials of each block

were analyzed, yielding 60 trials per condition for analysis since each condition was tested

twice.

Listeners completed a series of intake procedures via the experiment web page prior to

participating in the experiment proper. On the introductory page, listeners were prompted

to use either the Google Chrome or Mozilla Firefox web browsers (which were tested to

be compatible with the Web Audio API used in the experiment). On this page, listeners

also received a link to access the study information sheet as a PDF file. To proceed to

the next page, listeners were required to check boxes to affirm that (1) they were using
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headphones and located in a quiet space free of distractions and that (2) they agreed to

take part in the study. On the following two pages, listeners answered survey questions

about their native language and years of musical training, respectively. Listeners were then

provided an interface to play back Gaussian noise; listeners were prompted to use this noise

as a reference with which to adjust the computer volume to a loud but comfortable level.

Upon completing the volume adjustment, listeners were given a headphone screening test as

developed by Woods et al. (2017). This screening test consisted of six trials of a three-interval

task on which a half-amplitude tone was to be identified among two whole-amplitude tones

(one with stereo channels playing in-phase, one with stereo channels playing anti-phase).

Listeners who failed to answer at least five of the six trials correctly were prompted again to

wear headphones and were required to perform the screening test once more. Listeners who

failed the screening test a second time were allowed to proceed with the experiment (3 of 33

listeners failed the screening test twice).

Upon completing the intake procedures, listeners performed a training battery consisting

of 6 blocks of 20 trials each (the data collected over the course of this training battery

were not used in the analysis) punctuated by three instructional videos. The conditions

demonstrated by each block in the training battery followed the same fixed order for all

listeners, as described below. The first instructional video described the difference between

major and minor chords in terms of their constituent notes and their emotional connotation

according to music theory. This video then described the stimuli of the present experiment,

their relation to the major and minor chords, and the task of the listener. Each stimulus

given as an example in this video belonged to the “Slow, Piano, C4” condition and was

accompanied by a visualization of its note sequence on a piano keyboard. Following this first

instructional video, listeners completed one training block of the “Slow, Piano, C4” condition

followed by one training block of the “Slow, Piano, G5” condition. Each of these training

blocks was preceded by (1) a prompt describing the qualities of the stimuli and restating the

task of the listener and (2) a short sequence of examples. The second instructional video
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appeared after these first two training blocks. The second instructional video introduced

pure-tones in contrast to the piano timbre used thus far and provided examples of major

and minor chords and the experimental stimuli in pure-tones. The second instructional

video was followed by four training blocks, one for each of the (in order) “Slow, Pure, C4”,

“Slow, Pure, G5”, “Fast, Pure, C4”, and “Fast, Pure, G5” conditions, each preceded by a

corresponding prompt and example sequence. The final instructional video appeared at the

end of the training battery and informed listeners of the number of blocks and trials that

they would be tested on.

At the outset of the Kth block, an announcement appeared on-screen: “Entering Block [K]

of 12. Remember, your task is to identify whether each stimulus is minor (Type 1) or major

(Type 2). Press space bar to hear examples..” Upon pressing the space bar, the listener heard

two examples each of the minor and major stimuli in alternating order with correct labels

provided. The examples were self-paced. At the end of the example sequence, listeners saw

the following prompt:“Ready? Press Y to begin testing. Or, press N to repeat the examples.”

If the listener pressed N on the keyboard, the above sequence was repeated. If the listener

pressed Y, the testing sequence was initiated.

Stimuli were presented one at a time. The listener responded to each trial by pressing “1”

for minor and “2” for major. At the onset of each trial, a prompt reminded the listener of

the response mapping and the current trial number, X (“Trial [X] of 40. Press 1 for minor

(Type 1). Press 2 for major (Type 2).”). Feedback (“CORRECT” or “INCORRECT”) was

presented after each response. A progress bar appeared at the top of the screen at all times

and was incremented after every trial.
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2.3 Results

2.3.1 Do any of the conditions provide a reliable improvement in

performance?

If presentation rate, timbre, and/or frequency height modulate the salience of scale in tone-

scramble stimuli, then some combination of our manipulations should afford listeners greater

traction in the task of labeling tone-scrambles as major and minor. To this end, we tested

whether performance in each condition was, on average, greater than that of the “Fast, Pure,

G5” condition.

The dependent variable in our analysis was sensitivity (d′ of signal detection theory). We

used only the last 30 trials of each block of each task to calculate d′, yielding 60 trials per

condition. To calculate d′ under our experimental paradigm, we needed to label trials as

“signal” and “noise” trials arbitrarily. We chose to treat major (minor) trials as signal (noise)

trials. This choice did not influence our d′ measures. Each of the 33 listeners provided six

data points: one d′ measure for each of the six conditions, for a total of 198 observations. If

a listener achieved a perfect hit rate (i.e., 30 hits out of 30 signal trials) in a given condition,

the proportion of hits was set to 30−0.5
30

= 0.983̄ (as recommended by Macmillan and Kaplan,

1985). Analogous adjustments were made for correct rejection rates. Figure 2.2 shows the

histograms of the resulting d′’s in each condition based on these calculations.

A series of one-sided paired t-tests found that no condition had an appreciable advantage

over the “Fast, Pure, G5” condition. The p-values of the tests assessing the mean difference

in d′ between the “Fast, Pure, G5” and the “Slow, Piano, G5” (t32 = 1.129, p = 0.1337),

“Slow, Pure, G5” (t32 = −1.409, p = 0.9158), “Slow, Piano, C4” (t32 = 0.916, p = 0.1833),

“Slow, Pure, C4” (t32 = −0.133, p = 0.5525), and “Fast, Pure, C4” (t32 = 0.069, p = 0.4728)

conditions were all large.
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Figure 2.2: Histogram of d′ for each condition. The vertical dashed lines each represent the
mean d′ in a given condition, averaging over all listeners. The “Fast, Pure, G5” condition is
emphasized using darker shading.
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Figure 2.3: Histogram of proportion correct out of 60 trials for each condition. The vertical
dashed lines each represent the mean proportion correct in a given condition, averaging over
all listeners. The “Fast, Pure, G5” condition is emphasized using darker shading.
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2.3.2 Do any of the conditions meaningfully change the relative

proportion of low-performers to high-performers?

Figure 2.3 shows the histogram of proportion correct for each condition. As with our cal-

culations of d′, we used only the last 30 trials of each block of each condition to calculate

proportion correct, treating the first 10 trials of each block as practice. This yielded 60

trials per condition. As observed in previous studies with tone-scrambles, the distribution

for the “Fast, Pure, G5” condition is approximately bimodal. The distributions for the other

conditions each also appear to be bimodal, with a prominent intermediate mode in some

cases.

It is conceivable that the effect of our manipulations on the salience of scale across conditions

manifests as changes in the relative mass attributed to the upper and lower modes of these

distributions, indicating that the number of listeners belonging to the high-performing group

changes from one condition to the next. To examine this possibility, we fit a binomial-mixture

model to the counts Y of correct responses. This model has the form

P (Ys,t = y) = αt

(
n

y

)
(1− pt)

n−ypyt + (1− αt)

(
n

y

)
(1− qt)

n−yqyt (2.1)

where s = 1, · · · , 33 indexes the listener, t = 1, · · · , 6 indexes the condition, and n = 60 is

the maximum number of correct responses produced by a given listener in a given condition.

According to this model, each count of correct responses in a given condition t is drawn

from one of two binomial distributions with success probabilities pt and qt, respectively,

with probability αt that the count is drawn from the former distribution (note that all

parameters of this model are fixed across all listeners, so individual effects are not captured

by this model). Without constraint, these parameters are not identifiable (an equivalent
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model can be produced by setting αt equal to 1 − αt and swapping pt and qt). Thus, we

imposed the constraints

0 < pt ≤
7

10
for all t (2.2)

and

7

10
≤ qt < 1 for all t. (2.3)

Under these constraints, we may interpret pt (qt) as the probability that a low-performing

(high-performing) listener will produce a correct response on a single trial of condition t,

and we may interpret αt as the proportion of low-performing listeners out of all listeners in

condition t.

The model has a total of 18 free parameters. We estimated these parameters with Bayesian

methods, assuming the following priors: αt ∼ Uniform(0, 1) i.i.d, pt ∼ Uniform(0, 0.7)

i.i.d., and qt ∼ Uniform(0.7, 1) i.i.d. Point estimates were calculated by taking the median

of 1,000,000 MCMC samples, thinned to every 100th sample. These were drawn after first

taking 1,000,000 burn-in samples.

Figure 2.4 plots the posterior estimates of αt for all conditions t. The median posterior

estimates for the proportion of listeners belonging to the low-performing group for each

condition were 0.472 with 95% credible interval [0.311, 0.648] (Slow, Piano, G5), 0.601 with

95% credible interval [0.401, 0.855] (Slow, Pure, G5), 0.655 with 95% credible interval [0.475,

0.813] (Fast, Pure, G5), 0.624 with 95% credible interval [0.451, 0.775] (Slow, Piano, C4),

0.687 with 95% credible interval [0.513, 0.829] (Slow, Pure, C4), and 0.615 with 95% credible

interval [0.442, 0.770] (Fast, Pure, C4). Although the median posterior estimate of α for the

“Slow, Piano, G5” condition is noticeably lower than the α of the other conditions in the Fig.

2.4, the credible intervals for these estimates suggest that this difference is not statistically
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Figure 2.4: Violin plot of the posterior samples of αt. Each violin represents an estimate of
the proportion of listeners belonging to the low-performing group of a given condition con-
dition. Bars indicate 95% Bayesian credible intervals, and points represent median posterior
estimates.

Figure 2.5: Violin plot of the posterior samples of the success probabilities pt (dark grey) and
qt (light grey). Each dark grey (light grey) violin represents an estimate of the probability
that a listener belonging to the low-performing (high-performing) group of a given condition
will provide a correct response on a single trial. Bars indicate 95% Bayesian credible intervals,
and points represent median posterior estimates.
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significant: the median posterior difference in α comparing the “Slow, Piano, G5” condition

to the “Fast, Pure, G5” condition was -0.181 with 95% credible interval [-0.415, 0.067]. The

estimated success probabilities for the low-performing and high-performing groups in each

condition are shown in Fig. 2.5.

2.3.3 How well are the data predicted by a single-resource model?

Previous studies (Dean and Chubb, 2017) using tone-scramble stimuli have found that d′

data are well-described by a single-resource model having the following form:

d′ = RsFt + εs,t (2.4)

subject to the constraint

6∑
t=1

Ft = 6, (2.5)

where s = 1, · · · , 33 indexes the listener, t = 1, · · · , 6 indexes the condition, and εs,t ∼

N(0, σ2) i.i.d. According to this model, a single latent cognitive resource R governs perfor-

mance in all conditions. Different listeners possess different levels of R (hence Rs), which

facilitates performance in condition t with relative strength Ft. Note that Ft is fixed across

listeners, so aside from measurement error, variation between listeners is attributed only to

the amount of variation in the amount of R possessed by listeners.

We fit this model using Bayesian methods to the d′ values calculated in Sec. 2.3.1, assuming

the following priors: Rs ∼ Uniform(-100, 100) i.i.d., Ft ∼ Uniform(-100, 100) i.i.d., and σ2 ∼

Uniform(0, 100). This model has a total of 40 free parameters. Given the larger number

of parameters in the single-resource model compared to the binomial-mixture model used in

Sec. 2.3.2, we used a larger thinning interval (and a proportionately larger number of base
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Figure 2.6: Histogram of Rs for the 33 listeners studies. An R of 1 corresponds to a mean
d′ of 1 (which corresponds to a proportion correct around 0.69).

samples) to draw posterior samples: point estimates were calculated by taking the median

of 10,000,000 MCMC samples, thinned to every 1000th sample which were drawn after first

taking 10,000,000 burn-in samples. We found that these hyperparameters were sufficient to

mitigate issues of autocorrelation among posterior samples.

The histogram of median posterior Rs estimates is provided in Fig. 2.6, and a violin plot

of the posterior samples for Ft is provided in Fig. 2.7. As in previous studies, we see that

the distribution of Rs has a “spike-and-slab” shape with a prominent mode near 0 and a

roughly uniform spread over the positive range. The data were fit exceptionally well by

the single-resource model: the model explained 90.3% of the variation observed in d′’s (i.e.,

r2 = 0.903). Figure 2.8 plots the observed d′’s vs. corresponding predicted d′’s.
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Figure 2.7: Violin plot of the estimated marginal posterior densities of Ft. Points indicate
posterior medians, and error bars indicate 95% Bayesian credible intervals.

Figure 2.8: Observed d′’s plotted against d′’s predicted by the single-resource model. The
dashed x = y line represents a perfect fit of the data.
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2.4 Discussion

2.4.1 Presentation rate, timbre, and frequency height do not in-

crease the salience of scale for low-performing listeners.

It is clear from the results of the current study that overall, our manipulations of presentation

rate, timbre, and frequency height do not elevate performance among listeners who perform

poorly in the “Fast, Pure, G5” condition. As evidenced by the paired t-tests in Sec. 2.3.1,

all other conditions failed to produce an improvement in performance on average. The

parameter estimates of the binomial-mixture model reported in Sec. 2.3.2 lead us to a

similar conclusion.

Ultimately, we find that the single-resource model originally used by Dean and Chubb (2017)

provides an excellent description of the data. This model supposes that a single resource is

used by all listeners and that the relative performance Ft afforded by this resource across

conditions t (shown in Fig. 2.7) is fixed across all listeners; variation in performance between

listeners is due only to variation in Rs, the amount of that resource available to each listener

s. According to this model, a low-performing listener in one condition must be a low-

performing listener in all conditions, so the goodness-of-fit of this model to the data rules

out any possibility that one or more of our manipulations unlock sensitivity to scale for all

listeners.

The current study establishes a stronger connection between research on tone-scrambles and

the greater body of research regarding the emotional quality of musical scale (Hevner, 1935;

Crowder, 1984; Halpern, 1984; Crowder, 1985a; Kastner and Crowder, 1990; Gerardi and

Gerken, 1995; Halpern et al., 1998; Gagnon and Peretz, 2003; Leaver and Halpern, 2004;

Temperley and Tan, 2013; Bonetti and Costa, 2019) which has generally used stimuli that are

slower, lower in frequency, and more naturally timbred than the tone-scrambles previously
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studied. As stated in Sec. 2.1, we believe that the main findings of this literature are

consistent with a bimodal distribution in sensitivity to scale like that observed in previous

tone-scramble experiments and replicated in the current study. The results of the current

study suggest that this distribution in sensitivity generalizes to a larger class of musical

stimuli than might be suggested by previous tone-scramble experiments, a class that includes

many of the kinds of stimuli previously used to study musical scale.

Nonetheless, we acknowledge that even the most musical stimuli of the present study (i.e.,

the “Slow, Piano, C4” tone-scrambles) differ from actual music in a number of ways. For

example, the tone-scrambles were played without harmonic or percussive accompaniment.

Moreover, the notes in each tone-scramble were ordered at random and all had the same

duration. Certainly, such features, when present, influence the emotional character of a

piece of music and may covary with pitch of the prevailing note in ways that make scale

more salient. Other variations in music occur over a much longer duration than two seconds

(the duration of a tone-scramble), such as the variations used to achieve the verse-chorus

form. These dimensions of musicality and their influence on scale salience remain to be

studied, but we believe that the current study represents a major step in generalizing the

results obtained with tone-scramble stimuli.

2.4.2 Why not use a complete factorial design?

The reader may note that the experimental manipulations in the current study permit a

factorial design, yet a factorial design was not used. The three factors manipulated in the

current study each had two levels: fast and slow (presentation rate), pure and piano (timbre),

and G5 and C4 (frequency height). A complete 2 × 2 × 2 factorial design based on these

manipulations yields 8 conditions, two of which were not studied here. The two omitted

conditions – “Fast, Piano, G5” and “Fast, Piano, C4” – combined fast presentation rate
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with piano timbre. We omitted these two conditions because the appropriate stimuli to use

therein would instantiate notes by using only the first 65 ms of each piano recording, and

truncating the piano recordings to only their first 65 ms yielded sounds that were dominated

by the inharmonic attack of the piano’s hammer. To our judgment, tone-scrambles based on

such truncation sounded unnatural and lacked adequate tonality. We found it unlikely that

scale would be more salient in these conditions compared to the “Fast, Pure, G5” condition.

As a consequence of omitting the “Fast, Piano, G5” and “Fast, Piano, C4” conditions,

we cannot assess certain effects that would be estimable using a complete factorial design.

Namely, we cannot measure the effect of presentation rate among piano-timbred stimuli, the

effect of timbre among fast stimuli, nor the three-way interaction between presentation rate,

timbre, and frequency height. Nonetheless, the conditions tested here represent variations

on the tone-scramble task that are each more like actual music in some way. Although the

‘Fast, Piano, G5” and “Fast, Piano, C4” conditions are absent, our results remain conclusive

that presentation rate, timbre, and frequency height do not unlock scale for low-performing

listeners.

2.4.3 Can we rely on data collected remotely?

We conducted the current study at a time when the COVID-19 global pandemic prompted

many institutions, including UCI, to restrict in-person activities such as data collection.

In response to these conditions, we conducted the current experiment remotely, allowing

listeners to access the experiment via personal web browser. Our method of remote testing

relinquished our control over listeners’ hardware and limited our ability to perform robust

psychophysical measurement. While such limitations might be unacceptable in some areas of

research, extensive work has established remote testing as a valid form of study in the areas

of music cognition, audiology, and general psychology (Peng et al., 2022). Our headphone

screening adapted from Woods et al. (2017) suggests that listeners were largely compliant
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with the instructions provided, and the correspondence between our results and previous

laboratory-based studies (compare Fig 2.3, “Fast, Pure, G5”, to Fig. 2.1) provides evidence

validating the use of remote testing for tone-scramble experiments.

Further, little evidence of non-compliance was found in listeners’ completion times or re-

sponse patterns. For example, a low-performing listener who responded as quickly as possible

without attending to the stimuli might complete the experiment faster than the fastest high-

performing listener. A basic analysis of response time found that the fastest high-performing

listener completed the experiment in 22.4 minutes, and no low-performing listeners completed

the experiment faster than this. Non-compliant participants might repeatedly give the same

response over a large number of consecutive trials. Across listeners, the longest streak of one

repeated response was 14, comparable to the longest streak (generated at random) of one

stimulus type observed, 11. For the majority of listeners (29/33), the largest streak of one

repeated response was less than 11.

In Figure 2.4 and Figure 2.5, we see that the approximated posterior distributions for the

parameters α, p, and q of the “Slow, Pure, G5” condition do not resemble a normal distribu-

tion, unlike the other approximated posterior distributions. This is likely a symptom of the

tertiary mode near 75% correct observed in this condition and others. As a consequence of

this mode, it seems the binomial-mixture model has two plausible configurations under the

“Slow, Pure, G5” condition. Paired comparisons of d′ (not shown here) indicate that these

intermediate listeners do not belong to the low-performing group of any condition, so our

conclusions do not change in light of this aberration.
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Chapter 3

Performance in tone-scramble tasks

depends on musical scale, not on

individual frequencies.

3.1 Introduction

Hundreds of studies – psychological and physiological – attest to the power of music to

express and arouse our feelings (for reviews, see Eerola and Vuoskoski, 2013; Juslin, 2013;

Koelsch, 2014). For the composer, a basic question is: How are the features of music related

to the experience that music evokes?

Theories of composition suggest that variations in scale are central to music’s meaning. For

example, many studies find that, on average, music of the major scale sounds happy to lis-

teners, and music of the minor scale sounds sad (e.g., Hevner, 1935; Crowder, 1984; Crowder,

1985a; Kastner and Crowder, 1990; Gerardi and Gerken, 1995; Gagnon and Peretz, 2003;

Temperley and Tan, 2013; Bonetti and Costa, 2019). This striking difference in emotional
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connotation likely explains the prominence of the major and minor diatonic scales in Western

music.

Despite the broad use of major and minor scales, there is mounting evidence that many lis-

teners are only weakly sensitive (if at all) to variations in scale. Halpern (1984) and Halpern

et al. (1998) found that listeners rated melodies differing only in scale as more similar than

melodies differing in rhythm or contour. When asked to discriminate major and minor

melodies, non-musicians performed near chance on average, and musicians performed only

slightly better (Halpern et al., 1998, Experiment 2; Leaver and Halpern, 2004, Discrimina-

tion Task, Experiments 1-3). The apparent lack of scale sensitivity among listeners may not

be limited to melodies. Roughly one-third of the listeners studied by Blechner (1977) and

Crowder (1985a) failed to differentiate major and minor chords, producing flat psychome-

tric functions as the chords were parametrically manipulated between prototypical major

and minor triads. Although the mechanisms that underlie the perception of chords almost

certainly differ from those used for melodies, such results nonetheless point to a disparity

among listeners in sensitivity to scale-derived musical properties.

More recent work has highlighted this disparity using a class of stimuli called “tone-scrambles.”

Tone-scrambles are rapid, randomly ordered sequences of brief pure tones (“pips”) whose fre-

quencies are drawn without replacement from a specific histogram. In a typical tone-scramble

task, the listener is presented on each trial with a tone-scramble and strives (with trial-by-

trial feedback) to classify it as one of two possible types according to its histogram. For

example, in the “3-task” (Dean and Chubb, 2017), the two types of tone-scrambles to be

classified both contain 8 pips of each of the notes G5, D6 and G6, and in addition, major

tone-scrambles contain 8 B5-pips whereas minor tone-scrambles contain 8 B♭5-pips.

The 3-task partitions adult listeners into two distinct groups. Fig. 3.1 plots proportion

correct in the 3-task, pooling results across Chubb et al. (2013), Ho et al. (2022), Dean and

Chubb (2017), and Mednicoff et al. (2018). As this figure shows, most listeners (≈ 70%)
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Figure 3.1: Histogram of proportion correct in the 3-task pooled over Chubb et al. (2013),
Ho et al. (2022), Dean and Chubb (2017), Mednicoff et al. (2018). In each of these studies,
proportion correct is based on 50 trials which were preceded by at least 40 practice trials.

perform near chance; the rest achieve near perfect accuracy. A similar bimodal distribution

in performance has been observed among 6-month-old infants (Adler et al., 2020). What

do high-performing listeners in the 3-task perceive that low-performing listeners seemingly

cannot?

3.1.1 The current study

It is important to stress that the terms “major” and “minor” refer to the relationships

between notes. A note on its own has no major or minor properties. Notes of a scale are

imbued with such properties by their relation to the scale’s tonal center, or “tonic.” The

notes of the G major scale, for example, are regarded with respect to the tonic G. The

music-theoretic function of each note depends critically on the number of semitones that

separate it from the tonic (i.e., the “interval” it forms with the tonic). In this way, B and
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note: 1̂low ♭2̂ ♮2̂ ♭3̂ ♮3̂ 4̂ ♯4̂ 5̂ ♭6̂ ♮6̂ ♭7̂ ♮7̂ 1̂high
k: 0 1 2 3 4 5 6 7 8 9 10 11 12

Table 3.1: Notation. The notes indicated in the top row correspond to thirteen frequencies
satisfying fk = f×2

k
12 , for some frequency f and k = 0, 1, · · · , 12. In Experiment 1, f will be

fixed across all trials. In Experiment 2, f will be varied randomly across trials. Each of the
frequencies fk is separated from its neighbor(s) by a twelfth of an octave (i.e., a semitone).
We will use the numbers in the second row to refer to the notes in the first row. As suggested
by the notation used in the top row, all of our stimuli will be constructed so that the note
0 ≡ 12 plays the role of the tonic (where “≡” indicates that 0 and 12 have the same chroma).
Those intervals marked with ♮ (♭) symbols are called “major” (“minor”). Throughout the
paper, we will embolden the numbers that refer to major intervals.

B♭ are not inherently major or minor: B forms a major third interval with G (a distance of

four semitones), and B♭ forms a minor third interval with G (three semitones). Similarly,

E (E♭) functions as the major sixth (minor sixth) only with respect to G. As the tonic

shifts in frequency, so do the notes that form these relationships. It is well-established that

such relationships have a psychological reality and are a fundamental structuring principle

in music (see Krumhansl and Cuddy, 2010, for a review). Using the notation in the bottom

row of Table 3.1, the major and (natural) minor scales are composed of the following notes:

Major : 0(≡ 12),2,4, 5, 7,9,11,

Minor : 0(≡ 12),2, 3, 5, 7, 8, 10.

The first note of each scale is the tonic, and each subsequent note is a “degree” named

according to its position in the scale relative to the tonic (“second,” “third,” “fourth,” etc.).

The two scales differ in their third, sixth, and seventh degrees. Going forward, we will refer

to each variant of the tone-scramble task by the notes that distinguish its two stimulus types,

e.g., we will hereby refer to the “3-task” described above as the 3v4-task.

Do listeners make use of major and minor relationships to perform the tone-scramble task?

It is not immediately obvious that they do. Consider how one might design a simple sensor to

discriminate the major and minor tone-scrambles used in the 3v4-task. Such a device would
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only need to detect the presence or absence of note 4 (or alternatively of note 3), making

no use of its musical relationship to other notes. All previous tone-scramble experiments

have used tasks that admit strategies of this sort (Chubb et al., 2013; Dean and Chubb,

2017; Mednicoff et al., 2018; Ho and Chubb, 2020). Thus, previous results do not tell

us whether high-performing listeners in the 3v4-task (and other tone-scramble tasks) base

their judgments (1) on scale-derived qualities of the stimulus like majorness-vs-minorness (a

strategy that requires the listener to relate notes to one another) or (2) on the presence vs

absence of a single frequency in the stimulus (a strategy that allows the listener to ignore

all but one note).

The two experiments reported here were designed to decide between these two possibilities.

Experiment 1 follows the pattern of previous tone-scramble studies in testing a large group of

listeners in 7 different tone-scramble tasks. Experiment 2 tests two high-performing listeners

extensively in 15 different tone-scramble tasks.

3.2 Experiment 1.

In Experiment 1, we made use of results from Dean and Chubb (2017) who tested listeners

in six different tone-scramble tasks. In five of their tasks, each stimulus contained the same

24 “context” pips (eight each of notes 0, 7 and 12). In addition, in each task, any given

stimulus included 8 pips of a single “signal” note. In the 1v2-task, the signal note was either

1 or 2; in the 3v4-task, the signal note was either 3 or 4; in the 5v6-task, the signal note

was either 5 or 6; in the 8v9-task, the signal note was either 8 or 9, and in the 10v11-task,

the signal note was either 10 or 11. 1

1In Dean and Chubb (2017), the 1v2-, 3v4-, 5v6-, 8v9- and 10v11-tasks were called the 2-task, 3-task,
4-task, 6-task and 7-task, respectively,.

74



Dean and Chubb were able to account for the observed performance of 139 listeners across

these five tasks in terms of a single processing resource, R. Under the bilinear model of

Dean and Chubb, each listener s possessed some quantity Rs of R, and performance in a

given task t was facilitated with strength Ft by the resource R. The value of d′ achieved by

listener s in task t was thus predicted to be

d′s,t = RsFt. (3.1)

Strikingly, Dean and Chubb found that performance in the 1v2-, 3v4- and 8v9-tasks was

facilitated by the resource R with approximately equal strength, i.e., F1v2 ≈ F3v4 ≈ F8v9.

All listeners in the current study were tested in the 1v2-, 3v4-, and 8v9-tasks as well as in

four “hybrid” tone-scramble tasks: the 13v24-task, the 14v23-task, the 38v49-task, and the

39v48-task. All tone-scrambles in every task included the same fixed set of context pips:

eight 0-pips, eight 7-pips and eight 12-pips. Each stimulus also included eight pips of one or

more of the following signal notes: 1, 2, 3, 4, 8 and 9. The histograms of the tone-scrambles

used across these tasks are listed in Table 3.2. As discussed below, these seven tasks provide

powerful leverage into the question of whether or not high-performing listeners rely on scale-

derived qualities to make their judgments in tone-scramble tasks. Before we unpack the logic

of the experiment, however, we must dispatch a potential issue in our design.

3.2.1 How we know that listeners do not base responses on mean

pitch-height.

The reader will note that in each of the 1v2-, 3v4-, 8v9-, 13v24-, and 38v49-tasks, Type-2

stimuli are higher in mean pitch-height than Type-1 stimuli. The mean pitch-heights of

Type-1 and Type-2 stimuli in all of these tasks differ by a quarter semitone (25 cents).
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By contrast, Type-1 vs Type-2 stimuli in the 14v23- and 39v48-tasks have equal mean

pitch-height. This raises the possibility that high-performing listeners might use stimulus

mean pitch-height to perform the 1v2-, 3v4-, 8v9-, 13v24-, and 38v49-tasks. However, this

strategy is not available in either of the 14v23- and 39v48-tasks. Thus, if high-performing

listeners were basing their judgments on stimulus mean pitch-height, we would expect them

to perform better in the 3v4-, 8v9-, 13v24-, and 38v49-tasks than they do in the 14v23-,

and 39v48-tasks. Indeed, our results will conform precisely to this pattern.

Previous results, however, allow us to rule out the possibility that high-performing listeners

base their judgments on the difference in mean pitch-height in Type-1 vs Type-2 stimuli.

First, in the experiment of Dean and Chubb (2017), this strategy should have yielded equal

performance in all of the tone-scramble tasks tested (in each task, Type-1 and Type-2 stimuli

differed in mean pitch-height by 25 cents). However, performance was substantially lower in

the 5v6- and 10v11-tasks than in the 1v2-, 3v4- and 8v9-tasks. Second, Chubb et al. (2013)

tested listeners in a variant of the 3v4-task in which stimulus mean pitch-height was varied

randomly across trials. Specifically, instead of including eight each of the notes 0 and 12

on each trial, a given stimulus included (randomly) either nine 0’s and seven 12’s or seven

0’s and nine 12’s. This manipulation injected a random perturbation of mean pitch-height

of ±37.5 cents on each trial in addition to the ±12.5 cents produced by the random, trial-

by-trial variations between major and minor scale. If high-performing listeners were making

their judgments by comparing the mean pitch-height of each stimulus to a fixed criterion,

this manipulation would ensure chance performance. Instead, roughly the same proportion

of listeners performed near ceiling in Experiment 2 as in Experiment 1 (in which the stimuli

were identical to those used in the current 3v4-task). We conclude that high-performers do

not base their judgments on stimulus mean pitch-height.

76



Predictions assuming listeners base judgments on stimulus majorness-vs-minorness

in the 3v4-, 8v9-, 38v49- and 39v48-tasks.

The major diatonic scale includes both 4 and 9; in addition, all four common minor scales

include 3, and three of these (the natural minor scale, the harmonic minor scale, and the

descending melodic minor scale) include 8. Thus if listeners high in R use scale (majorness-

vs-minorness) to perform the 3v4- and 8v9-tasks, 4-pips and 9-pips should both tend to

heighten the perceived “majorness” of tone-scrambles in which they occur, and similarly

3-pips and 8-pips should both tend to heighten perceived “minorness.”

Imagine that 4-pips (9-pips) tend to alter the majorness-vs-minorness of a tone-scramble in

which they occur by some amount m4 (m9), and 3-pips (8-pips) tend to alter the majorness-

vs-minorness by m3 (m8), and suppose that m4−m3 = k. Thus, the difference in majorness-

vs-minorness produced by Type-1 vs Type-2 stimuli in the 3v4-task is 8(m4−m3) = 8k. The

finding that F3v4 ≈ F8v9 Dean and Chubb (2017) implies that the difference in majorness-

vs-minorness produced by Type-1 vs Type-2 stimuli is equal in the 3v4- and 8v9-tasks,

implying that we also have 8(m9 −m8) = 8k and hence that m9 −m8 = k.

Consider, then, the Type-1 and Type-2 stimuli in the 38v49-task. Type-1 (Type-2) stimuli

have four each of the notes 3 and 8 (4 and 9). Thus, it follows that the difference in

majorness-vs-minorness produced by Type-2 vs Type-1 stimuli in the 38v49-task is

4(m4 +m9)− 4(m3 +m8)

= 4(m4 −m3) + 4(m9 −m8)

= 4k + 4k = 8k; (3.2)

i.e., the difference in majorness-vs-minorness produced by Type-1 vs Type-2 stimuli in the

38v49-task should be equal to the difference in the 3v4- and 8v9-tasks. Hence, we should
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find that F38v49 ≈ F3v4 ≈ F8v9.

By contrast, the difference in majorness-vs-minorness produced by Type-2 vs Type-1 stimuli

in the 39v48-task is

4(m9 +m3)− 4(m4 +m8)

= 4(m9 −m8)− 4(m4 −m3)

= 4k − 4k = 0, (3.3)

implying that the the strategy of using majorness-vs-minorness to classify stimuli should

provide no traction in the 39v48-task. This leads us to expect that performance should be

substantially poorer in the 39v48-task than in the 3v4-, 8v9- or 38v49-tasks.

Predictions assuming listeners base judgments on the presence vs absence of

signal notes in the 3v4-, 8v9- 38v49- and 39v48-tasks.

On the other hand, suppose that listeners are ignoring the context notes and are instead

basing their judgments on the presence vs absence of a single signal note. In this case, we

predict that the 38v49- and 39v48-tasks should be harder than the 3v4- and 8v9-tasks for

the following reason: in contrast to the 3v4- and 8v9-tasks in which each stimulus includes 8

pips all of the same signal note, each stimulus in either of the 38v49- or 39v48-tasks contains

only 4 pips of any one signal note.

In addition, two features of the stimuli in the 38v49- and 39v48-tasks make it unlikely that

the listener might be able to listen for both signal notes in a given stimulus simultaneously:

in each of these tasks, (1) each of the signal notes used in one stimulus type is separated

by a single semitone from a signal note used in the other stimulus type, and (2) the two

signal notes in a given stimulus are separated by either 4, 5 or 6 semitones. In other words,
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the signal notes between stimulus types are closer in frequency than the signal notes within

each stimulus type. It is thus unlikely that the listener will be able to apply (e.g.) a single-

band filter that passes both signal notes in one stimulus type while filtering out both signal

notes of the other stimulus type. Such a strategy which relies on selectively listening for the

presence vs absence of both signal-note frequencies in one of the two stimulus types is likely

to be less effective in the 38v49- and 39v48-tasks than in the 3v4- and 8v9-tasks.

How the 1v2-, 13v24- and 14v23-tasks fit in

The results of Dean and Chubb (2017) imply that the 1v2-task should be roughly equal

in difficulty to the 3v4- and 8v9-tasks. However, the signal notes of the 1v2-task differ in

musical function: 2 is in both the major and minor diatonic scales, and 1 is in neither. This

observation suggests that if listeners use some scale-derived quality to make their judgments

in the 1v2-task, it is not majorness-vs-minorness. We note, however, that, while 1 does not

appear in the natural minor scale (the Aeolian mode), it does appear in the Phrygian mode.

This dark mode is used in many heavy metal songs (for example, “Symbolic” by Death).

Moreover, Temperley and Tan (2013), have shown that listeners tend to rate melodies in

the Phrygian mode as sounding less happy than the corresponding melodies in the Aeolian

mode. This suggests that 1-pips may work in concert with 3-pips to “darken” the quality

of the tone-scrambles in which they occur and, correspondingly, that 2-pips may work in

concert with 4-pips to “brighten” their quality. To the extent that listeners use the same

scale-derived quality to make their judgments in both the 1v2- and 3v4-tasks, the argument

above (Sec. 3.2.1) applies to show that F14v23 should be lower than all of F1v2, F3v4 and

F14v23, which should be roughly equal.

Alternatively, it might be the case that high-performing listeners use one scale-derived quality

to perform the 3v4-task and a different one to perform the 1v2-task. For example, instead

of a scale-derived quality akin to majorness-vs-minorness, perhaps they use something like
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“consonance-vs-dissonance” in the 1v2-task, with Type-1 stimuli sounding more dissonant

than Type-2 stimuli. In this case, even if we replicate Dean and Chubb (2017) in showing

that F1v2 ≈ F3v4, we can make no definite predictions concerning F13v24 or F14v23.

What if listeners are not using mode but are rather basing their judgments on the presence

vs absence of a specific signal note (or notes) in the stimulus? Predictions for the 13v24-

and 14v23-tasks under this hypothesis differ slightly from those of the 38v49- and 39v48-

tasks. In the 13v24-task, the signal notes within each stimulus type (two semitones apart)

are farther in frequency than the corresponding signal notes between stimulus types (a single

semitone apart); thus, similar to the 38v49- and 39v48-tasks, the hypothesized strategy

is likely of limited usefulness here, resulting in low performance. However, in the 14v23-

task, the two signal notes used in a Type-2 stimulus are separated by 3 semitones, and the

two signal notes used in a Type-1 stimulus are separated by only 1 semitone. Unlike the

other hybrid tasks, the close proximity of the two signal notes in the Type-1 stimuli of the

14v23-task raises the possibility that listeners may be able to listen for both signal notes, 2

and 3, simultaneously. If listeners are able to exploit this proximity, then we may find that

performance is better in the 14v23-task than in the 13v24-, 38v49- and 39v48-tasks.

3.2.2 Methods

All methods were approved by the UCI Institutional Review Board.

Participants

The data were collected at UCI between November 2017 and June 2018. One hundred lis-

teners participated, including the first author. All listeners were between 18 and 30 years of

age with self-reported normal hearing. The mean years of musical training was 2.8 (popula-
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Table 3.2: The number of pips of each note in each type of scramble. Dots stand for zero.
In Experiment 1, n = 4; in Experiment 2, n = 2.

Task Type 0 1 2 3 4 5 6 7 8 9 10 11 12

1v2
1 2n 2n · · · · · 2n · · · · 2n
2 2n · 2n · · · · 2n · · · · 2n

3v4
1 2n · · 2n · · · 2n · · · · 2n
2 2n · · · 2n · · 2n · · · · 2n

8v9
1 2n · · · · · · 2n 2n · · · 2n
2 2n · · · · · · 2n · 2n · · 2n

13v24
1 2n n · n · · · 2n · · · · 2n
2 2n · n · n · · 2n · · · · 2n

14v23
1 2n n · · n · · 2n · · · · 2n
2 2n · n n · · · 2n · · · · 2n

38v49
1 2n · · n · · · 2n n · · · 2n
2 2n · · · n · · 2n · n · · 2n

39v48
1 2n · · n · · · 2n · n · · 2n
2 2n · · · n · · 2n n · · · 2n

tion standard deviation: 3.8) among the ninety-eight listeners who provided this information

(two did not provide years of musical training). Fifty-four of these listeners reported having

at least one year of musical training. Listeners were recruited through the UCI School of

Social Sciences Subject Pool and were compensated with course credit.

Stimuli

Each stimulus was a tone-scramble comprising 32 consecutive “pips,” each pip being a 65-ms

pure tone windowed by a raised cosine function with 22.5 ms rise and decay times. Tone-

scrambles were thus 2.08 s in duration. All pips had equal peak amplitude. The notes

0, 1, · · · , 12 were the notes G5, A♭5, · · · , G6 (i.e., in Table 3.1, f = 783.99 Hz). Table 3.2

gives the histogram of each of Type-1 and Type-2 stimuli in each of the seven tasks tested

in Experiment 1. The notes in a given tone-scramble were presented in random sequence.

Stimuli were generated in Matlab at a sampling rate of 50 kHz. The stimuli were presented

diotically via JBL Elite 300 noise-cancelling headphones while the listener sat in a quiet lab.
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Volume was adjusted manually by the listener to a comfortable level prior to the experiment.

The listener read prompts and entered responses via the Matlab command window.

Procedure

The listener was tested in the seven tasks listed in Table 3.2, randomly blocked according

to a multiple Latin square. On each trial in each task, the listener was presented with a

single tone-scramble and strove to classify it as either Type 1 or Type 2. A single block

consisted of a brief example sequence followed by 100 trials (50 each of Type 1 and Type

2, randomly ordered). At the end of the experiment, the listener completed a survey that

collected demographic information. The only information from this survey used in this study

is age and years of musical training.

Before beginning the experiment, the listener received scripted instructions from a research

assistant. The listener was informed that the task was to identify each stimulus as one of two

types using examples provided at the start of each block. The instructions included a descrip-

tion of the stimuli, incorporating both subjective terms (e.g., “happy”) and music-theoretic

terms (e.g., “major”). The listener was also informed that stimuli may be ambiguous in

these dimensions. Upon confirming their understanding of the experimental procedure, the

listener initiated the experiment.

At the outset of the first block, an announcement appeared on-screen: “Entering Block 1.

You will hear two types of stimuli. Your task is to identify whether each stimulus is Type

1 or Type 2. Press ENTER to begin training.” Upon pressing ENTER, the listener heard

two examples each of the Type-1 and Type-2 stimuli in alternating order with correct labels

provided. The examples were self-paced. At the end of the example sequence, listeners saw

the following prompt: “OK. You’re ready to start testing. Press ENTER to begin.”

Stimuli were presented one at a time. The listener responded to each trial by pressing “1”
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for Type 1 and “2” for Type 2. At the onset of each trial, a prompt reminded the listener

of the response mapping and the current trial number, X (“Trial [X] of 100: Enter 1 for

Type 1 or 2 for Type 2.”). Feedback (“CORRECT” or “INCORRECT”) was presented after

each response. Upon completing the Kth block, the listener was presented with the prompt

“Entering Block [K + 1]. Please take a short break. When ready, press ENTER to begin

training.” The above steps were repeated for each task.

3.2.3 Results

The dependent variable in our analysis was sensitivity (d′ of signal detection theory). We

used only the last 50 trials in each task to calculate d′ (treating the first 50 trials as practice).

To perform this calculation under our experimental paradigm, we needed to label trials as

“signal” and “noise” trials arbitrarily. We chose to treat major (minor) trials as signal (noise)

trials. This choice did not influence our d′ measures. Each of the 100 listeners provided seven

data points: one d′ measure for each of the seven tasks, for a total of 700 observations. If

a listener achieved a perfect hit rate (i.e., n hits out of n signal trials) in a given task, the

proportion of hits was set to n−0.5
n

(as recommended by Macmillan and Kaplan, 1985).

Bilinear model

We fit a bilinear model to the observed d′ values. This model has the form

d′s,t = RsFt + εs,t (3.4)

where s = 1, . . . , 100 indexes the listener, t = 1, . . . , 7 indexes the task, and εs,t ∼ N(0, σ2)

i.i.d. According to this model, a single latent cognitive resource R governs performance in

all tasks. Different listeners possess different levels of R (hence Rs), which facilitates perfor-
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Figure 3.2: Violin plot of the estimated marginal posterior densities of Ft. Points indicate
posterior medians, and error bars indicate 95% Bayesian credible intervals.

mance in task t with relative strength Ft. Note that Ft is fixed across listeners. Therefore,

aside from measurement error, variation between listeners is attributed only to variation in

the amount of R possessed by listeners. Note that Rs and Ft are dimensionless quantities,

identifiable only up to a constant (i.e., any scalar multiplied into Ft can be absorbed by Rs

to give the same predicted d′). Thus, we imposed the constraint

7∑
t=1

Ft = 7. (3.5)

This admits the following interpretation for Ft: if Ft > 1, task t was more strongly facilitated

than the average task, and if Ft < 1, task t was less strongly facilitated than the average

task. While we interpret Rs as the resource level possessed by listener s, under the above

constraint, Rs is also the mean d′ of listener s predicted by the bilinear model.

The model has a total of 108 free parameters. We estimated these parameters using Bayesian

methods, assuming the following priors: Rs ∼ Uniform(−100, 100) i.i.d, Ft ∼ Uniform(−100, 100)
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Figure 3.3: Histogram of the median posterior Rs estimates. An R of 1 corresponds to a
mean d′ of 1 (which corresponds to a proportion correct around 0.69). Inset: Histogram
of proportion correct in the 3v4-task, based on the last 50 trials of each condition. The
distribution is bimodal as in previous studies (Fig. 3.1).

Figure 3.4: Observed d′s plotted against d′s predicted by the bilinear model. The dashed
x = y line represents a perfect fit of the data.
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i.i.d., and σ2 ∼ Uniform(0, 100). Point estimates were calculated by taking the median of

10,000,000 MCMC samples, thinned to every 1000th sample. These were drawn after first

taking 10,000,000 burn-in samples.

Fig. 3.2 provides a violin plot of the approximate posterior marginal densities of Ft. Fig. 3.3

shows the histogram of Rs estimates. The model explains 78.3% of the variation in observed

d′s (i.e., r2 = 0.783).

1v2-, 3v4- and 8v9-tasks

As seen in Fig. 3.2, facilitation was approximately equal across the 1v2-, 3v4- and 8v9-tasks.

The 95% credible interval for F1v2 − F3v4 was [−0.035, 0.248] with a median of 0.108. The

95% credible interval for F8v9−F3v4 was [−0.188, 0.095] with a median of −0.045. However,

the 95% credible interval for F1v2 − F8v9 was entirely positive [0.011, 0.296] with a median

of 0.153 and a posterior probability of 0.983 that this difference is greater than zero.

Hybrid tasks

The 38v49-task mixes the minor-notes 3 and 8 in Type-1 stimuli and the major-notes 4 and

9 in Type-2 stimuli; thus, if listeners are using stimulus majorness-vs-minorness to perform

the 38v49-task, they should do roughly as well as they do in the 3v4-task and the 8v9-task.

Indeed, this is what we find: the 95% credible interval for F38v49 − F3v4 was [−0.113, 0.168]

with a median of 0.029, and the 95% credible interval for F38v49 − F8v9 was [−0.068, 0.215]

with a median of 0.074 (i.e., F38v49 ≈ F3v4, and F38v49 ≈ F8v9). By contrast, The 39v48-task

mixes minor-note 3 and major-note 9 in Type-1 stimuli and major-note 4 and minor-note 8

in Type-2 stimuli; thus, Type-1 and Type-2 stimuli should register similarly along the major-

minor continuum. This implies that if listeners are using stimulus majorness-vs-minorness to

perform the 39v48-task, they should perform poorly in comparison to all three of the 3v4-,
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8v9- and 38v49-tasks. The results confirm this prediction: the median posterior facilitation

in the 39v48-task was reduced by 32.0% relative to the 38v49-task. The 95% credible interval

for F39v48 − F38v49 was entirely negative [−0.499, −0.216] with a median of −0.358.

A comparable effect was observed between the 13v24- and 14v23-tasks. The 95% credible

interval for F13v24 − F3v4 was [−0.188, 0.092] with a median of −0.047 (i.e., F13v24 ≈ F3v4).

However, the 95% credible interval for F13v24 − F1v2 was entirely negative [−0.302, −0.016]

with a median of −0.155 (i.e., F13v24 < F1v2). The median posterior facilitation for the

14v23-task was 28.3% lower than that of the 13v24-task. The 95% credible interval for

F14v23 − F13v24 was entirely negative [−0.436, −0.152] with a median of −0.296.

There was no evidence of an interaction between scale degrees and their manner of hybridiza-

tion: the 95% credible interval for (F13v24−F14v23)−(F38v49−F39v48) contained zero [−0.265,

0.137] with a median of −0.063.

3.2.4 Discussion

Why does Experiment 1 include both high- and low-performing listeners?

Given that the current project seeks to understand how high-performers perform tone-

scramble tasks, the reader may wonder why Experiment 1 does not focus exclusively on

high-performers. Why, one might ask, didn’t we screen out all except those listeners whose

performance was above some relatively high threshold? The answer rests in the least-squares

fit of the bilinear model to the data. Namely, this fit automatically gives more weight to the

data of high-performing listeners. If Rs = 0 for a particular listener s, then s’s data will not

influence the estimates of Ft at all: in this case, the bilinear model (as stated by Eq. 3.4)

predicts a d′ of 0 regardless of Ft, so s’s data do not constrain Ft. In practice, no listener is

estimated to have R exactly equal to zero, but for listeners estimated to have relatively low
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R, F is capable of explaining relatively little variance because R mediates the influence of

F . While we did not explicitly minimize squared error when fitting the bilinear model, the

bilinear model’s maximum-likelihood estimates are equivalent to its least-squares estimates,

and our Bayesian estimates are approximately equal to the maximum-likelihood estimates

due to our relatively flat prior. Thus, there is no reason to throw away the data from listener

s when Rs is low. In fact, if Rs is high, then listener s’s performance may saturate (i.e., s

may perform perfectly) in some subset of the tasks. In this case, s’s data tell us nothing

about the relative difficulty of the tasks in this subset. Thus, in the current experiment,

we derive most of our information about the relative difficulty of the different tasks from

listeners with R intermediate between 0 and ceiling. Accordingly, we retain the data from

all listeners.

Do high-performers use scale-derived qualities to classify tone-scrambles?

The current results replicate Dean and Chubb (2017) in finding that F3v4 ≈ F8v9 (Fig.

3.2). Under the assumption that listeners use stimulus majorness-vs-minorness to make

their judgments in both the 3v4- and 8v9-tasks, this finding implies (as discussed in Sec.

3.2.1) that (1) F38v49 should be roughly equal to F3v4 and F8v9, and (2) F39v48 should be

substantially lower. The estimates of F38v49 and F39v48 in Fig. 3.2 show precisely this

pattern. The current results are thus consistent with the proposal that listeners base their

judgments predominantly on majorness-vs-minorness.

In the 39v48-task, however, it seems that listeners use some scale-derived quality other than

stimulus majorness-vs-minorness. As shown by Eq. 3.3, if listeners use only majorness-

vs-minorness to make their judgments in the 3v4- and 8v9-tasks, then the finding that

F3v4 ≈ F8v9 implies that F39v48 should be approximately 0, yielding chance performance

regardless of listeners’ R. Contrary to this prediction, however, F39v48 is significantly greater

than 0.

88



The results of the 1v2-, 3v4-, 13v24- and 14v23-tasks parallel those of the 3v4-, 8v9- and

38v49- and 39v48-tasks. Namely, F14v23 is substantially lower than F1v2, F3v4, and F13v24.

This pattern is consistent with the proposal that, across the 1v2-, 3v4-, and 13v24-tasks,

listeners base their judgments on the same scale-derived quality. Consequently, if listeners

are using majorness-vs-minorness to perform the 3v4-task, then they must also be using

majorness-vs-minorness to perform the 1v2- and 13v24-tasks. This is noteworthy because

the notes 1 and 2 do not distinguish the major scale from the minor scales. The scale-

derived quality that listeners use across these tasks must therefore be different than (but

closely akin to) music-theoretic majorness-vs-minorness. This scale-derived quality might be

more accurately referred to as “brightness-vs-darkness” (for example) even though we refer

to it here as “majorness-vs-minorness.” Moreover, analogous to the case of the 39v48-task,

the fact that F14v23 is significantly greater than 0 suggests that listeners were using some

scale-derived quality other than brightness-vs-darkness in the 14v23-task.

Unlike Dean and Chubb (2017), we find that F1v2 > F8v9. However, this effect appears to

be relatively small. Consider an intermediate listener s with Rs = 2. Assuming that s uses

an ideal signal-detection criterion, this difference in F means that s is expected to answer

1.63 more trials correctly in the 1v2-task than in the 8v9-task. By comparison, listener s is

expected to answer 3.94 (4.58) more trials correctly on the 13v24-task than the 14v23-task

(on the 38v49-task than the 39v48-task). The practical implications of F1v2 > F8v9 are

thus relatively small compared to our effects of interest, and taking into account the prior

results of Dean and Chubb, we believe that this finding does not meaningfully change our

conclusions.
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Can we rescue the idea that listeners attend to specific frequencies to perform

tone-scramble tasks?

We argued in Sec. 3.2.1 that if listeners perform tone-scramble tasks by selectively listening

for the presence vs absence of one or more specific frequencies in the stimulus, performance

should be reduced in the 38v49-task, for example, compared to the 3v4-task because the

signal notes in any stimulus in the 38v49-task are divided between two different frequencies.

Our results are at odds with this prediction and thus suggest that listeners do not attend

to specific frequencies. However, there remain other possible strategies based on selective

listening that we have not yet considered. What if the process used to sense the presence of

a particular target frequency ftarg is no more effective if the stimulus contains eight pips with

frequency ftarg than if it contains only four pips? Then, performance should be equally good

across hybrid tasks. Instead, we find a difference in performance (1) between the 13v24-

and 14v23-tasks and (2) between the 38v49- and 39v48-tasks. What if listeners listen

simultaneously for both signal notes in a stimulus type using (e.g.) some multi-band filter

that does not pass the signal notes of the other stimulus type? This theory, too, predicts

equal performance across hybrid tasks, which is not what we observe. We conclude that

listeners do not base their judgments in tone-scramble tasks on the presence vs absence of

specific frequencies in the stimulus.

3.3 Experiment 2

Experiment 2 adopts a different strategy to test whether high-performing tone-scramble

listeners use scale-derived qualities to perform tone-scramble tasks. This experiment tests

two high-performing listeners (the two authors) in 15 different tone-scramble tasks. To rule

out the possibility that the listeners base their responses on the presence vs absence of specific

frequencies in the stimulus, the tonic is randomly roved from trial to trial in each task. This
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manipulation also serves to increase the difficulty of the tasks to ensure that neither listener

performs any task perfectly.

3.3.1 Methods

All methods were approved by the UCI Institutional Review Board.

Participants

The participants were the two authors.

3.3.2 Tasks

Each listener was tested in fifteen different tone-scramble tasks. Seven of these tasks were

the 1v2-, 3v4, 8v9, 13v24-, 14v23-, 38v49- and 39v48-tasks of Experiment 1 (histograms

listed in Table 3.2); however, in Experiment 2, stimuli contained only half as many pips as

they did in Experiment 1; i.e., instead of n = 4 in Table 3.2, n = 2. The histograms of

the Type-1 and Type-2 stimuli used in the other eight tasks are listed in Table 3.3. On a

given trial in any of these 15 tasks, the listener heard a single tone-scramble, classified it as

Type-1 or Type-2 by entering “1” or “2” on the keyboard, and received immediate, visual,

correctness feedback.

As in Experiment 1, each tone-scramble was a sequence of 65-ms pure-tone pips, each pip

windowed by a raised cosine function with 22.5 ms rise and decay times. In contrast to

Experiment 1, on each trial, the pitch f0 of note 0 was f0 = 698.46×2
X
12 Hz forX ∼ Unif(0, 4).

Thus, the pitch of note 0 was uniformly distributed on the four-semitone interval between

F♮5 (whose frequency is 698.46 Hz) and A♮5. The pitches of notes 1,2, · · · , 12 increased from
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Table 3.3: The number of pips of each note in the Type-1 and Type-2 tone-scrambles used in
the additional tasks of Experiment 2. Dots stand for zero. The number of pips in the Type-1
and Type-2 tone-scrambles in the 1v2-, 3v4-, 8v9-, 13v24-, 14v23-, 38v49- and 39v48-tasks
are listed in Table 3.2.

Task Type 0 1 2 3 4 5 6 7 8 9 10 11 12

2v3
1 4 · 4 · · · · 4 · · · · 4
2 4 · · 4 · · · 4 · · · · 4

4v8
1 4 · · · 4 · · 4 · · · · 4
2 4 · · · · · · 4 4 · · · 4

18v29
1 4 2 · · · · · 4 2 · · · 4
2 4 · 2 · · · · 4 · 2 · · 4

19v28
1 4 2 · · · · · 4 · 2 · · 4
2 4 · 2 · · · · 4 2 · · · 4

28 v39
1 4 · 2 · · · · 4 2 · · · 4
2 4 · · 2 · · · 4 · 2 · · 4

29v38
1 4 · 2 · · · · 4 · 2 · · 4
2 4 · · 2 · · · 4 2 · · · 4

23v48
1 4 · 2 2 · · · 4 · · · · 4
2 4 · · · 2 · · 4 2 · · · 4

24v38
1 4 · 2 · 2 · · 4 · · · · 4
2 4 · · 2 · · · 4 2 · · · 4

f0 in semitone increments (i.e., fk = f0 × 2
k
12 ).

Each listener completed thirty, 60-trial blocks on each of three successive days. The first

15 blocks on each day tested the listener in each of the 15 tasks. The order of the tasks

in these first fifteen blocks was selected from one row of a 15 × 15 Latin square matrix. A

different row was used for each subject on each day. The second 15 blocks on each day

retested the listener in all 15 tasks in the reverse order. Prior to each block, the listener

heard three examples each of the Type-1 and Type-2 stimuli from that block, alternating

between the two types. The first 10 trials in the block were treated as practice (i.e., they

were not included in the analysis). These first 10 trials always included five Type-1 and five

Type-2 stimuli in random order.
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Figure 3.5: Scatter plot of d′ values achieved by CC vs SW. The horizontal (vertical) line
through each point gives the 95% confidence interval for the estimated d′ value for CC (SW).

3.3.3 Results

The question motivating Experiment 2 is: Do high-performing listeners use scale-derived

qualities to produce their responses in tone-scramble tasks? By roving the tonic across tri-

als, we seek to rule out the strategy of listening for a specific frequency in the stimulus.

Nonetheless, this manipulation leaves open other degenerate strategies. In particular, a lis-

tener might be able to deploy a “single-note” strategy in which they listen for the presence

vs absence of a specific interval relative to the tonic. For example, the listener might be able

to perform the 38v49-task by detecting the presence vs absence of 4’s. Although one might

consider “contains-4’s” to be a scale-derived property, a strategy based on “contains-4’s” is

degenerate because the listener assigns all weight in their judgment to a single interval. Con-

ceivably, one might be able to detect this quality without experiencing any of the emotional

coloration produced by scale variations like major and minor. In contrast to single-note

scale-derived qualities like “contains-4’s,” we expect those scale-derived qualities that im-

part emotional coloration to music to be influenced by multiple notes of the scale. Thus,
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Figure 3.6: Estimated d′ values achieved by SW (top) and CC (bottom) in all 15 tasks (blue
lines with square markers; error bars are 95% confidence intervals). Large gray disks show
the predicted d′ values under the “single-note” model. Red line with circular markers gives
the predicted d′ values under the “weighted-sum” model.
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Figure 3.7: The functions f for SW (gray squares) and CC (black circles). The red line
in the upper (lower) panel of Fig. 3.6 gives the predicted d′ values for all tasks under the
assumption that d′ in each task is equal to |f •∆task| for ∆task equal to the difference between
the histograms of the Type-2 vs Type-1 stimuli in the task.

for example, in the 38v49-task, if a listener is using majorness-vs-minorness to make their

judgments, we expect both 4’s and 9’s to promote “major” responses and both 3’s and 8’s

to promote “minor” responses. Accordingly, the analysis we undertake focuses on the ques-

tion of whether SW and CC use single-note strategies or strategies that are simultaneously

sensitive to multiple notes that might occur in the stimulus. To investigate this issue, we fit

two different models to the data from each of SW and CC.

The single-note model.

The single-note model assumes that in every task, the listener picks out a single note (i.e., a

single interval relative to the tonic) to listen for and bases their response to each stimulus on

the presence vs absence of that note. We further assume that in each task, the listener listens

for the particular note that will maximize performance (i.e., the note that will produce the

highest value of d′ in that task). Finally, for any note η, and any task T , we assume that
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there exists a number g(η) such that the value of d′ that the listener can achieve by selectively

listening for the presence vs absence of η’s in the stimulus is equal to nT,ηg(η), where nT,η is

the (nonnegative) number of η-pips by which the histograms of Type-2 and Type-1 stimuli

differ in task T . Altogether, the single-note model predicts that d′T = max
η

{nT,ηg(η)}.

The weighted-sum model

The weighted-summodel assumes that the scale-derived qualities evoked by the tone-scrambles

used in our 15 tasks are analogous to the colors that might be experienced by a creature

with a single class of chromatic receptor. The overall color experienced by such a creature

under a given light would be determined by

Receptor response to light with spectrum S

=

∫
f(λ)S(λ)dλ = f • S (3.6)

where the integral is across all wavelengths λ in the visible range, f(λ) is the sensitivity of

the receptor-class to light of wavelength λ, and S(λ) (the spectrum of the light) reflects the

number of quanta of wavelength λ that impinge on the receptor per unit time.

Analogously, under the weighted-sum model, the scale-derived quality produced by a given

tone-scramble is determined by a single system M whose response to a tone-scramble with

histogram h can be characterized as follows:

M -response to tone-scramble with histogram h

=
∑

η∈Notes

f(η)h(η) = f • h (3.7)

where f(η) reflects the sensitivity of system M to different notes η. Under this model, the

d′ value achieved by the listener in a given task in Experiment 2 is equal to the magnitude
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of the difference in activation produced by Type-2 vs Type-1 stimuli in M . That is,

d′task = |f • (h2 − h1) | (3.8)

for h1 and h2 the histograms of the Type-1 and Type-2 stimuli used in a given task. Note

that the current results only allow us to determine the function f(η) for the notes η = 1, 2,

3, 4, 8, 9 because h2(η)−h1(η) = 0 for all notes η other than these six. Note also that we can

only determine f up to (1) an arbitrary sign inversion (because of the absolute value in Eq.

3.8) and (2) an arbitrary additive constant (because in every task,
∑

η h2(η) − h1(η) = 0).

Accordingly, in order to uniquely determine f , we impose the additional constraints that (1)

f(9) > f(8) and (2) the average value of f is 0.

The fits of the single-note and weighted-sum models to the data

We fit both the single-note and weighted-sum models to the data from each listener. Each of

these two models has six parameters (although only five are free in the weighted-sum model

because f must sum to 0). The parameters of the single-note (weighted-sum) model are the

values g(η) (f(η)) for η = 1, 2, 3, 4, 8, 9. For each model, we find the parameters that

minimize the sum of squared deviations of the predicted d′’s from the observed d′’s (i.e., the

d′’s estimated directly from the data).

Fig. 3.6 plots the d′ values estimated from the data (blue lines with square markers) and

their 95% confidence intervals for SW (upper panel) and CC (lower panel). The gray disks

(red circles) plot d′ values predicted by the single-note (weighted-sum) model. For both

listeners, the single-note model does a reasonable job of capturing the d′’s in the tasks in

which Type-1 and Type-2 stimuli each contain only a single type of signal note (e.g., the

3v4-task); however, it fails to capture the variation in performance across the hybrid tasks

(e.g., the 38v49-task).
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The weighted-sum model does a strikingly good job of describing the results for CC, account-

ing for 93% of the the variance in d′ across the 15 tasks. This model is less successful for SW,

accounting for 62% of the variance. For each of SW and CC, however, the weighted-sum

model provides a better description of the data (i.e., accounts for more variance) than does

the single-note model: the single-note model accounts for only 29% (59%) of the variance in

the estimated d′’s for SW (CC).

Fig. 3.7 plots the function f (from the weighted-sum model) for SW (gray squares) and CC

(black circles). In line with what we might expect from a system sensitive to majorness-vs-

minorness, the function f for CC gives strongly positive (negative) weights to 4 and 9 (3

and 8) and gives weight near 0 to both 1 and 2. By contrast, although SW seems to be less

sensitive than CC to the difference between 3 and 4, SW is more sensitive to the difference

between 1 and 2; f(2) − f(1) is roughly three times greater for SW than for CC. The two

listeners show roughly the same pattern of sensitivity to 4, 8 and 9.

3.3.4 Discussion

The weighted-sum model decisively outperforms the single-note model in fitting the data

for both SW and CC. This suggests that, instead of basing their responses on the simple

presence vs absence of specific notes in the stimuli, the two listeners each base their responses

on stimulus properties that are influenced by multiple notes. We take this as evidence that

our listeners use non-degenerate, scale-derived qualities to perform the tasks in Experiment

2. How should we conceptualize these scale-derived qualities?

As discussed in Sec. 3.3.3, the weighted-sum model treats scale-derived qualities as analogous

to colors experienced by a creature whose visual system possesses only a single chromatic

sensor class. Many animals, however, possess more than a single chromatic sensor class.

For example, human photopic vision has three: the long-, medium-, and short-wavelength
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cone classes. Accordingly, we say that human color vision is 3-dimensional. Indeed, the

3-dimensionality of human color vision was discovered using behavioral experiments by

Maxwell (1855) before the number of different cone types was known. Is the perception

of scale-derived qualities also multidimensional?

Experiment 2 provides an ambiguous answer to this question. The current results suggest

that CC may possess only a single system M that is sensitive to the scale-derived qualities

produced by the tone-scrambles in Experiment 2. The remarkably good fit of the weighted-

sum model to CC’s data is consistent with the idea that CC used the same single system

characterized by the sensitivity function f shown in Fig. 3.7 in all fifteen tasks. Perhaps

CC possesses multiple systems sensitive to scale-derived qualities but applies only one to

the particular set of tone-scrambles explored in Experiment 2 (this set is restricted to tone-

scrambles that include four each of the context notes 0, 7 and 12 and whose signal notes

are restricted to 1, 2, 3, 4, 8, and 9). Yet, CC was free to use any system available to him

(or any combination thereof) to optimize performance in a given task, so the fact that his

results conform nearly perfectly to the weighted-sum model argues that he has only a single

system available, the one characterized by the function plotted in Fig. 3.7.

Although the data of SW is fit moderately well by the weighted-sum model, this fit is

markedly poorer than for CC’s data. It is possible that SW was using the same single

system across different tasks and that the fit is poorer because of between-task variations

in the effectiveness with which this system was applied. Alternatively, it might be the case

that SW has available more than a single system that is sensitive to scale-derived qualities

in the stimuli of Experiment 2. If so, then the variations in d′ seen in SW’s data may reflect

SW’s use of different weighting functions across tasks.
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3.4 General discussion

3.4.1 Listeners use scale-derived qualities to perform tone-scramble

tasks

The current results strongly suggest that high-performing listeners in tone-scramble tasks

base their judgments on non-degenerate, scale-derived qualities such as majorness-vs-minorness.

They do not base their judgments on the presence vs absence of a particular note in the stim-

ulus. For the arguments supporting this claim with reference to Experiment 1, see Sections

3.2.1, 3.2.1 3.2.1, 3.2.4, 3.2.4, and 3.2.4. For the arguments supporting this claim with

reference to Experiment 2, see Sections 3.3.3 and 3.3.4.

3.4.2 Reconciling the results of Experiments 1 and 2

Although the results of Experiment 1 are well-described by the bilinear model, this model

is violated by the results of Experiment 2 in several important ways. Under the bilinear

model (as implied by Eq. 3.4), if listener A achieves a d′ significantly greater than listener

B in some task, then listener A should outperform listener B in all tasks. This condition

is strongly violated by the results of Experiment 2. As shown in Fig. 3.5, each listener

achieved significantly higher d′’s than the other in several different tasks. The results of

Experiment 2 depart from those of Experiment 1 in other ways. For example, the fact that

F3v4 ≈ F8v9 ≈ F13v24 ≈ F38v49 in Experiment 1 suggests that each of SW and CC should

achieve d′’s that are approximately equal in all of the 3v4-, 8v9-, 13v24- and 38v49-tasks.

Although this condition seems to be roughly satisfied by the results for SW, it is decisively

violated by those for CC whose d′ value in the 13v24-task is substantially lower than the

d′’s he achieves in the 3v4-, 8v9- and 38v49-tasks. How can we reconcile these seeming

contradictions?
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It is important to realize that the models used in Experiments 1 and 2 have very different

purposes. The purpose of the bilinear model is to provide a coarse description of the distri-

bution of sensitivity to various types of tone-scrambles across the general population. The

model separates the distribution of Rs (the sensitivity of listener s to tone-scrambles of all

types) from the relative strengths Ft (the degree to which different tasks t are, on average,

facilitated by sensitivity) as shown in Fig. 3.3 and Fig. 3.2, respectively. Undoubtedly, many

of the deviations of individual d′s,t’s from the predicted values RsFt are due to variations in

the individual patterns of sensitivity to tone-scrambles across different listeners s (as we dis-

cover is true of SW and CC in Experiment 2). These deviations from the predicted values,

however, tend to be small in comparison to the large variations resulting from differences

in Rs across different listeners s. For this reason, the bilinear model is able to provide a

good description of the distribution of sensitivity to various types of tone-scrambles across

the general population even though it ignores individual differences in sensitivity to different

types of tone-scrambles.

By contrast, the weighted-sum model attempts to reveal the sensitivity of an individual

listener to the different notes that occur in the stimuli. This model assumes that the notes

η = 1, 2, 3, 4, 8, 9, influence the scale-derived quality of a tone-scramble with weights f(η)

that are fixed across all tasks. The estimated f(η) thus reflects the average influence exerted

by each note η on the scale-derived quality that the listener uses to make their judgments

(at least, to the extent that the predicted d′’s capture the observed d′’s). As reported in

Sec. 3.3.3, the weighted-sum model fits the data very well for CC and moderately well for

SW, and in each case, the sensitivity function f(η) resembles what we would expect from a

system sensitive to majorness-vs-minorness.

The contrasting purposes of the bilinear and the weighted-sum models is mirrored by impor-

tant differences in the stimuli used in Experiments 1 and 2. The stimuli used in Experiment

1 all had the same fixed tonic on every trial and included 32 tones; in Experiment 2, the tonic
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was randomly roved from trial to trial, and stimuli included only 16 tones. This makes the

tone-scramble tasks of Experiment 2 substantially harder than the tasks used in Experiment

1. Indeed, both CC and SW routinely perform at ceiling or very close to ceiling in all of the

tasks used in Experiment 1. To take one example, CC achieved d′ = 0.77 in the 39v48-task

in Experiment 2 (the lowest d′ achieved by CC across all tasks); however, in the variant of

the 39v48-task used in Experiment 1, CC achieved d′ = 4.11 in a recent test (2 incorrect

responses out of 100 trials).
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Appendix A

Derivation of maximum-likelihood

estimators and confidence intervals

for single-resource model with missing

data

A.1 Single-resource model

Suppose that we have d′ measures for N listeners across T conditions. The single-resource

model is described by the following equation:

d′s,t = RsFt + εs,t (A.1)

where s = 1, ..., N indexes each subject, t = 1, . . . , T indexes each task, and εs,t ∼ N(0, σ)

independently and identically distributed. In the analysis reported in Section 1.3.3, T = 8,

and N depends on the subset of listeners being considered. Note that any scalar can be
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divided from R and multiplied into F to produce the same predicted d′, so for identifiability,

the following constraint is imposed:

T∑
t=1

Ft = T. (A.2)

The model has a total of N + T + 1 parameters.

A.2 Maximum-likelihood estimators

In Section 1.3.3, several of the conditions were tested between subjects. In this case, our

likelihood function is not simply expressed as a product over every combination of s and t.

Let us use the following notation: Φ is the set of all observed subject-task combinations,

and (s, t) is any particular subject-task combination. Further, (t|s) is the set of observed

t for a given s, and likewise, (s|t) is the set of observed s for a given t. In set notation,

(t|s) = {t : (s, t) ∈ Φ|s}, and (s|t) = {s : (s, t) ∈ Φ|t}. The number of observed subject-task

combinations is denoted by ∥Φ∥. Assuming complete data, ∥Φ∥ = 2N in Section 1.3.3.

Using the notation introduced above, we may state the likelihood function for the model as

L(R,F, σ) =
∏

(s,t)∈Φ

1

σ
√
2π

exp

{
−1

2

(
d′s,t −RsFt

σ

)2
}
. (A.3)

The log-likelihood is thus

ℓ(R,F, σ) = ∥Φ∥ log
(

1

σ
√
2π

)
− 1

2

∑
(s,t)∈Φ

(
d′s,t −RsFt

σ

)2

. (A.4)
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Taking the first derivative with respect to each parameter,

∂ℓ

∂Rs

=
1

σ2

∑
t∈(t|s)

(d′s,t −RsFt)Ft (A.5)

∂ℓ

∂Ft

=
1

σ2

∑
s∈(s|t)

(d′s,t −RsFt)Rs (A.6)

∂ℓ

∂σ
= −∥Φ∥

σ
+

1

σ3

∑
(s,t)∈Φ

(
d′s,t −RsFt

)2
(A.7)

Setting each of these to zero, we find that our maximum-likelihood estimators satisfy the

following equations:

Rs =

∑
(t|s) d

′
s,tFt∑

(t|s) F
2
t

(A.8)

Ft =

∑
(s|t) d

′
s,tRs∑

(s|t) R
2
s

(A.9)

σ =

√∑
Φ

(
d′s,t −RsFt

)2
∥Φ∥

(A.10)

We can use conditional maximization to find the parameters that satisfy these equations.

When performing conditional maximization, we partition the parameter space (in this case,

into R parameters and F parameters) and iteratively find the best parameter estimates of

one partition conditioned on given values of the other partition(s). In this case, we initialize

the conditional maximization procedure with a naive guess at the parameters F : that Ft = 1

for all t. Based on this naive guess, we can use Equation A.8 to calculate an informed guess at

the parameters R. In turn, we can use the informed guess at R to calculate an informed guess

at F using Equation A.9. At each step, the updated parameter estimates will tend to be

better than the estimate on the previous step, and we can repeat this process iteratively until

convergence. In this case, after updating R and F once, the estimates of F are multiplied

by a scalar to satisfy
∑

t Ft = T ; the estimates of R are divided by the same scalar so that
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the predicted values of d′ (and thus the likelihood of the current parameter estimates) are

unchanged. Also note that an estimate of σ is not needed to update R and F , so σ can be

computed from R and F after convergence. Simulations were performed to verify that this

procedure would recover input parameters to a simulated data set.

A.3 Confidence intervals

Asymptotic likelihood theory tells us that as n → ∞, the distribution of the maximum-

likelihood estimator,
ˆ⃗
θ (a p×1 vector of parameter estimates), is approximatelyNp

(
θ⃗, I−1(θ⃗)

)
,

where I(θ⃗) is the Fisher information matrix. In practice, we can use the observed Fisher

information matrix, I(θ⃗) = −
[

∂2

∂θ⃗∂θ⃗T
ℓ(θ⃗)

]
, to approximate the asymptotic covariance of

ˆ⃗
θ.

If we proceed in the usual manner to compute the observed Fisher information matrix using

the above results, we will find that the observed Fisher information matrix is non-invertible,

presumably because the likelihood function stated above does not incorporate the constraint∑
t Ft = T which is required for identifiability.

To incorporate the constraint, we can introduce it into the likelihood function with a La-

grange multiplier, K:

L(R,F, σ,K) =
∏

(s,t)∈Φ

1

σ
√
2π

exp

{
−1

2

(
d′s,t −RsFt

σ

)2
}

+K

(
T −

T∑
t=1

Ft

)
. (A.11)

Now, if we proceed as before, the first derivatives of the log-likelihood function are very
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similar:

∂ℓ

∂Rs

=
1

σ2

∑
t∈(t|s)

(d′s,t −RsFt)Ft (A.12)

∂ℓ

∂Ft

=
1

σ2

∑
s∈(s|t)

(d′s,t −RsFt)Rs −KFt (A.13)

∂ℓ

∂σ
= −∥Φ∥

σ
+

1

σ3

∑
(s,t)∈Φ

(
d′s,t −RsFt

)2
(A.14)

∂ℓ

∂K
= T −

T∑
t=1

Ft (A.15)

The only difference is that ∂ℓ
∂Ft

now includes a −KFt term. Clearly, the maximum-likelihood

estimator that we derived previously satisfies these equations whenK = 0. WhenK = 0, the

new −KFt term disappears. Moreover, we constrained
∑T

t=1 Ft = T during our conditional

maximization procedure, so ∂ℓ
∂K

= 0. Thus our point estimates do not need to be changed.

Now, we may calculate the second derivatives of ℓ to get the observed Fisher information,

I(θ⃗), keeping in mind that these are evaluated at our maximum-likelihood estimator (which
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includes K = 0):

∂2ℓ

∂R2
s

= − 1

σ2

∑
(t|s)

F 2
t (A.16)

∂2ℓ

∂Rs∂Rs′
= 0 (A.17)

∂2ℓ

∂F 2
t

= − 1

σ2

∑
(s|t)

R2
s −K (A.18)

∂2ℓ

∂Ft∂Ft′
= 0 (A.19)

∂2ℓ

∂Rs∂Ft

=


0 if t /∈ (t|s)

d′s,t−2RsFt

σ2 otherwise

(A.20)

∂2ℓ

∂σ2
=

∥Φ∥
σ2

− 3

σ4

∑
(s,t)∈Φ

(d′s,t −RsFt)
2 (A.21)

∂2ℓ

∂σ∂Rs

= − 2

σ3

∑
(t|s)

(d′s,t −RsFt)Ft (A.22)

∂2ℓ

∂σ∂Ft

= − 2

σ3

∑
(s|t)

(d′s,t −RsFt)Rs (A.23)

∂2ℓ

∂K2
= 0 (A.24)

∂2ℓ

∂K∂Rs

= 0 (A.25)

∂2ℓ

∂K∂Ft

= −Ft (A.26)

∂2ℓ

∂K∂σ
= 0 (A.27)

(A.28)

Reversing the order of the derivatives on the left-hand side of each equation does not change

the result on the right-hand side. Thus, the above equations represent all of the elements of

the observed Fisher information matrix, I(θ⃗). We can take the inverse of I(θ⃗), plug it in for

the asymptotic covariance of the maximum-likelihood estimators, and construct confidence

intervals based on the approximate asymptotic distribution:
ˆ⃗
θ ∼̇ Np

(
θ⃗, I−1(θ⃗)

)
. In practice,
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we get a simultaneous confidence region for the F parameters using the (conservative) Bon-

ferroni adjustment. It is worth noting that the matrix I(θ⃗) is of size (N+T+1)×(N+T+1).

Thus, as the sample size used to fit the single-resource model increases, computing the in-

verse of I(θ⃗) numerically will become more resource intensive. In the case of fitting the

single-resource model to the subset of native English speakers in Section 1.3.3, this would re-

quire us to invert a 33, 386×33, 386 matrix, which was not possible for us with the hardware

available. Thus, confidence intervals were only computed for the language subsets smaller

than this.
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