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RESEARCH ARTICLE BIOPHYSICS AND COMPUTATIONAL BIOLOGY
IMMUNOLOGY AND INFLAMMATION

An inference model gives insights into innate immune
adaptation and repertoire diversity
Yawei Qina ID , Emily M. Maceb ID , and John P. Bartona,c,1 ID

Edited by Marco Colonna, Washington University in St Louis School of Medicine, St. Louis, MO; received April 12, 2023; accepted August 8, 2023

The innate immune system is the body’s first line of defense against infection. Natural
killer (NK) cells, a vital part of the innate immune system, help to control infection
and eliminate cancer. Studies have identified a vast array of receptors that NK cells use
to discriminate between healthy and unhealthy cells. However, at present, it is difficult
to explain how NK cells will respond to novel stimuli in different environments.
In addition, the expression of different receptors on individual NK cells is highly
stochastic, but the reason for these variegated expression patterns is unclear. Here,
we studied the recognition of unhealthy target cells as an inference problem, where
NK cells must distinguish between healthy targets with normal variability in ligand
expression and ones that are clear “outliers.” Our mathematical model fits well with
experimental data, including NK cells’ adaptation to changing environments and
responses to different target cells. Furthermore, we find that stochastic, “sparse”
receptor expression profiles are best able to detect a variety of possible threats, in
agreement with experimental studies of the NK cell repertoire. While our study was
specifically motivated by NK cells, our model is general and could also apply more
broadly to explain principles of target recognition for other immune cell types.

innate immunity | statistical inference | biophysics | natural killer cells

Natural killer (NK) cells are an important component of the innate immune system,
responsible for recognizing and destroying cells that are foreign, infected by intracellular
pathogens, or cancerous (1–7). NK cells were originally noted for their ability to kill target
cells that express low or undetectable levels of major histocompatibility (MHC) class I
(8). Subsequent investigations demonstrated that NK cells integrate signals through a
broad array of activating and inhibitory receptors, many of which bind to self-ligands
(4, 9–11).

NK cell activation is a complex and context-dependent process. While NK cells from
normal hosts will typically kill target cells with low MHC class I expression, NK cells
from mice and humans that constitutively express low levels of MHC class I are self-
tolerant (12–16). These observations point toward an adaptive process, termed education,
through which the threshold for activation is controlled by the local environment (17, 18).
Qualitative models of education have been developed, positing that stronger inhibitory
signaling is associated with greater NK cell functionality (19–21). However, even this
picture is complicated by findings that NK cells that completely lack inhibitory receptors
can play an important role in controlling infection (22) and fighting cancer (23).

Here, we propose a simple framework to understand how NK cells can achieve self-
tolerance while maintaining the ability to respond to unhealthy targets. Ultimately, NK
cells must use input from their receptors to discriminate between normal and unhealthy
target cells. We therefore frame the recognition of unhealthy target cells as an inference
problem akin to anomaly detection in computer science. We then develop a simple model
to solve this inference problem, which is informed by prior experimental results. In our
model, immune cells adaptively learn the typical distribution of ligands on healthy cells
through repeated encounters, allowing them to respond to significant deviations from
typical ligand expression in rare, unhealthy targets. We show that our model is consistent
with known NK cell behaviors and quantitatively fits experimental data.

We also extend our model to explore the consequences of multiple pairs of receptors
and ligands, which are known to be important for NK cells (9) and other immune
cells (24). Intriguingly, recent studies have revealed dramatic heterogeneity in the
complement of receptors that individual NK cells express (25, 26). The function of this
heterogeneity, however, has remained unclear. We show that populations of immune cells
with “sparse” patterns of receptor expression, like those observed in experimental settings,
are better able to respond to a variety of different targets than ones with “dense” receptor
expression profiles. Here, we emphasize that sparsity refers to the heterogeneous pattern
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of receptor expression across individual NK cells, where particular
types of receptors are expressed on only a fraction of cells,
rather than the density of receptors on the cell surface. Sparse
receptor expression is especially important for separating a signal
of aberrant ligand expression due to infection or malignant
transformation from noise due to normal variation in ligand
concentrations. This suggests that heterogeneity in the NK cell
repertoire may improve the immune system’s ability to respond
to multiple threats.

An Inference Model for Target Cell Recognition

Immune cells respond to signals from their receptors that can
be either activating or inhibitory. The strength of the signals
that they receive depends on both the concentration of receptors
on the immune cell surface and the concentration of the
corresponding ligands on the target cell surface. For simplicity, we
represent the net signal that an individual immune cell receives
from a target cell with a single variable x. Larger values of x
represent more activating signals, while smaller values represent
more inhibitory signals.

To prevent autoimmunity, immune cell responses must be
tuned to avoid activation against normal, healthy cells. This could
be achieved by the immune cell by tracking the distribution of
signals Pr(x) that it receives during target cell encounters (Fig. 1).
Under normal conditions, the great majority of target cells should
be healthy. Signals that are substantially more activating than
those from typical cells, such that Pr(x) is very small, are thus
likely to originate from outlier cells that may be infected, stressed,
or transformed. Biologically, information needed to represent the
signal distribution could be encoded by the level of intracellular
proteins involved in signaling cascades or by adjusting the
distribution or spatial organization of surface receptors on the
immune cell membrane.

We characterize the signal distribution that an immune cell
receives from targets in its local environment with a Gaussian
function, P(x|�, �). The true mean �t and precision �t = 1/�2

t
are unknown and must be estimated through multiple encounters
with target cells. Estimating the variance �2

t in signal values, as
well as the mean, is crucial to differentiate true outlier target cells
from ones with normal variation in surface ligand expression.
In Bayesian inference, one begins with a prior distribution
Pprior(�, �) which constitutes an initial guess for the unknown
parameters. This distribution is then updated each time data (i.e.,
a signal) is received following Bayes’ rule (SI Appendix, section A).

While we treat the signal x received by an immune cell in
an abstract way, logarithmic distributions are very common in
nature, and x may be thought of as proportional to the logarithm
of receptor/ligand concentrations. As one example, distributions
of immune receptors and internal signaling molecules in T cells
(27) have been observed to follow a lognormal distribution.
Logarithmic sensing of signals is also observed in many systems,
including bacterial chemotaxis (28), developmental signaling
(29), and responses to stimulation in both the innate (30) and
adaptive immune systems (27).

In general, the true signal mean and variance will not be
constant in time. For example, the distribution of ligands
expressed on target cells may vary as an immune cell migrates from
one tissue to another. To accommodate time-varying signals, we
employ a modified Bayesian update rule where the strength of
the prior distribution is fixed. We begin with a normal-gamma
prior for the signal mean � and precision �,

P(�, �|m, �, �, �) =
��
√
�

Γ(�)
√

2�
��−1/2e−��−��

(�−m)2
2 . [1]

which is the conjugate prior for a Gaussian distribution with
unknown mean and variance. This is a choice of mathematical
convenience that allows us to easily write down analytical
expressions for how parameters are updated as new signals are
received, but it is not essential for our results. Here, Γ(�)
represents the gamma distribution. The parameters � and � are
proportional to the number of measurements used to estimate
the mean and variance, which we hold fixed. Following Eq. 1, the
mean value of � is m, and the mean value of � is �/�. When the
immune cell binds to a new target cell and receives a signal x,
these estimates shift,

m→
�m + x
� + 1

, � →
� − 1
� − 1

2

[
� +

�
� + 1

(x − m)2

2

]
. [2]

This differs from the standard Bayesian update in that � and � are
held fixed, and the updated value of � is shrunk by a factor of (�−
1)/

(
� − 1

2
)

to compensate (SI Appendix, section A). We have
also verified that this model is comparable to a Bayesian model
for an explicitly time-varying signal distribution (SI Appendix,
section E).

Our inference framework introduces a memory length for
adaptation, encoded by the parameters � and �. The larger �

Fig. 1. Model overview. Immune cells receive both activating and inhibitory signals from target cells that they encounter. Net signals are used to update an
internal estimate of the signal distribution, reflecting the balance of activating and inhibitory ligands on target cell surfaces in the current environment. Signals
from target cells that are far more activating than typical ones stimulate an immune response.
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and � are, the less the estimated mean and variance will shift
when a new signal is received. The update rule described in
Eq. 2 is equivalent to placing an exponentially decaying weight
on measurements of the signal distribution, emphasizing more
recent signals over older ones (SI Appendix, section A). Larger
values of � and � result in a slower decay, and thus a longer
memory. We emphasize that this notion of memory is distinct
from the concept of memory in adaptive immunity. Memory
length presents a tradeoff: When the memory is long, it is possible
to adapt to a specific distribution precisely, but adaptation to new
environments is slow.

Integrating over the unknown mean and precision in Eq. 1,
the internal estimate of the signal distribution Pr(x) takes the
form of a shifted, scaled t-distribution (SI Appendix, section A).
During each target cell encounter, the immune cell activates if
it receives a signal x that is substantially more activating than
typical signals from the estimated distribution. Specifically, we
assume that activation occurs when

Pr(y > x) =
∫
∞

x
dy
∫
∞

−∞

d�
∫
∞

0
d�
√

�
2�

e−
�
2 (y−�)2

P(�, �)

< �, [3]

for some threshold value �. The threshold � must be small to
avoid autoimmunity. If an immune cell were to learn the exact
signal distribution in an environment where all target cells are
healthy, then � would be the probability that the immune cell
activates against a healthy cell. We will treat � as constant, but
in principle, � could be modulated adaptively by the immune
system. For example, modulation by cytokines could provide
heightened surveillance during infection.

Below, we show that this simple model recapitulates many
features of NK cell behavior. This includes both qualitative
observations and quantitative fits to three experimental datasets.
Extension to a model with multiple receptors/ligands also reveals
the potential advantage of a sparse and stochastic distribution of
receptor expression on individual immune cells, which has been
observed in experiments.

Results

Immune Adaptation in a Static Environment. We first checked
the ability of our model to recover the true parameters of a test
signal distribution. We compared the estimated values of � and �
(�̂ = 〈�〉 = m, �̂ =

√
〈1/�〉 =

√
�/(� − 1), where 〈·〉 denotes

an average over Eq. 1) to those of the true signal distribution.
Fig. 2 shows that immune cells adapt to the distribution of signals
in the environment, even when the initial parameters of the prior
are far from the true ones. The number of target cell encounters
required to approach the true parameters depends on the initial
distance from them, and on the memory length. The shorter the
memory length, the faster the convergence (SI Appendix, Fig. S1).

Heterogeneous Responses Induced by Finite Memory. Finite
memory lengths also mean that adaptation to the true signal
mean and variance is not perfect. Shorter memory lengths
result in greater “noise” in the inferred parameters of the signal
distribution. Together with the stochastic nature of target cell
encounters, this imperfect adaptation also implies that there will
be a range of immune cell responses to particular target cells, even
among immune cells with identical receptors. We systematically
explored this heterogeneity by characterizing the distribution
of estimated signal parameters m and � for a population of

A

B

Fig. 2. Immune cells adapt to a static environment. The mean �̂ and SD
�̂ of the internal representation of the signal distribution converge toward
the true mean (�t = 0) and SD (�t = 2) of the signal distribution in the
environment. (A) Convergence to �t from various initial values of m. The
initial value of � = (�− 1) is the same in all cases. (B) Convergence to �t from
various initial values of �. The initial value of m = 0 is the same in all cases.
For both sections, the memory length is set by � = 20 and � = 10.

identical immune cells with finite memory that inhabit the same
environment (SI Appendix, section B and Figs. S2 and S3).

Consistent with experimental findings, we observe that in-
dividual immune cells can have varying responses to the same
target cells. Investigations of the patterns of target cell killing
have observed widely varying responses for individual NK cells:
Some kill many targets efficiently, while others are inactive (31–
36). This finding holds not only for diverse primary cells (31–33)
but also for NK cell lines (34–36), where cells in the population
would be predicted to have homogeneous expression and density
of receptors.

Immune Adaptation in Dynamic Environments. NK cells show
a remarkable ability to adapt to different environments. As noted
above, although MHC class I is a powerful inhibitory ligand,
NK cells in hosts with low levels of MHC class I expression are
self-tolerant. Yet, they are also hyporesponsive to MHC class
I–deficient target cells that would usually be killed by NK cells
from normal hosts (12, 14). A pair of experiments showed that
these behaviors are dynamic, rather than being fixed during
development. When mature NK cells were transferred from
MHC class I–deficient mice into mice with normal MHC class
I expression, they regained their ability to kill MHC-deficient
targets (37, 38). Conversely, NK cells from normal mice that were
transferred into the MHC class I–deficient environment became
hyposensitive (37). Importantly, this shift in behavior occurs
without the need for cell division or changes in the composition
of receptors on the NK cell surface (37). Similarly, NK cells can
be temporarily desensitized through long-duration exposure to
NKG2D ligands (39–41) or other activating stimuli (42–44).

We ran a series of simulations to mimic the transient exposure
of immune cells to different environments or levels of stimulus. In
our simulations, immune cells began in a “normal” environment.
To quantify their ability to activate against targets that express
high levels of activating ligands and/or low levels of inhibitory
ligands, we computed the probability that an individual immune
cell activates in response to an aberrant target cell that presents
much more activating signals than the normal cell population.
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Fig. 3. Immune cells adapt to changing environments, mimicking experi-
mentally observed development of hyposensitivity and recovery. Adaptation
of the estimated signal mean �̂, SD �̂, and probability of activation against
an aberrant target as an immune cell is transferred between different
environments. In the initial, “normal” environment (�t = 0, �t=1), the level
of activating stimulus is low, and the immune cell is primed to respond
to aberrant targets. After transfer to a new, more stimulating environment
(shaded region, �t = 5, �t = 2), the immune cell adapts to the new signal
distribution and progressively loses the ability to respond to aberrant targets.
When the immune cell is returned to the “normal” environment, respon-
siveness is gradually restored. To compute the probability of activation, we
used a Gaussian signal distribution for aberrant targets that matches the
environment in the shaded region. Initial parameters of the estimated signal
distribution are m = 0 and � = 9 (leading to �̂ = 0, �̂ = 1), with memory
parameters � = 20 and � = 10, and threshold � = 0.01.

The probability of activation against these outlier targets is
initially high (Fig. 3).

To simulate a change in environment, after 50 encounters with
normal targets, we switched the distribution of signals to match
the signal distribution from “aberrant” targets described above. As
the immune cell adapts to this new environment, its probability
of activation by aberrant target cells decreases, ultimately settling
near zero. However, this hyposensitivity is not permanent. After
a total of 150 target cell encounters, we return the immune cell to
the normal environment. As the immune cell encounters healthy
cells, it regains its capacity to activate against aberrant targets.

This trajectory mimics the development of hyposensitivity and
restoration of normal function described in experiments (37–44).
Similar dynamics are observed consistently in our simulations
(SI Appendix, Fig. S4), though the speed of adaptation depends on
memory length, as discussed above, and the difference in environ-
ments. This is also observed in a modified, thresholded signaling
model that mimics a saturation effect for strong activating or
inhibitory stimuli (SI Appendix, section A and Figs. S4 and S5).

Quantitative Comparisonswith Experiments. To quantitatively
test our model, we assessed its ability to recover the results of three
experimental studies (38, 45, 46). Because adaptation to stimulus
is a central feature of our model, we focused on experiments
that measured, directly or indirectly, the outcome of multiple
rounds of exposure to target cells for NK cells. We also identified
experiments that measured quantitative outcomes that would

allow for direct comparison with our model. For comparing
our model to these experiments, we always fixed the mean signal
strength for normal cells to � = 0, assumed a unit signal variance
for all target cells, and fixed the memory parameter � = 2�.

We first studied data from two sets of experiments where NK
cells were exposed to multiple target cells. In the first experiment
(45), NK cells encountered Daudi cells (a malignant B cell line)
that were either opsonized with Rituximab, an antibody that can
activate NK cells through CD16, or transfected to express MICA,
a ligand for the activating receptor NKG2D. NK cells interacted
with two target cells of each type in varying orders, and it was
recorded whether the NK cell killed the first target only, the
second target only, both targets, or neither of them. To test our
ability to predict the outcome of novel sequences of interactions,
we used only Rituximab–Rituximab and MICA–MICA data to
fit model parameters using approximate Bayesian computation
(ABC) (47) (SI Appendix, section C). Specifically, we fit the
memory length � (fixing � = 2�) and the mean signal strengths
�R and �M for Rituximab and MICA targets, respectively, to
minimize the sum of squared errors between the model and data.
Fig. 4A shows an excellent quantitative fit to the data (sum of
squared errors equal to 0.08), including Rituximab–MICA and
MICA–Rituximab encounters that were not used for training.

Beyond the general fit to data, our model makes two notable
predictions. First, we predict that when an NK cell encounters

A

B C

Fig. 4. Our model quantitatively fits experimental data. (A) Experimental
data (45) and model predictions for sequential encounters with two types
of target cells labeled Rituximab and MICA, respectively. (B) Experimental
data (46) and model fit for the fraction of target cells killed after a certain
number of serial interactions. (C) Experimental data (38) and model fit for
NK cell responsiveness in a normal environment (WT) versus MHC class
I–deficient environment (mut). NK cells transferred from the MHC class I–
deficient environment to the normal one at day zero are labeled (mut-WT).
See (SI Appendix, section C) for details on experimental datasets and model
fitting.
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the same type of target cell two times in a row, the probability
that it kills the first target cell but not the second will be higher
than the probability that it kills the second target cell but not
the first. Similarly, when an NK cell encounters two different
types of target cells, its probability of killing both will be higher
if it encounters the less stimulatory target cell first (in this
experiment, the one labeled Rituximab). These phenomena are
clearly observed in the data (SI Appendix, section C and Fig. 4A),
but they cannot be reproduced by a simple model that assumes
that the probability that an NK cell kills a particular type of target
cell is constant over time (SI Appendix, Fig. S7).

Next, we compared our model to experiments (46) in which
IL-2-activated NK cells encountered HeLa-CD48 target cells.
These target cells are HeLa cells transfected to express CD48, a
ligand for the activating receptor 2B4. As above, we used ABC
to fit the memory length � and mean signal strength �H for
HeLa-CD48 target cells, selecting for parameters that minimized
the squared difference between simulated and experimental
response frequencies normalized by the experimental uncertainty
in response frequencies due to finite sampling. We used this
normalization to prevent the model fit from being overly biased
by response frequencies after a large number of target cell
encounters, which were computed from fewer interactions. Our
model readily recovers the steady decline in the fraction of
NK cells that kill their targets as NK cells undergo multiple
encounters with HeLa-CD48 target cells (SI Appendix, section C
and Fig. 4B).

Finally, we studied an experiment (38) in which NK cells from
normal mice (WT), MHC class I–deficient mice (mut), and NK
cells that had been transferred from MHC class I–deficient mice
to normal ones were compared. NK cell production of interferon
gamma (IFN-
) after anti-NK1.1 stimulation, a readout for NK
cell activity, was then measured at multiple time points. NK
cells from WT mice were more responsive than NK cells from
mutant mice. Responses from NK cells that were transferred
from mutant mice to WT gradually approached those of NK
cells from WT mice that were not transferred. Here, we fit the
mean signal strength in MHC class I–deficient mice �D and anti-
NK1.1 stimulation �A, using a similar memory length as inferred
in the past two experiments, � = 20, and assuming an average
of one target cell interaction per hour. As in the previous cases,
our model quantitatively recovers these dynamics (Fig. 4C ).

Remarkably, across these experimental datasets, the memory
lengths that best fit the data are nearly identical: � = �/2 ∼ 20
(SI Appendix, section C). This convergence is striking because
the experiments involve the engagement of different NK cell
receptors and different metrics for NK cell activity. The values
for � and � inferred from experimental data suggest an effective
NK cell memory length of∼25 target cell encounters, calculated
by computing the “half-life” for exponentially decaying signal
measurements (SI Appendix, section A).

Multiple Receptors/Ligands and the Immune Repertoire. NK
cells use a wide array of germline-encoded activating and
inhibitory receptors to recognize their targets (4, 9–11). However,
not all of these receptors are expressed by every NK cell (48).
Recent single-cell experiments have further revealed that NK
cell receptor expression is “sparse,” with each receptor only
expressed on a small fraction (average ∼ 20%) of individual
cells (25, 26). This result may seem surprising. In principle, one
might expect that expressing more receptors would provide an
NK cell with more information about the target cells that it
surveys, allowing it to better identify outliers. What advantage

could sparse receptor expression patterns provide to the immune
system?

To explore this question, we extended our model to consider
contributions from multiple receptors and ligands (SI Appendix,
section D). For simplicity, we assumed that receptor expression
by individual cells was binary, that is, each receptor i is either
expressed (ei = 1) or not expressed (ei = 0). The results we
describe below using binary receptor expression are qualitatively
identical to a more complex model with continuous variation in
receptor expression (SI Appendix, section D and Figs. S8 and S9).
We write the net signal received by an NK cell as the sum of the
signals from each of its receptors,

x =
nr∑
i=1

aieixi. [4]

Each individual signal xi scales in proportion with the concentra-
tion of the ligand that binds to receptor i on the target cell
surface, and nr is the number of receptor/ligand pairs. The
parameter ai encodes activation/inhibition, with ai = 1 for
activating receptors and ai = −1 for inhibitory receptors. To
simulate diversity in the immune repertoire, we generated a large
population of immune cells with random receptor expression
patterns following one of two rules: sparse (probability of
expressing a receptor P = 0.2, consistent with experiments)
and dense (P = 0.8).

We then tested the ability of each population of immune
cells to recognize aberrant target cells with perturbed ligand
expression. To comprehensively explore how differences in
the immune cell repertoire affect target cell recognition, we
considered multiple scenarios. Perturbations could be either
sparse (concentrated in a few ligands) or dense (spread randomly
across all ligands). We considered two additional subtypes of
perturbations: ones that are purely activating (i.e., through
the upregulation of activating ligands and/or downregulation
of inhibitory ligands) and “hidden” ones, where, for example,
upregulation of activating ligands is balanced by the upregulation
of inhibitory ligands. Hidden perturbations mimic cases where
aberrant cells may partially evade innate immunity, such as when
some viruses disrupt the expression of activating ligands on the
infected cell surface (49).

Fig. 5 shows that a subpopulation of immune cells with sparse
receptor expression is able to efficiently recognize and respond
to all the different types of aberrant targets that we considered.
Immune cells that express many receptors are unable to effectively
respond to aberrant cells with changes in ligand expression that
are concentrated in just a few ligands, or ones where activating
ligands are hidden by increased inhibitory ligand expression.

To better understand the factors that underlie successful target
cell recognition, we quantified the alignment between the distri-
bution of receptors expressed by immune cells and the ligands
on target cells. As described above, we can consider the pattern
of receptor expression for each immune cell as a vector, e =
{e1, e2, . . . , enr }. We can also quantify the levels of ligand expres-
sion on target cells in the same way, ` = {`1, `2, . . . , `nr }. Let `h
and `a represent the average levels of ligand expression on healthy
and aberrant cells, respectively. We then quantify the alignment
between receptor expression for a particular immune cell and the
perturbation that defines an aberrant cell population as

e · �`√
(e · e)× (Δ` · Δ`)

, [5]
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Fig. 5. Immune cells with sparse receptor expression are better able to
detect a wide variety of aberrant target cells. For all types of aberrant cells
that we considered, there exist some immune cells with sparse receptor
expression that are able to kill a large fraction of aberrant cells that they
encounter. In contrast, immune cells that express many receptors are unable
to efficiently kill aberrant target cells with “hidden” perturbations, where
some changes in ligand expression promote activation and some promote
inhibition. Immune cells with dense receptor expression are also unable
to efficiently eliminate aberrant targets that only have unusual levels of
expression for one or two ligands.

where Δ` = a × (`a − `h), × denotes element-wise or scalar
multiplication, and · represents a dot product. As above, entries
in the vector a have ai = 1 if receptor i is activating and ai = −1
if it is inhibitory.

Fig. 6. Immune cells best recognize aberrant targets when they express
the specific combination of receptors that recognize ligands with perturbed
expression. Immune cells with sparse receptor expression are more likely
to align with changes in ligand expression for a variety of aberrant target
cells, allowing them to kill these targets more efficiently. To quantify the
alignment between immune cell receptors and perturbations, we treated the
perturbations in ligand expression in aberrant cells and receptor expression
patterns in immune cells as vectors and computed their normalized inner
product.

This analysis suggested that populations of immune cells with
sparse receptor expression patterns are better able to recognize
diverse targets because they maximize the ratio of signal to
noise. Immune cells must tolerate normal variation in ligand
expression on healthy cells, which grows additively with the
number of receptors that an immune cell expresses. When
receptor expression is sparse, some immune cells will express
receptors that correspond precisely to the ligands that are affected
in aberrant cells (resulting in high alignment, as quantified
above), allowing them to reliably recognize and eliminate these
cells (Fig. 6). In contrast, immune cells with dense receptor
expression receive many signals that are irrelevant for target
detection, making it more challenging to distinguish aberrant
targets from normal variation.

Discussion

Here, we developed a simple, quantitative model for how NK
cells discriminate between healthy and unhealthy target cells.
Our model is grounded in the idea of self/nonself discrimi-
nation as a kind of outlier detection problem. In our model,
which qualitatively recovers observed NK cell behaviors and
fits quantitative data from a variety of experiments, NK cell
responsiveness is adaptively shaped by the targets that they
encounter. Analysis of experimental data pointed to a consistent
NK cell “memory length” of roughly 25 target cell encounters.
Our model also suggests that the sparse and variegated patterns
of receptor expression on individual NK cells have a purpose,
allowing individual NK cells with particular sets of receptors to
detect subtle perturbations in ligand expression on infected or
transformed cells while maintaining robust self-tolerance.

In this work, we mostly considered homogeneous populations
of cells. However, a more realistic scenario would include a
mixture of different cell types, including mostly normal cells
together with a smaller fraction of unhealthy ones. In such
cases, our model predicts that immune cells remain responsive
to aberrant target cells as long as they comprise a small fraction
of all cells (SI Appendix, Fig. S10). The spatial organization of
different cell types could also affect target cell recognition, a topic
we plan to explore in future work.

Quantitative analyses of immunity have often focused on
the adaptive immune system and antigen-specific recognition
of foreign material to distinguish self from nonself (50–53).
The “algorithm” for self/nonself discrimination that we describe
operates in a very different way. Rather than learning to detect
specific pathogens, our model immune cells learn the properties
of nearby healthy cells, which allows them to respond to aberrant
cells that may be infected, stressed, or transformed. Learning in
our model is “unsupervised” in the sense that immune cells do
not have external information about whether the targets that they
encounter are healthy or not. Nonetheless, it operates reliably
following the simple assumption that the great majority of targets
that immune cells encounter are likely to be normal, healthy cells.

Recent work has also applied ideas from Bayesian inference
to immunity, focusing in particular on rules for optimizing the
adaptive immune repertoire (53, 54). There, models were con-
structed to optimally allocate immune cells with different antigen
specificities to combat a shifting environment of pathogens. Our
work is similar in that we also consider adaptation to varying
environments. However, we focus on the adaptation of individual
immune cells. The parameters � and � set a natural time scale
over which memory of the environment is retained, but we do
not presuppose an optimal memory length. Through detailed
analyses, we found that our model performs very similarly to
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alternative inference models that explicitly encode information
about a time-varying environment (SI Appendix, section E and
Figs. S11 and S12). Other intriguing studies have developed
analogies between machine learning and immunity (55, 56),
including a model of negative selection in T cells, where
encounters with self-peptides are central (56). More generally,
the problem of estimating time-varying signal distributions has
some similarities with estimation using Kalman filters (57, 58).
An important difference in the present case is that the signal
variance must also be estimated, and the ways that the signal
mean and variance change are unknown.

Similarly, our model can be compared with the discontinuity
theory of immunity (59), which posits that immune cells in
general respond to sharp changes in the environment. One of
the main differences between our model and the discontinuity
theory is that we explicitly consider the variance of signals in
the environment. Beyond the comparisons with experiment that
we have performed, there is additional evidence that variance in
ligand expression is important. Recent work showed that MHC
class I–deficient hematopoietic cells are spared in mice that also
have hematopoietic cells with normal levels of MHC class I
expression but only if the MHC class I–deficient cells comprise
a substantial fraction of all cells (60).

Though we have focused on NK cells, the model we developed
may also apply more broadly to other cell types. For example,
macrophages have many similarities with NK cells. Many
activating receptors for macrophages respond to self-ligands that
indicate cellular damage, and macrophage activity is inhibited
by ubiquitously expressed surface proteins such as CD47 (24),
similar to NK cell inhibition by MHC class I. Macrophages from
CD47-deficient hosts are also tolerant of cells with low levels of
CD47 expression, which would usually be phagocytosed (61).
Extended exposure to lipopolysaccharide (LPS) in macrophages
results in blunted responses to additional stimulation by LPS, a

phenomenon known as endotoxin tolerance (62, 63). When LPS
is withdrawn, macrophages gradually recover normal function
(62). There are also some conceptual similarities between our
model and the “tunable threshold” model, originally applied to
T cell signaling (64, 65). Recent work demonstrated that T cells
adapt to basal levels of T cell receptor (TCR) signaling and
that cells with stronger basal signaling were less responsive (66).
Importantly, this work also demonstrated that even T cells with
identical TCRs exhibit heterogeneous responses to stimulus (66),
which is one of the main predictions of our model.

Materials and Methods

Details of this section are contained in SI Appendix. Specifically, SI Appendix,
section A provides details about our inference model and its derivation.
SI Appendix, section B describes our investigation of the heterogeneity in
responses across a population of immune cells. Comparisons with experimental
data are described in SI Appendix, section C. In SI Appendix, section D, we
describe the extension of the basic model to include multiple receptors and
ligands. Finally, SI Appendix, section E provides a detailed comparison of our
inference model, in which the potential change in the environment that an
immune cell encounters over time is implicit, with one that explicitly accounts
for time-varying signals.

Data, Materials, and Software Availability. Data and code used in our
analysis are available at the GitHub repository https://github.com/bartonlab/
paper-innate-immune-adaptation (67). This repository also contains Jupyter
notebooks that can be run to reproduce the results presented here.
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