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ABSTRACT OF THE DISSERTATION

Modeling of Cerebrospinal Fluid Flow using Quantitative MRI for Clinical Application

by

Stephanie Sincomb

Doctor of Philosophy in Engineering Sciences with a Specialization in Multi-Scale Biology

University of California San Diego, 2022

Professor Antonio L. Sánchez, Chair

Characterization of cerebrospinal fluid (CSF) dynamics in the central nervous

system is fundamental for the study of CSF-related disorders, such as normal pressure

hydrocephalus, Chiari malformation, and syringomyelia, which can help guide clinical

diagnosis and treatment therapy. In this thesis, phase contrast, a non-invasive magnetic

resonance imaging (MRI) technique that can map the phase accrual of the moving fluid

region to velocity, is combined with rigorously derived simplified models of the CSF motion

to enable patient-specific quantitative descriptions of the fluid flow and associated pressure

variations for clinical use. Attention is focused on two specific problems, namely, flow in

the cerebral aqueduct, a slender canal connecting the third and fourth ventricles of the

xvi



brain, and flow in the spinal canal. In the former case, special attention is given to the

relation between the predicted flow rate and the interventricular pressure variation, which

is subsequently used in a volunteer study to obtain indirect evaluations of the transmantle

pressure from direct MRI flow measurements corresponding to 77 subjects. The model

for the pulsating viscous motion in the spinal canal assumes a linearly elastic compliant

tube of slowly varying section, with a Darcy pressure-loss term included to model the fluid

resistance introduced by the microanatomy. As shown by the preliminary computations

presented here, this simple one-dimensional model can serve as a basis for quantitative

analyses targeting predictions of intracranial pressure temporal fluctuations based on MRI

measurements of spinal-canal anatomy and CSF flow rate. Future directions are proposed

concerning both flow problems, including further validation exercises involving in-vitro

and in-vivo experiments.
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Chapter 1

Introduction

1.1 Cerebrospinal fluid (CSF)

Cerebrospinal fluid (CSF) is a clear, colorless fluid with water-like properties (i.e.

density of ρ ≃ 103 kg/m3 and kinematic viscosity ν ≃ 0.71 × 10−6 m2/s) that fills the

ventricles of the brain and the subarachnoid space (SAS) surrounding the brain and the

spinal cord. This fluid plays a dual mechanical and physiological function in the body. The

mechanical function of CSF is to cushion the brain within the skull and serve as a shock

absorber. The physiological function of CSF is to maintain electrolyte levels, circulate

nutrients and chemicals filtered from the blood, transport hormones and remove metabolic

waste products. This fluid essentially helps the body remain in homeostasis and maintains

metabolism [1].

CSF is primarily produced in the choroid plexuses of the ventricular system. The

choroid plexus consists of two components, namely, the highly vascularized connective

tissue of the pia mater and a plexus of choroid epithelium which forms the blood-CSF

barrier. Synthesis of CSF involves diffusion and active transport from the arterial blood

supply, resulting in a constant production rate of 0.2-0.7 ml/min [2]. CSF is mainly

reabsorbed by arachnoid granulations which are protrusions of the arachnoid mater into

the venous sinuses with villi that increase the surface area. CSF diffuses through the walls

via a valvular pressure-driven mechanism. Most villi are located in the superior sagittal
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and transverse sinuses. There are additional routes of CSF drainage through the olfactory

mucosa, cranial nerve (optic, trigeminal, and facial nerves) sheaths, and into the lymphatic

vessels around the cranial cavity [3, 4]. In healthy humans, CSF secretion and reabsorption

are balanced, resulting in a constant mean intracranial pressure (ICP) of approximately

7-15 mmHg. Due to the fact that the locations of the sources (choroid plexuses) and

sinks (arachnoid granulations) are not collocated, flow occurs through the ventricular

system, albeit at a very slow rate. Most of the production occurs in the lateral ventricles

where it travels through the Foramina of Monroe into the third ventricle. From the third

ventricle, it flows through the cerebral aqueduct into the fourth ventricle where it outflows

to the subarachnoid space (SAS) via the foramen of Magendie and the lateral foramina of

Luschka. Of course, this is the traditional description of the CSF flow within the brain

and it is understood to be much more complex [5], but provides a general understanding

that is useful for the remaining chapters of this dissertation.

In addition to this slow motion between the production and consumption sites

inside the cranial cavity, a faster oscillatory motion is induced by arterial pulsations.

Specifically, the blood flow in and out of the cranial vault during each heartbeat causes

the intracranial pressure to also fluctuate periodically with a frequency determined by the

heart rate. This time-dependent pressure fluctuations drive the pulsatile motion of CSF in

the cranial cavity and also along the spinal canal that surrounds the spinal cord. There

are additional effects that modulate the CSF flow such as respiration, a subject’s posture,

jugular venous pressure, and physical activity [1]. For this dissertation, we will focus solely

on the cardiac-driven motion of the CSF in the CNS. There are various imaging techniques

available to characterize this cardiac-driven fluid flow. One technique known as phase

contrast MR imaging will be used in this dissertation. Relevant previous contributions are

reviewed in the following paragraphs.

The earliest study for assessment and quantification of the CSF fluid dynamics

in healthy individuals using MR imaging was conducted by Feinberg and Mark (1987).
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Their observations revealed that vascular-driven movement of the brain is the mechanism

responsible for CSF pumping, a finding that challenged the earlier belief that the CSF is

pumped by the expansion of the choroid plexus [6]. The role of vascular-driven motion

was also confirmed later by studies of the CSF and blood flow using phase-contrast cine

MRI (PC-MRI) [7, 8]. This imaging technique was used in studies pertaining to different

regions of the central nervous system (CNS) including the cerebral SAS, spinal canal [9]

and cerebral aqueduct [10].

In connection with the flow along the spinal canal, PC-MRI studies have shown that

the velocity amplitude, which is the largest at the foramen magnum, decreases down along

the length of the canal to reach a zero value at the closed-end sacral region [11, 12]. It has

also been observed in many radiological studies that, in addition to the pulsatility of the

arterial blood flow supplying the cranial vault, the respiration also produces a modulation

of the intracranial pressure, resulting in a somewhat smaller additional oscillation of the

CSF in the spinal canal at a lower frequency (12–18 cycles per minute in adults) [13, 14].

In addition to the fast pulsating motion driven by the cardiac and respiratory

cycles, there exists a slow bulk motion, first observed in Di Chiro’s experiments [15, 16],

and later confirmed by numerous radiological observations. These studies revealed that a

tracer injected in the lumbar region is detected moving upwards and reaching the basal

cisterns of the cranial vault in 15–20 min [17], thereby suggesting a bulk flow rate with

velocities on the order of 1 cm/min. Although not of direct interest to our work, it is worth

mentioning that this bulk motion has recently been investigated by asymptotic analyses,

which showed that steady streaming and Stokes’ drift are responsible for the slow bulk

motion [18]. The resulting bulk flow patterns have been shown to vary from individual to

individual and with posture along the canal [19]. On-going quantitative studies regarding

bulk flow are addressing the modulation of the intracranial pressure by the respiratory

cycle, which results in a smaller additional component of the oscillation of the CSF in the

spinal canal at a lower frequency.
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Besides flow measurements in the spinal canal, studies have also used PC-MRI in

regions of the brain, with most reports investigating the changes in the CSF flow that

may occur due to neurological diseases such as normal pressure hydrocephalus (NPH)

[20–25]. For example, one study found that a stroke volume (SV) in the cerebral aqueduct

greater than or equal to 42 µL may indicate NPH patients who have a higher probability

of improvement after shunting [20]. Phase-contrast MRI has shown NPH patients exhibit

a higher stroke volume in the aqueduct as compared to healthy controls [20–22, 24, 25],

but this may also depend on the extent of disease progression [23]. It has also been argued

that the net flow rate is retrograde (toward the third ventricle) in those with NPH [26].

Previous modeling efforts addressing the CSF flow in the central nervous system

have extended the understanding of the associated dynamics. Some studies utilized

phase-contrast imaging along with computational and mathematical modeling to provide

insight into CSF-related disorders. There are studies that employ computational fluid

dynamics (CFD) [27–29], lumped-parameter models [30–32] and fluid-structure interaction

[33]. Despite these previous efforts, there are still many open questions regarding the flow,

as discussed in detail in a recent review [34]. Although previous models have contributed

to the overall knowledge regarding the motion of CSF, which is critical for improving

the diagnosis and treatment of CSF-related disorders, they are fundamentally limited in

some ways. For example, in CFD subject-specific models, the use of computationally

expensive and time-consuming CFD simulations is not well suited for clinical applications

interested in studying a large subject cohort. Some of the models also critically depend on

parameters such as brain tissue mechanical properties, which cannot be determined with

sufficient accuracy.

Instead of relying on CFD, our study exploits simplifications stemming from the

disparity of length and time scales present in the problem to contribute to an increased

understanding of the CSF flow dynamics and develop simplified descriptions that can be

integrated into clinical studies. Our approach combines PC-MRI measurements of CSF
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flow rate with systematically derived flow models for the cerebral aqueduct and spinal

canal. The model for the oscillatory CSF flow in the aqueduct is to be discussed in Chapter

2 [35]. Chapter 3 presents the implementation of the model in a large study cohort with

wide age range [36]. Chapter 4 presents preliminary work concerning the validation of the

cerebral aqueduct model using an in-vitro experimental setup. A one-dimensional model

for the pulsating flow of cerebrospinal fluid in the spinal canal is reported in Chapter 5

[37]. Chapter 6 addresses additional validation efforts regarding the model developed for

the spinal canal.

The rest of this chapter section discusses the phase-contrast MR flow imaging

technique employed in our investigation, including a short introduction to magnetic

resonance fundamentals and imaging.

1.2 MR fundamentals and imaging

We begin with a brief description of magnetic resonance imaging (MRI). This

imaging modality has been central to several CSF flow studies described previously.

Although the description here will not be detailed, it should provide the key aspects to

understanding the physics behind MR imaging and thus the following description of the

MRI imaging technique, known as phase-contrast (PC) MRI, which is used in our modeling

efforts.

1.2.1 Basic principles of MR

In the most fundamental sense of MR imaging, low-frequency radio waves are

transmitted into tissue and a signal is received from magnetized spins (protons) in the

body. The magnetic spin of interest in most MR imaging is that of the hydrogen nucleus,

which is a single, positively charged proton and spins about its axis. A hydrogen proton

has two energy states denoted -1/2 and +1/2, which characterize the direction in which it

spins and its associated magnetic field. It is important to realize that any proton, electron,
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and neutron possess spin. When in even pairs the manifestations of spin are canceled, but

when uneven, they exhibit angular momentum and hence spin. The spin is what generates

a magnetic field and in turn, causes the nucleus to have a magnetic dipole moment.

Hydrogen protons also just so happen to be abundant in the human body and

exist in all tissue at different densities. However, since they are randomly orientated,

their resulting magnetic fields cancel out, in other words, the net magnetization is zero.

The protons are essentially bar magnets, and when placed in an external magnetic field

(denoted as B0), most will line up in the direction of the magnetic field causing the

net magnetization to point in the direction of B0. The temporal evolution of the net

magnetization shows an exponentially growing curve where the time it takes to achieve

the final net magnetization (or longitudinal magnetization) depends on the tissue being

imaged and the strength of the magnet. The resulting longitudinal magnetization of the

spins is the source that will provide a signal used to obtain MR images.

An MRI scanner is a giant magnetic field that is typically greater than 1 Tesla

(T). 1.5 T, for example, is 30,000 times stronger than the Earth’s magnetic field. This is

used to generate the net magnetization of the hydrogen spins in the body. The spins will

also not only spin about their axis but will also precess (or rotate) about the axis of the

external magnetic field. Precession is equivalent to the proton behaving like a spinning

top about the axis of the external magnetic field. The rate of this precession is given by

the Larmor equation:

ω = γB0 (1.1)

where ω is the angular precessional frequency, γ is the gyromagnetic ratio (dependent on

the nucleus), and B0 the strength of the magnetic field. Now we can exploit this process

of spin precession by introducing a radiofrequency (RF) wave, which is electromagnetic,

at the same frequency of the precessing spins resulting in resonance or addition of energy

into the spins. Some spins will change their alignment and after the RF pulse, generate a
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signal as they return to their original alignment which induces a voltage signal called free

induction decay (FID). This is the MR signal measured.

However, to differentiate spatially where the signals are coming from requires the

use of gradient coils. Specifically, if the strength of the magnetic field is altered in such

a way that the spins at different locations precess at different frequencies (via gradient

coils), then the spectral analysis would give information about the spatial location of the

spins. Therefore, we apply an RF pulse multiple times while varying the gradients which

produces multiple FIDs. The information from multiple FIDs can be combined to create

an image. Thus, the process of obtaining an image using MRI can be summarized as

follows:

1. Hydrogen protons in the body behave like bar magnets that align when placed in an

external magnetic field (i.e. MRI scanner) generating a longitudinal magnetization

and precess about the axis of the field.

2. A radiofrequency wave is transmitted to the spins at the precessional frequency (or

resonant frequency) of the spins to flip the longitudinal magnetization and generate

a signal.

3. To obtain spatial information of where the received signal is coming from, gradient

coils in the MR scanner are used.

1.2.2 Phase contrast MRI (PC-MRI)

Local spin magnetization can be described in terms of magnitude and phase. The

basis for phase-contrast (PC) MR imaging is to use encoding magnetic field gradients in

a manner that induces flow-dependent phase accrual, which is illustrated in Figure 1.1.

For linear field gradients, the amount of phase shift is proportional to the velocity of

the spins being imaged. Stationary tissue phase shifts can be compensated by using a

bipolar gradient, as illustrated in Figure 1.2. Phase shifts are measured between ±π. The
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Figure 1.1. Diagrams show that spins moving along an external magnetic field gradient
acquire a difference in the phase of their rotation (right), whereas nonmoving spins do not
(left). The amount of phase difference is proportional to the velocity of the moving spin. t
= time, V = velocity, ϕ = phase shift. Reproduced, with permission, from Lotz, J., Meier,
C., Leppert, A., & Galanski, M., Radiographics, 2022, 22, p.652, Copyright 2002 by the
Radiological Society of North America.

needed scaling requires some knowledge of the peak velocity of the flow that is being

measured. This parameter choice is known as the velocity encoding (VENC) and defines

the maximum and minimum detectable velocity encoded in the sequence. To resolve

phase-contrast measurements in time, the acquisition is often synchronized (or gated) to

the cardiac cycle (CINE). There are two gating techniques for cardiac cycle sampling,

prospective and retrospective. Both require a trigger signal, which can be acquired through

an EKG (electrocardiography) or from a PPG (photoplethysmography). In prospective

gating, acquisition only starts after detection of a desired physiologic event such as an R

wave. This ensures difficulty in sampling the entire cycle. IN retrospective gating, on the

other hand, measurements are made continuously and the EKG (or PPG) signal is used

to sort the measurements into their position along the cardiac cycle. The data is then

interpolated to provide a mean cardiac cycle signal [38]. In general, retrospective gating

provides more accurate results than prospective gating [39] and thus will be implemented

in all imaging protocols used in this thesis.

Although PC-MRI has been validated in phantom studies, there are several limita-

tions to this imaging technique. Some common mistakes in phase-contrast include a choice
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Figure 1.2. Principle of phase-contrast sequences available in most clinical MR imaging
units. Diagram shows that two acquisitions are performed, each one with all parameters
kept constant except for the flow-sensitizing bipolar gradients. The data of the two
acquisitions are subtracted. The effective flow encoding is achieved by means of the
difference in the bipolar gradients of the two acquisitions. This technique eliminates all
phase shifts induced by imaging gradients. t = time, V = velocity. Reproduced, with
permission, from Lotz, J., Meier, C., Leppert, A., & Galanski, M., Radiographics, 2022,
22, p.652, Copyright 2002 by the Radiological Society of North America.
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Figure 1.3. A) Sagittal MR image of midline brain showing cerebral aqueduct oblique
imaging plane (blue line). B) Magnitude image of oblique phas- contrast MRI of the
cerebral aqueduct with the inset showing the area of the aqueduct. C-D) Phase images
at two points along the cardiac cycle with an inset showing area where white and black
pixels correspond to caudal and rostral flow, respectively. E-F) Surface figures of the phase
converted to velocity and G) the average velocity in the cross-sectional area. Note that the
red circles mark the superior sagittal sinus in the phase images with observable aliasing
(phase wrap) due to the wrong VENC.
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of VENC that is too high. This results in poor sensitivity to the velocity of the moving

fluid region of interest. On the other hand, if the chosen VENC is too low, the resulting

phase images are phase wrapped also known as aliasing. An example of aliasing is shown

in phase images of Figure 1.3(B-D), with the circle region marking the superior sagittal

sinus. This error can easily be corrected with phase unwrapping algorithms, assuming that

it only wraps once. Another potential mistake is significant deviation of the imaging plane,

where the imaging plane is no longer perpendicular to the flow of interest. Other sources

of error include inadequate temporal or spatial resolution, and phase offset errors (Eddy

currents). These have been detailed previously [38]. In our studies, this imaging technique

has been optimized to minimize these errors. An overview of the velocity conversion from

phase images is illustrated in Figure 1.3.
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Chapter 2

A model for the oscillatory flow in
the cerebral aqueduct

2.1 Introduction

Cerebrospinal fluid flows between ventricles through their different interconnecting

passages (or foramina), including the foramina of Monro, connecting the lateral ventricles

with the third ventricle, the cerebral aqueduct (or aqueduct of Sylvius) connecting the third

and fourth ventricles, and the foramen of Magendie and foramina of Luschka, connecting

the fourth ventricle with the SAS shown in Figure 2.1. The resulting motion includes a

steady component corresponding to the continuous flow from the ventricles, where CSF is

secreted from the blood plasma in the choroid plexus, towards the subarachnoid space

(SAS), where CSF is reabsorbed into the venous circulation at finger-like projections of the

arachnoid membrane surrounding the brain, called villi. Besides this slow steady motion,

the CSF is known to undergo a much faster pulsating motion driven by the cardiac and

respiratory cycles, with peak volumetric flow rates Q(t) ∼ 0.1 cm3/s that are much larger

than the steady flow rate ∼ 0.005 cm3/s corresponding to the continuous evacuation of the

CSF produced in the ventricles [1]. The associated dynamics, involving complex nonlinear

interactions between the fluid motion and the displacement of the soft tissues of the CNS,

plays a fundamental role in the physiological function of CSF as a vehicle for metabolic-

waste clearance as well as in the development of CNS diseases, such as idiopathic normal
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pressure hydrocephalus (iNPH) [1]. In-vivo measurements using non-invasive experimental

methods based on magnetic resonance imaging (MRI) [2] and advanced modelling studies

employing computational-fluid-dynamics (CFD) techniques [3–5] have been instrumental

in increasing our understanding of the underlying fluid-structure interaction problem.

Despite recent progress, many fundamental questions remain open, as summarized in a

recent review [1].

Attention is focused here on the pulsating flow in the cerebral aqueduct, driven

by the interventricular pressure difference ∆p(t) ≃ p3 − p4, where p3(t) and p4(t) are the

time-dependent, nearly uniform [3] values of the pressure in the third and fourth ventricles.

Approximate descriptions assuming fully developed unidirectional Womersley-like flow

[6] or a simplified hydraulic model [7] are available, as well as computational studies of

the associated flow including realistic anatomical shapes [3, 8–10]. In this chapter we

report on the development of a simplified model accounting for the relevant controlling

parameters, to be used in predicting the relation between the interventricular pressure

difference ∆p(t) = p3 − p4 and the resulting volume flow rate in the aqueduct Q(t).

Accurate knowledge of this relation is needed to quantify ∆p(t) from MRI measurements

of CSF flow rate Q(t) [6]. Since the cerebral aqueduct is the narrowest interventricular

passage, most of the pressure drop associated with the CSF motion in the ventricular

system occurs as the CSF flows between the third and fourth ventricles [5, 6]. As a

result, the value of ∆p(t) ≃ p3 − p4 provides an approximate representation for the so-

called transmantle pressure [8, 9], the pressure difference between the lateral ventricles

and the upper convexity of the SAS. Direct measurements of this quantity require very

accurate simultaneous readings from two separate high-resolution pressure sensors [11], an

invasive procedure with considerable risk factors [12], thereby fostering interest in indirect

non-invasive techniques based on MRI measurements of Q(t).

The interventricular pressure difference ∆p(t) = p3 − p4 and the resulting volume

flow rate in the aqueduct Q(t) exhibit distinct quasi-periodic components associated with
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Figure 2.1. (a) Schematic views of the cranial cavity and (b) the cerebral ventricular
system (BodyParts3D, © The Database Center for Life Science licensed under CC
Attribution-Share Alike 2.1 Japan). Anatomic MR images are used to obtain (c) a
smoothed surface mesh of the cerebral aqueduct of a healthy subject, which was used for
(d) the simplified illustration highlighting the different flow regions and (e) the variation
of the aqueduct radius with the distance to the third ventricle.
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the cardiac and respiratory pulsations, with corresponding periods T ∼ 1 s and T ∼ 4− 5 s,

respectively. Except for one study [13], all available MRI flow measurements [14–16]

indicate that the cardiac component of the flow velocity is somewhat larger than the

respiratory component, that being also the case for the flow elsewhere in the cranial

cavity [17] and along the spinal canal [18], the latter flow displaying increasing effects

of respiration on approaching the lumbar region. Since the pressure difference required

to accelerate the flow in the aqueduct can be anticipated to be inversely proportional to

the oscillation period, as follows from a balance between the local flow acceleration and

the pressure force per unit mass, the interventricular pressure difference ∆p(t) associated

with the cardiac cycle is much larger than that of the respiratory cycle, a conclusion

supported by direct pressure measurements [11]. By way of contrast, the stroke length Ls

(or stroke volume) of the oscillatory flow, linearly proportional to the oscillation period, is

significantly larger for the respiratory-driven flow [11], as shown by MRI measurements

[16, 19]. As a result, studies focusing on the determination of the stroke volume, an

important parameter characterizing aqueductal flow in iNPH patients and their response

to shunting [20, 21], must account for the effects of respiration. The present analysis is

general, in that the parametric ranges investigated include conditions corresponding to

both cardiac and respiratory driven motion.

2.2 Scales and order-of-magnitude estimates

The cerebral aqueduct, shown in Figure 2.1, is a slightly curved slender canal of

length L ∼ 10− 15 mm and radius of curvature Rc ∼ 40− 60 mm. Its detailed anatomic

shape is displayed in the outer contour given in Figure 2.1(c), measured in a healthy

subject with MRI imaging techniques. The aqueduct’s nearly cylindrical shape [10] can

be described by assuming a circular section with slowly varying radius a(s) ≪ L, with s

representing the distance along the centerline of the aqueduct measured from the third
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ventricle. The variation corresponding to the aqueduct of Figure 2.1(c), obtained after

smoothing the segmented contour, is shown in 2.1(e). The corresponding aqueduct volume∫ L

0
πa2ds can be equated to that of a circular cylinder with the same length L to define

the characteristic aqueduct radius ac from πa2cL =
∫ L

0
πa2ds, yielding typical values of

order ac ∼ 1− 1.5mm ≪ L.

We address the pulsating motion induced by the periodic pressure difference

∆p(t) ≃ p3 − p4, resulting in a periodic volumetric flow rate Q(t) with the same period T .

The corresponding stroke volume Vs =
1
2

∫ T

0
|Q|dt has been measured to be comparable

to the aqueduct volume πa2cL [20–22]. Correspondingly, the characteristic stroke length

Ls = Vs/(πa
2
c) is comparable to the aqueduct length L. Since the temporal variations of

the aqueduct volume, associated with the deformation of the bounding tissue, are much

smaller than the aqueduct volume itself [3], the aqueduct can be assumed to be rigid for

the analysis of the flow, as done below in our analysis. In this respect, the problem is

fundamentally different from that of CSF flow in the spinal canal [1], where there exists

close coupling between the fluid motion and the displacement of the canal walls, leading to

a complex fluid-structure interaction problem that has been recently described with a linear

elastic model adopted for the canal deformation [23, 24]. For the flow in the aqueduct, the

errors associated with the use of the rigid-wall approximation can be anticipated to be on

the order of the ratio of the cyclic variation of the aqueduct volume to the stroke volume,

a quantity of the order of 10−2, as revealed by MRI brain-motion scans [3].

The above estimates can be used to anticipate the character of the flow in the

aqueduct, as done below. It is important to remark here that the analysis must consider

the existence of three distinct regions, namely, the long central part of the aqueduct, where

the flow is slender, and the two (much shorter) non-slender opening regions connecting

the ends of the aqueduct with the ventricles.

Inside the aqueduct the flow is slender, with characteristic streamwise and transverse

lengths L and ac ≪ L. Since the streamlines are always nearly aligned inside the
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aqueduct, the transverse pressure variations are of order (ac/L)
2∆p ≪ ∆p and thus

can be neglected in the first approximation. The characteristic streamwise velocity is

given by Uc = ωLs ∼ Ls/T in terms of the angular frequency ω = 2π/T , yielding

U2
c /L = ω2L2

s/L and ωUc = ω2Ls for the orders of magnitude of the convective and

local accelerations, respectively, their relative importance being therefore measured by

the parameter Ls/L ∼ 1, the inverse of the relevant Strouhal number. The viscous

time across the aqueduct a2c/ν ∼ 1 s is comparable in magnitude to the flow oscillation

period T , thereby yielding order-unity values of the Womersley number α = (ωa2c/ν)
1/2;

the associated Stokes number α2 representing the ratio of the magnitudes of the local

acceleration to the viscous force (per unit mass). The order-of-magnitude analysis therefore

reveals that inside the aqueduct all terms in the streamwise momentum equation have

comparable magnitude. Since convective acceleration has a non-negligible effect, the

relation between ∆p and the flow rate Q(t) is inherently nonlinear, thereby compromising

the accuracy of studies adopting a presumed linear relation [7]. Also, analyses neglecting

convective terms by assuming developed (i.e. Womersley-like) flow either everywhere [6] or

at the aqueduct entrance [3, 11], a valid approximation when Ls/L ≪ 1, are necessarily

inaccurate when Ls ∼ L, the prevailing condition found in healthy and iNPH subjects

[20–22].

In the opening regions, of characteristic size ac, the flow is non-slender, with

characteristic velocity Uc = ωLs, corresponding to a Strouhal number ac/Ls ∼ ac/L ≪ 1

and a Reynolds number Ucac/ν ∼ α2/(ac/L) ≫ 1. Since local acceleration and viscous

forces have small effects scaling with ac/L ≪ 1, the flow in the opening regions is quasi-

steady and inviscid in the first approximation. As seen in previous CFD simulations of

the flow in the third ventricle [3], the resulting streamline pattern is very different for

outflow, when the stream separates to form a jet that discharges into the ventricle, and for

inflow, where the CSF accelerates from rest approaching the aqueduct entrance from all

directions, with the sum of the pressure and the kinetic energy remaining constant along
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any given streamline. Since Ls ∼ L, the associated pressure drop in the opening region, of

order ρU2
c = ρω2L2

s, is comparable in magnitude to the pressure drop along the aqueduct,

of order ρUcωL = ρω2LsL, so that both contributions must be accounted for in evaluating

the interventricular pressure ∆p(t) = p3 − p4 for a given volumetric flow rate Q(t).

2.3 Simplified description of the flow

The aqueduct is seen as a slender canal connecting two large reservoirs whose

pressure varies periodically in time. The problem will be posed as that of determining the

interventricular pressure difference ∆p(t) that results in a given volume flow rate Q(t),

with the latter having a zero mean value, i.e.
∫ T

0
Qdt = 0. The slender-flow approximation

ac/L ≪ 1 will be employed in simplifying the solution, with the dimensionless problem

reducing to that of finding the pressure difference Π = ∆p/(ρωUcL) associated with

a dimensionless flow rate Q̄ = Q/(ωVs) for a given aqueduct anatomy, defined by the

distribution of aqueduct radius ā = a/ac, and given values of the controlling parameters

Ls/L ∼ 1 and α2 = ωa2c/ν ∼ 1.

The function Q̄ must satisfy
∫ 2π

0
|Q̄|dτ = 2, as follows from the definition of the

stroke volume Vs =
1
2

∫ T

0
|Q|dt, with τ = ωt representing a dimensionless time. For the

cardiac-induced motion, the typical temporal variation Q̄(τ) over a cycle is represented

by the solid curve on the upper plot of figure 2.2, to be discussed later, corresponding

to cardiac-gated MRI measurements of the aqueduct flow rate in a healthy subject. A

Fourier analysis of the signal reveals that the first-mode, of period 2π/ω, is dominant [6],

so that for many quantitative purposes a simple sinusoidal function Q̄(τ) = 1
2
sin τ can be

used to represent the flow.

The computation of Π(τ) for a given Q̄(τ) requires consideration of the flow both

inside the aqueduct and in the opening regions connecting the aqueduct to the ventricles.

The slender flow in the aqueduct is described in terms of the dimensionless streamwise
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distance from the third ventricle x = s/L and the dimensionless radius r, the latter obtained

by scaling the radial distance with the characteristic aqueduct radius ac. Neglecting small

terms of order (ac/L)
2 and ac/Rc in writing the conservation equations inside the aqueduct

leads to the axisymmetric boundary-layer problem

∂u

∂x
+

1

r

∂

∂r
(rv) = 0, (2.1)

∂u

∂τ
+

Ls

L

(
u
∂u

∂x
+ v

∂u

∂r

)
= −∂p′

∂x
+

1

α2

1

r

∂

∂r

(
r
∂u

∂r

)
, (2.2)

where the dimensionless streamwise and radial velocity components u and v are scaled

with Uc = ωLs and Ucac/L, respectively. The axial velocity must satisfy Q̄(τ) =
∫ ā

0
2rudr,

as follows from the selected scaling. The streamwise pressure gradient Px(x, τ) = ∂p′/∂x,

where p′ denotes the spatial pressure difference scaled with ρωUcL, is unknown and must

be determined as part of the integration.

Equations (2.1) and (2.2) must be integrated for 0 ≤ x ≤ 1 and 0 ≤ r ≤ ā(x)

subject to the boundary conditions

∂u

∂r
= v = 0 at r = 0 and u = v = 0 at r = ā(x). (2.3)

To write the needed boundary conditions for u at the two ends of the canal x = 0, 1

consideration must be given to the CSF motion in the near-field region, corresponding

to distances from the canal opening of order ac ≪ L, where the flow is non-slender, with

characteristic velocities of order Uc. Using ac and Uc as characteristic scales of length and

velocity, reduces the momentum equation to

(ac
L

) ∂v

∂τ
+

Ls

L
v · ∇v = −∇p′ +

1

α2

(ac
L

)
∇2v. (2.4)

This dimensionless equation reveals that, in the limit ac/L ≪ 1 considered here, with
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α ∼ 1 and Ls/L ∼ 1, the flow in the opening regions is quasi-steady and nearly inviscid

in the first approximation. The resulting streamline pattern, shown in Fig. 5 of [3], is

drastically different for inflow (i.e. Q̄ > 0 at x = 0 or Q̄ < 0 at x = 1) and outflow (i.e.

Q̄ < 0 at x = 0 or Q̄ > 0 at x = 1). For outflow, the stream separates to form a jet that

discharges into the ventricle, with the pressure across the jet being approximately equal to

that of the ventricle. In the boundary-layer approximation employed here in describing

the flow inside the aqueduct, no boundary condition is needed for the flow velocity at the

canal end when outflow is present.

For inflow, on the other hand, the CSF accelerates from rest approaching the

aqueduct entrance from all directions. As follows from the steady inviscid form of (2.4),

the stagnation pressure in the opening region, outside from a thin near-wall viscous

boundary layer, is equal to the pressure in the feeding reservoir. Since the streamlines

align on entering the aqueduct, the pressure is uniform across the entire entrance section,

so that the condition p′ + (Ls/L)|v|2/2 = constant implies that the velocity must also be

uniform there, thereby leading to the alternating boundary conditions

 Q̄ > 0 : u = Q̄(τ)/ā2(0) at x = 0

Q̄ < 0 : u = Q̄(τ)/ā2(1) at x = 1
, (2.5)

involving the dimensionless local radii ā(0) = a(0)/ac and ā(1) = a(L)/ac at the two

aqueduct’s ends. Correspondingly, the pressure drop between the ventricle and the entrance

of the aqueduct is (Ls/L)[Q̄/ā(0)]2/2 if Q̄ > 0 and (Ls/L)[Q̄/ā(1)]2/2 if Q̄ < 0, as follows

from conservation of stagnation pressure.

As revealed by (2.4), the assumption of quasi-steady flow in the entrance region,

valid over most of the cycle, can be expected to fail when Q̄ vanishes, during short

flow-reversal stages of relative duration ∆τ ≃ ac/Ls when the velocity is of order ac/Ls.

As a result, the local acceleration becomes comparable to the convective acceleration
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in the entrance region, while viscous forces are still negligible there. During this short

stage the flow is inviscid also inside the aqueduct, where the momentum balance (2.2)

reduces to ∂u/∂τ = −∂p′/∂x, which can be integrated across the section to show that

−∂p′/∂x = dQ̄/dτ |0, involving the rate of variation of the flow rate at the instant of

flow reversal dQ̄/dτ |0. Integrating this last equation shows that, during this short stage,

the pressure drop along the aqueduct is given by dQ̄/dτ |0 ∼ 1, while the corresponding

pressure drop across the entrance region is small, of order ac/Ls.

For given values of Ls/L and α, a given aqueduct shape ā(x), and a given 2π-

periodic dimensionless flow rate Q̄(τ), integration of (2.1) and (2.2) subject to the boundary

conditions stated in (2.3) and (2.5) determines the velocity field u(x, r, τ) and v(x, r, τ)

and associated pressure gradient Px(x, τ). As previously explained, the interventricular

pressure difference p3 − p4 is the sum of the pressure loss along the slender portion of

the aqueduct and the pressure loss at the aqueduct entrance, the latter evaluated earlier,

below (2.5), with use of Bernoulli’s law. In our dimensionless formulation, the result can

be expressed in the form

Π(τ) =
p3 − p4
ρω2LsL

= −
∫ 1

0

Pxdx

 +1
2
Ls

L
Q̄2

ā4(0)
if Q̄ > 0

−1
2
Ls

L
Q̄2

ā4(1)
if Q̄ < 0

. (2.6)

This result is to be compared with the pressure drop

Π(τ) =
8Q̄

α2

∫ 1

0

dx

ā4(x)
(2.7)

corresponding to the quasi-steady Poiseuille velocity profile u = −1
4
α2Px(ā

2−r2), obtained

in the present formulation when taking the limit α ≪ 1. Additional closed-form analytical
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solutions can be found in the inviscid limit α ≫ 1, when (2.6) can be seen to reduce to

Π(τ) =

(∫ 1

0

dx

ā2(x)

)
dQ̄

dτ

 +1
2
Ls

L
Q̄2

ā4(1)
if Q̄ > 0

−1
2
Ls

L
Q̄2

ā4(0)
if Q̄ < 0

, (2.8)

and also for Ls/L ≪ 1, when convective terms have a small effect on the aqueduct flow,

as can be inferred from (2.2), resulting in a linear Womersley-like problem that can be

solved explicitly using a complex Fourier series representation for the flow rate

Q̄(τ) = Re

(
∞∑
n=1

Qne
inτ

)
(2.9)

to give Px = Re
(∑∞

n=1Ane
inτ
)
, where

An(x) = − inQn

ā2(x)

(
1 +

J1(βn)

(βn/2)J0(βn)− J1(βn)

)
and βn(x) =

i− 1√
2

√
nαā(x) (2.10)

are complex functions that vary along the aqueduct, with Re() denoting the real part of

a complex expression and J0 and J1 representing the Bessel functions of order 0 and 1,

respectively. Since the pressure drop at the aqueduct entrance becomes negligibly small

for Ls/L ≪ 1, the dimensionless interventricular pressure difference (2.6) reduces in this

case to

Π(τ) = Re

[
i

∞∑
n=1

nQne
inτ

∫ 1

0

1

ā2

(
1 +

J1(βn)

(βn/2)J0(βn)− J1(βn)

)
dx

]
. (2.11)

2.4 Selected numerical results

The governing equations were discretized using a Krause zig-zag finite-difference

scheme in x and t [25] (uniform ∆x = 1/200; adaptive time step with mean ∆τ = 2π/800),

combined with Chebyshev spectral collocation in r (32 points). At each step in time, the
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equations are marched from x = 0 to 1 when Q > 0, and from x = 1 to 0 when Q < 0.

The nonlinearity in the convective term is handled by an iterative fixed-point procedure at

every marching step in x. The computation was run in time until a 2π-periodic solution

was reached, with convergence occurring after about 5–10 cycles. Special attention was

given to the transition between outflow and inflow, occurring once at each end of the

aqueduct during the flow cycle. In the proposed scheme, the velocity profile at the canal

end where outflow is present is computed as part of the boundary-layer computation, with

the corresponding velocity at the other end given by (2.5). As previously discussed, this

approximation can be expected to fail during the short stages of flow reversal, as the

quasi-steady approximation breaks down in the opening region. This was apparent in the

numerical integrations, which revealed that, when Q̄ vanishes, the resulting outflow velocity,

although very small (typical peak values not exceeding 10−1), was not exactly zero, leading

to a discontinuity in the temporal evolution at the canal end when switching between

the boundary conditions in (2.5). This was accounted for in the numerical integration

by incorporating a short transition stage, with duration ∆τ ≪ 1 following the change of

sign of Q̄, during which the inflow velocity profile was continuously adapted with a linear

temporal fit from that found at the end of the outflow period to the inflow uniform value

defined in (2.5). The resulting value of Π(τ) was found to be independent of ∆τ provided

that 10−2 ≪ ∆τ ≪ 10−1.

The bottom plot in Figure 2.2 shows illustrative results corresponding to a canal of

constant radius ā = 1. The shape Q̄ of the specific flow rate employed in this computation,

shown as a solid curve in the upper plot, as well as the values of Ls/L = 0.93, α = 3.23

correspond to those obtained using cardiac-gated MRI measurements of the aqueduct

flow in a healthy human subject [26]. The periodic function Π(τ) evaluated from (2.6)

is shown as a solid curve. Because of the effect of the nonlinear convective terms, the

average interventricular pressure, identically zero in the linear limit Ls/L ≪ 1, takes a

small non-zero value
∫ τ+2π

τ
Πdτ/(2π) = 0.04, in agreement with previous findings [27]. For
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Figure 2.2. The solid curve in the lower plot represents the dimensionless pressure
difference Π(τ) determined from the simplified model with Ls/L = 0.93, α = 3.23, and
ā = 1 for the dimensionless function Q̄(τ) represented by the solid curve in the upper plot,
corresponding to the Fourier decomposition of MRI measurements of the volumetric flow
rate in the aqueduct of a healthy 36-year old male subject using phase contrast [26]. The
additional dot-dashed, dashed, and dotted curves in the lower plot represent, respectively,
the results of the Womersley approximation (2.11), of the inviscid approximation (2.8),
and of the quasi-steady Poiseuille flow (2.7). The dotted curves in the upper plot are
obtained from direct numerical simulations (DNS) using the interventricular pressure
difference Π(τ) represented by the solid curve in the lower plot for different values of ac/L.

completeness, the figure also includes the pressure predictions obtained with Poiseuille flow

and also in the two limits Ls/L ≪ 1 (Womersley) and α ≫ 1 (inviscid). As can be seen,

for this specific case the former limit, neglecting nonlinear terms while retaining the local

acceleration, provides a largely satisfactory description of the interventricular pressure,

with quantitative departures remaining below 20% over most of the cycle. In contrast,

the quasi-steady Poiseuille solution leads to severe underpredictions of interventricular

pressure difference.

The dimensionless interventricular pressure shown in Figure 2.2 can be expressed
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Figure 2.3. The variation of
∫ τ+2π

τ
|Π|dτ/(2π) with Ls/L obtained from the simplified

flow model for ā = 1, Q̄(τ) = 1
2
sin τ , and different values of α.

in dimensional form with use of ∆p = ρω2LsLΠ. Using in the evaluation L = 10 mm

for the aqueduct length along with the standard cardiac frequency ω = 2π s−1 reveals

that the dimensionless peak value Π ≃ 1.5 in Figure 2.2 corresponds to an overpressure

∆p = p3 − p4 ≃ 5.5 Pa, consistent with existing measurements [11, 28] and computations

[5] of instantaneous spatial pressure variations in the cranial cavity. As expected, the

corresponding maximum overpressure predicted with Poiseuille velocity p3 − p4 ≃ 1.66 Pa,

corresponding to the peak Π = 0.452 in Figure 2.2, is significantly smaller.

Direct numerical simulations were used to test the accuracy of the simplified

model. The computations considered the geometry illustrated in the inset of Figure 2.2,

corresponding to a duct of length L and constant radius ac connecting two quasi-infinite

reservoirs, with the smooth convex surface connecting the pipe with the reservoir having

radius ac. The axisymmetric Navier-Stokes equations were integrated for different values

of ac/L using as boundary condition the interventricular pressure difference Π(τ) shown

as a solid curve in the lower plot of Figure 2.2. Resulting flow rates Q̄(τ) are represented

in the upper plot. As can be seen, the results rapidly converge to the original flow rate

used in the simplified model, with relative differences scaling approximately with ac/L.

The model was used to quantify the parametric dependence of
∫ τ+2π

τ
|Π|dτ/(2π),

a measure of the oscillating force exerted on the brain. Results corresponding to ā = 1
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and Q̄(τ) = 1
2
sin τ are plotted in Figure 2.3 as a function of Ls/L for different values

of α, including the inviscid result
∫ τ+2π

τ
|Π|dτ/(2π) = 1/π + (Ls/L)/16 corresponding to

the limit α ≫ 1. The figure covers the range of conditions typically found in healthy

subjects, characterized by values of Ls/L of order unity and Womersley numbers ranging

from α ≃ 2 for the respiratory cycle to α ≃ 4 for the cardiac cycle. The plot can also be

used in connection with iNPH patients, who typically show enlarged aqueducts and higher

tidal volumes [20–22], corresponding to larger values of the parameters α and Ls/L.

2.5 Concluding remarks

The simplified flow model presented above can be instrumental in developing proto-

cols for non-invasive patient-specific quantification of the transmantle pressure difference

between the lateral ventricles and the SAS from MRI measurements of the aqueduct radius

a(s) and volumetric flow rate Q(t). These models have the potential for improving our

current understanding of intracranial flow dynamics, associated with the development of

CNS diseases, enabling the development of early-diagnosis techniques.
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Chapter 3

Transmantle pressure computed
from MR measurements of aqueduct
flow and dimensions

3.1 Introduction

Transmantle pressure, the instantaneous pressure difference between the lateral

ventricles and the cranial subarachnoid space (SAS), drives cyclic cerebrospinal fluid flow

in and out of the ventricles through the cerebral aqueduct. The aqueductal flow velocities

driven by transmantle pressure have clinical potential value in triaging patients with

normal pressure hydrocephalus [1, 2], investigating the pathogenesis of hydrocephalus

[3], and understanding the effects of craniotomy (trephination) [4, 5] or lumbar puncture

[6] and in other indications. Transmantle pressure can be measured using simultaneous

readings from dual pressure sensors placed surgically into the cranial vault. However, there

is a need to develop an accurate methodology to calculate it through non-intrusive methods.

This represents a challenge since the transmantle pressure is very small. Results of direct

measurements in both humans and animals typically show small differences or differences

within the experimental error of measurement.[7–10] Therefore, some prior studies have

argued that these small changes of transmantle pressure could not be responsible for the

development of hydrocephalus.[9, 10]
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Pressure drop is approximately proportional to the fluid acceleration, which increases

in narrow channels such as the cerebral aqueduct. The pressure drop between the lateral

ventricles and the subarachnoid space is then mainly due to that occurring along the

aqueduct, which is the lengthiest narrow passage in the ventricular system.[11] Therefore,

non-invasive calculations of transmantle pressure typically focus on measuring the flow

acceleration along the cerebral aqueduct.[11–14] These non-invasive computational studies

estimate small transmantle pressure values on the order of a few Pascals, consistent

with those measured invasively. However, previously reported calculations of transmantle

pressure were done on a limited number of subjects, neglected relevant flow effects

like convective acceleration, and/or relied on full computational fluid dynamics (CFD)

simulations that are difficult to implement clinically.

The goal of this study was to compute transmantle pressure from non-invasive

aqueduct flow measurements using the simplified non-dimensional fluid mechanics model

presented in the preceding chapter [15], which accounts for the specific anatomical features

of the aqueduct and relevant effects of local fluid acceleration, convective acceleration, and

viscous forces. We applied this novel methodology to a group of volunteers to investigate

differences related to age, sex, flow and variations such as stroke volume, aqueduct length

and cross-sectional area on the transmantle pressure.

3.2 Materials and methods

3.2.1 Study subjects

Subjects for this study were participants in a brain aging study funded by the LK

Whittier Foundation (n = 48) and patients (n = 34) in a brain health and memory loss

clinic and healthy student volunteers (n = 5). All subjects signed consent for enrollment

in this IRB approved. Individuals with known neurologic or neurosurgical disorders were

excluded. In the memory loss clinic group, individuals with a Clinical Dementia Rating of
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greater than 0.5 of 5 were excluded [16]. Written informed consent for inclusion in the

study was obtained for all participants. All images were reviewed by a neuroradiologist to

identify and exclude cases of acute or obstructive hydrocephalus and other abnormalities.

Subjects’ blood pressure and/or arterial pulse pressure was not recorded for this study.

3.2.2 MRI acquisition

Imaging was performed with a 3T Signa scanner (software Version HD23; GE

Healthcare, Milwaukee, Wisconsin) with an 8-channel head coil. The MR imaging sequences

included the routine localizer, axial, coronal and sagittal T1 and T2 weighted images.

Sequences obtained included a sagittal 3D inversion recovery fast spoiled gradient echo

(FSPGR) sequence with the following parameters: TR/TE = 6.9/2.5 ms, inversion time

= 600 ms, flip angle = 8°, acquisition voxels were 0.9 x 0.9 x 1.2 mm, and a single-shot

gradient recalled-echo 2D phase contrast sequence which was acquired perpendicular to the

cerebral aqueduct, with the following parameters: TR/TE = 20/10 ms, encoding velocity

(VENC) = 5-20 cm/s, flip angle = 20°, peripheral pulse gating with 30 retrospective

cardiac phases, voxel size = 0.2 x 0.2 x 5.0 mm to 0.47 x 0.47 x 5.0 mm.

3.2.3 Flow analysis

PC-MRI images were processed in MATLAB (version R2019a, The Mathworks,

Natick, MA). The investigator placed a cursor on the aqueduct in the average magnitude

image. The program generated an optimal rectangular ROI around the cursor for Otsu’s

threshold algorithm and converted pixels in the ROI to a binary scale (graythresh). A

boundary was computed separating the black and white pixels and the cross-sectional

area of the aqueduct was calculated automatically as the area within the boundary

(bwboundaries) (Figure3.1). Flow in each white pixel of the aqueduct area was calculated

by linear magnitude weighted conversion of phase to velocity and background correction

[17, 18]. If the temporal velocity difference in a voxel was larger than 1.1 times the velocity
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Figure 3.1. Axial PC-MRI magnitude image (left) illustrating the aqueduct and optimal
ROI window (white line) and corresponding binary image (right) from Otsu’s algorithm
(light green) displaying the boundary (blue line) placed automatically overlaid onto the
magnitude image.

encoding, anti-aliasing was performed [19]. The flow rate Q (t), was computed by averaging

the velocity magnitudes of all pixels within the aqueduct ROI and multiplying by the cross-

sectional area. Caudal flow has a positive sign and rostral flow a negative sign [20]. The

stroke volume was computed as half the integral of the flow rate [2]. Subjects with evident

motion-related artifacts were excluded. In one subject imaged twice, inter-examination

repeatability of the flow rate was calculated.

FSPGR images were used to segment the aqueduct semi-automatically using ITK-

SNAP (Version 3.6.0; www.itksnap.org) [21]. The rostral and caudal ends of the aqueduct

were identified manually as the point where the fluid lumen increased by 50%. The

resulting 3D binary image stack was subsequently processed in MATLAB (version R2019a,

The Mathworks, Natick, MA). The geometric centroids of the aqueduct cross-sectional

area were automatically identified in the axial plane of the 3D image stack which was used

along with the slice spacing to compute the length of the aqueduct (Figure 3.2).
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Figure 3.2. Sagittal FSPGR MR image (left) showing the aqueduct, third and fourth
ventricles and a collimated image (right). Enlarged MR image (right) showing the length
of the aqueduct by means of a line connecting its centroid at each slice (white line) and the
horizontal lines showing the junction of the aqueduct with the third and fourth ventricles.

3.2.4 Transmantle pressure computation

The pressure difference between the third and fourth ventricles was calculated

using the fully non-dimensional computational fluid dynamics method previously described

in Sincomb et al. [15] One advantage of non-dimensionalization is that it reduces the

computational cost while retaining The computation methodology accounts for all impor-

tant physical phenomena affecting the pressure variation including the local acceleration,

convective acceleration, and viscous forces. In this respect the model is superior in accuracy

to one term formulas directly applicable to PC-MR image [22]. The main inputs to the

model include the aqueduct length, aqueduct cross-sectional area, flow rate Q (t), stroke

volume, and heart rate. The cross-sectional area of the aqueduct was assumed to be

constant along the length of the aqueduct for this computation. Each variable is scaled

with its corresponding characteristic value. The density and kinematic viscosity of CSF

were assumed as ρ ≃103 kg/m3 and ν ≃ 0.71 ·10−6 m2/s, respectively. As mentioned
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Figure 3.3. Plot of aqueduct flow (left) in a healthy 37-year old male with average heart
rate of 67 BPM. Plot of the transmantle pressure (right) after entering variables into the
nondimensional model [15] and converting back to dimensional pressure (in Pascals). On
the plot of transmantle pressure the peak positive (∆p+) and negative (∆p−) transmantle
pressures are demonstrated by arrows, representing peak pressures during caudal and
rostral aqueduct flow, respectively

previously, the resulting transmantle pressure is calculated as the pressure difference

between the third and fourth ventricle, given as ∆p = p3(t) − p4(t), since the drop in

pressure across the foramen of Monro and the median aperture are an order of magnitude

smaller. This estimate of the transmantle pressure also neglects spatial pressure variations

in the SAS, because there the pressure is nearly uniform at any instant in time, and as

such the spatial pressure differences never exceed a fraction of a Pascal as revealed in

detailed CFD simulations of the entire cranial cavity [11]. Therefore, any obstruction in the

subarachnoid space would result in a pressure estimate that would decrease the accuracy

of the transmantle pressure. For this study we excluded subjects with an abnormal MRI.

For all subjects we computed the variation of transmantle pressure over a cardiac

cycle (Figure 3.3). The variation of the transmantle pressure was then used to determine the

peak positive transmantle pressure difference and negative transmantle pressure difference

during caudal and rostral flow, respectively.
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3.2.5 Statistical analysis

Differences in flow, anatomic and transmantle pressure values between males and

females were tested by means of Mann-Whitney U test. Spearman rank correlation was

used to assess the relationship between peak transmantle pressure values with aqueduct

flow, age, heart rate, aqueduct length and aqueduct area. These relationships were

illustrated with scatter plots. Statistical significance was set as a P-value ¡0.05.

3.3 Results

3.3.1 Study subjects

Of the 87 subjects, 9 subjects were excluded due to imaging artifacts such as motion.

One subject with stroke volume greater than three times the average was excluded as an

outlier which did not affect significant p-values. The subjects for this study included 77

individuals, 28 male and 49 female, ages 25 to 92 years (average 69±14 years) (Table 3.1).

No subjects were excluded based on review of MR images. Male and female subjects on

average had similar ages and heart rates (Table 3.1).

3.3.2 Flow analysis

Eight subjects had high velocities that exceeded our VENC and thus benefited

from anti-aliasing. The subject scanned twice for inter-examination repeatability showed a

difference in estimated cross-sectional area of 5.6% and peak flow rates of 3.2% (Figure 3.4).

In the 77 subjects, the cross-sectional area of the aqueduct averaged 3.15±1.03 mm2 and

differed significantly (P = 0.016) between female and male. The aqueduct length averaged

17.3±2.8 mm and the stroke volume 40±20 µl. (Table 3.1).
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3.3.3 Transmantle pressure

During caudal aqueduct CSF flow the peak positive transmantle pressure (higher

pressure in the third ventricle than in fourth ventricle) in our participants, averaged

14.44±6.49 Pa and ranged from 1.63-31.77 Pa. During rostral aqueduct CSF flow, the

negative transmantle pressure (higher pressure in the fourth ventricle than in the third)

averaged 6.94±2.82 Pa and ranged from 1.80-14.01 Pa. Differences between females and

males in transmantle pressures were not significant (Table 3.1).

3.3.4 Statistical analysis

Peak transmantle pressure during caudal flow correlates significantly with age (ρ =

0.33, P = 0.004), aqueduct length (ρ = 0.33, P = 0.004) and stroke volume (ρ = 0.51, P

<0.001) (Table 2). It does not correlate with heart rate or aqueduct cross-sectional area,

although the p value is near significance. Peak transmantle pressure during rostral flow

correlates with aqueduct cross-sectional area (ρ = -0.28, P = 0.013), aqueduct length (ρ =

0.37, P = 0.001) and stroke volume (ρ = 0.28, P = 0.014). It does not correlate with heart

rate or age (Table 3.2). Scatter plots of peak positive and negative transmantle pressure

with age, heart rate, aqueduct cross-sectional area, aqueduct length and stroke volume are

shown in Figures 3.5-3.6.
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Figure 3.4. Flow rates measurements from same subject scanned at two different dates
two months apart with same imaging protocol. For scan 1 and scan 2 the aqueduct
cross-sectional area was computed as 3.99 mm2 and 4.22 mm2 and peak flow rates were
computed as 112.9 µl/s and 116.4 µl/s, respectively.
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Figure 3.5. Peak transmantle pressure for all subjects and for subgroups of different voxel
sizes (and VENC values) during caudal flow plotted against heart rate (A), aqueduct cross-
sectional area (B), stroke volume (C), aqueduct length (D), and age (E) with trendlines
including all subjects (red solid) and subgroups of different voxel sizes with greater than
one subject. Transmantle pressure increases with stroke volume (ρ = 0.51, P <0.001),
aqueduct length (ρ = 0.33, P = 0.004) and age (ρ = 0.33, P = 0.004) for all subjects.
Transmantle pressure also increases in each subgroup, but not significantly.
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Figure 3.6. Peak transmantle pressure for all subjects and for subgroups of different voxel
sizes (and VENC values) during rostral flow plotted against heart rate (A), aqueduct cross-
sectional area (B), stroke volume (C), aqueduct length (D), and age (E) with trendlines
including all subjects (red solid) and subgroups of different voxel sizes with greater than
one subject. Transmantle pressure increases with stroke volume (ρ = 0.28, P = 0.014) and
aqueduct length (ρ = 0.37, P = 0.001) for all subjects. The transmantle pressure tends to
increase with age for the total group but does not reach significance (ρ = 0.18, P = 0.107).
Transmantle pressure also increases in each subgroup, but not significantly.
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Table 3.1. Age, heart rate, aqueduct flow and anatomic features and peak transmantle
pressures

Total Female Male Sex
n =77 n = 49 n =28 P

Age (years) 69±14 72±13 65±16 0.114
Heart Rate (BPM) 64±9 63±7 66±11 0.305
Flow and Anatomic Features
Area (mm2) 3.15±1.03 2.90±0.88 3.58±1.13 0.016
Stroke volume (µl) 40±20 40±20 42±20 0.571
Length (mm) 17.3±2.8 16.9±2.8 18.0±2.5 0.065
Peak Transmantle Pressure
Pressure+ (Pa) 14.44±6.49 14.54±6.13 14.25±7.18 0.564
Pressure- (Pa) 6.94±2.82 7.02±2.69 6.79±3.07 0.586

Table 3.2. Correlation of peak positive and negative transmantle pressure with age, heart
rate, aqueduct area, stroke volume and aqueduct length

Pressure+ Pa Pressure− (Pa)
Correlation Coefficient P Correlation Coefficient P

Age (years) 0.33 0.004 0.18 0.107
Heart Rate (BPM) -0.12 0.284 0.11 0.343
Area (mm2) -0.19 0.093 -0.28 0.013
Stroke volume (µl) 0.51 0.001 0.28 0.014
Length (mm) 0.33 0.004 0.37 0.001
+Peak positive pressure during caudal flow
−Peak negative pressure during rostral flow

3.4 Discussion

We found that peak transmantle pressure during caudal flow increased with age

from 1.62 Pa in one 25-year-old subject to 15.05 Pa in the 92-year-old subject. This

indicates the relevance of age in the estimation of transmantle pressure. Aqueduct length

and stroke volume correlated significantly with transmantle pressures in both the caudal

and rostral direction. Peak transmantle pressure is inversely correlated with aqueduct

cross-sectional area during caudal flow in the aqueduct, but not significantly during the

typically less rapid rostral flow, suggesting that viscous boundary layer effects must be
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taken into consideration when computing the transmantle pressure.

Peak transmantle pressure computed with the non-dimensional computational

model varied during the cardiac cycle from an average of 14.44±6.49 Pa during caudal

flow in the aqueduct to 6.94±2.82 Pa during rostral flow. The computed peak transmantle

pressure during caudal and rostral flow in this study are in general agreement with those

in other computational studies [23–25] and also with measurements made with invasive

methods in humans [9, 10] and in animals [7]. In reports in which tranmantle pressures

were immeasurably small, the pressure sensors placed in the cranial vault had a resolution

of 66 Pa which is greater than the typical transmantle pressure in our study [8]. To

our knowledge, the peak pressures during both caudal and rostral flow have not been

previously reported separately as we have done. This is important as the dynamics for

caudal and rostral CSF flow (during systole and diastole respectively) are distinct and

may reflect influences of different system properties. Some investigators have suggested

that the ratio of peak transmantle pressures between systole and diastole may be useful,

but we have not calculated that ratio. A ratio of values could be incorporated in future

studies. The stroke volumes we measured in our volunteers also had similar magnitude to

those in previous studies including healthy younger and elderly subjects [18, 26–28].

The study reported here is significant because it shows that computational fluid

mechanics methods based on a non-dimensional formulation have sufficient precision to

detect differences in transmantle pressure due to age or aqueduct dimensions, two important

issues that have not been sufficiently evaluated to date. Our approach is also very different

from previous studies related to transmantle pressure. For example, Sartoretti et al. [22],

employs Bernoulli’s equation written in the form ∆p = 4V 2
max to determine the pressure

difference. This approach is only valid for steady flow, a condition that is not satisfied

for the flow in the aqueduct. Holmlund et al. [29] implements a full computational

fluid simulation that is computationally expensive and require specialized software. The

computation used here can be performed with a readily available straightforward computer
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program in a few minutes and may be easily applied in the clinical setting.

Computation of transmantle pressure may be preferable to measurement of aqueduct

velocity or stroke volume as an index of abnormal CSF dynamics. Computational studies

of transmantle pressures are warranted in NPH, pediatric communicating hydrocephalus

and in other conditions with altered CSF dynamics. It should be noted that even small

increases in the transmantle pressure with age may be significant in the development of

NPH and other CSF altered conditions. Owing to the viscoelastic nature of the brain

parenchyma even very small transmantle pressure may result in a gradual enlargement

of the ventricles through the accumulation of small residual strain over months or years

(tens of millions of cardiac cycles) while the mean intracranial pressure remains constant

[30]. This methodology to estimate transmantle pressure may have a role in studies of

factors affecting ventricular morphology [31].

This study has limitations. The normality of the volunteers was not rigorously

tested. However, acute or obstructive hydrocephalus and other abnormal brain conditions

detectable by MR that affect CSF dynamics were excluded by the neuroradiologist’s review

of MR images in each case. For PC-MRI acquisition, variation of VENC and in-plane

resolution may have introduced some bias through velocity noise and partial volume

effect, respectively [32, 33]. However, groups with the same in-plane resolution show the

same trend for age and peak transmantle pressure. Neglecting longitudinal changes in

cross-sectional area of the aqueduct, for example at the ampulla, may have diminished

the accuracy of the pressure computations. We did not study the effect of respiration on

transmantle pressure, although it may be relevant [34]. The test-retest precision of the

pressure computation was not quantified, and it requires further study. Validation of the

method also requires additional in-vivo and in-vitro experimentation.
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Chapter 4

Experimental validation of the cere-
bral aqueduct flow model: prelimi-
nary results

4.1 Introduction

Normal pressure hydrocephalus (NPH) is a disease that is characterized by disturbed

gait, dementia, and enlarged lateral ventricles (ventriculomegaly), in the absence of

elevated intracranial pressure (ICP) and blockage of any passages within the ventricular

system. It typically affects the elderly population, those older than 60 years old, with a

prevalence that varies amongst reports due to under-diagnosis [1]. Both men and women

are equally affected [2]. NPH is diagnosed clinically through assessment of symptoms

like gait using a walking test after external lumbar puncture [3], but is often difficult to

assess because symptoms overlap with those of other neurogenerative diseases such as

Alzheimer’s. This disease is particularly interesting because it has been deemed as the

only potentially reversible neurogenerative disease [4]. The standard treatment for NPH,

ventriculoperitoneal shunting, an invasive method requiring surgery to remove the excess

CSF, results in anywhere between 24-100% success rate in relieving symptoms [5]. It is

worth noting that, even decades since its initial description, the exact etiology of NPH is

still unknown.

52



It has been argued that transmantle differences in pulsatile intracranial pressure

play a role in enlarging the ventricles [6]. Transmantle pressure can be measured using

simultaneous readings from dual pressure sensors placed surgically into the cranial vault,

an invasive procedure with inherent risks, including hemorrhage and infection [7]. An

alternative non-invasive estimate of the transmantle pressure using phase-contrast (PC)

MRI to model the aqueduct flow has been proposed in Chapter 2, with resulting transmantle

pressure predictions lying within the range of values obtained by direct measurement [8].

Our mathematical model, based on rigorous asymptotic reduction of the Navier-

Stokes equations, achieves reasonably good computational efficiency while accounting for

all relevant flow effects. It provides results that are more accurate than those obtained

with ad-hoc flow models, including fully developed unidirectional Womersley-like flow [9]

and a simplified hydraulic model [10], at a fraction of the computational cost involved in

CFD studies [11–14]. As discussed in Chapter 3, the model was used in a clinical study to

determine the effect of age, gender, heart rate, and aqueduct dimensions on transmantle

pressure, with results published in [15]. However, the validation of our CSF-flow model

has been restricted to comparisons with results of direct numerical simulations.

The goal of this study is to provide in-vitro validation by comparing computed

results directly with measured pressure differences in an experimental model representing

the aqueduct, third and fourth ventricle. In the preliminary results presented below,

the aqueduct is represented by a rigid cylindrical tube. Additional experiments are to

be conducted with the use made of an anatomically correct model, 3D printed using

high-resolution MR images of the aqueduct, third and fourth ventricles. Although the

model size is approximately ten times larger than the human aqueduct, as needed to

enable pressure measurements to be made, care is taken to maintain physical similarity

by ensuring that the main dimensionless flow parameters are kept constant in scaling the

problem, which will require changes in the flow frequency and properties of the working

fluid. A programmable pump (ViVitro Labs Inc.) will be used to generate a flow rate
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signal with a cyclical time variation. Besides a flow rate of sinusoidal form, the experiments

consider the specific waveform measured in phase contrast MRI measurements of the

aqueduct flow. The differential pressure measurements will be used to compare with our

mathematical model.

4.2 Geometrical and physical similarity

To validate the model, one could design an experiment mimicking exactly the

cerebral aqueduct conditions. The setup would involve a tiny canal whose shape and size

would have to be identical to those of the human aqueduct (i.e. L ≃ 10 − 20 mm and

ac ≃ 1− 2 mm), a micropump able to deliver oscillating flow rates with peak values on

the order of 0.1 ml/s, and a sensor with the capability of measuring pressure differences of

a few pascals with sufficient accuracy. Of course, such an experiment would be extremely

difficult, both because handling such a small size would be challenging and because the

devices that are required to deliver/measure accurately such small flow rates/pressure

differences are not readily available. What we need instead is to scale up the aqueduct

model as well as the resulting flow rate and pressure difference, in such a way that the

experiment can be performed in the lab using the available resources. The purpose of this

section is that of describing the guidelines followed in the design.

To guarantee that the results of the experiment represent the flow in the human

aqueduct, the experimental model must be geometrically similar to the human aqueduct,

that is, its shape, including its aspect ratio ac/L, must be identical to that found in the

human brain, but its size could be larger, thereby facilitating the experimental manipulation.

Also, the experimental conditions must be physically similar to those found in the human

aqueduct, in that all dimensionless governing parameters must take the same values in the

experiment and the human brain. One could identify the governing parameters simply

by inspection of the dimensionless formulation presented earlier in Chapter 2, but it is
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more instructive to use directly the familiar Buckingham Π theorem, as explained in the

following paragraph.

Consider oscillating flow in a cylindrical canal connecting two large vessels. The

amplitude of the pressure difference between the containers changes periodically. Its

peak-to-peak amplitude ∆p depends on the size of the canal, measured for example by its

length, on the properties of the fluid (i.e. its density ρ and kinematic viscosity ν), on the

stroke volume being displaced back and forth along the canal V , and on the frequency of

the oscillatory motion (for the aqueduct flow, we may use the heart rate HR to characterize

the frequency). This functional dependence can be expressed in the form

∆p = ∆p(L, ρ, ν, V,HR). (4.1)

Since the dependence enters through five parameters, three of which have independent

dimensions, a straightforward application of the Π theorem allows us to reduce the

dependence from five-dimensional parameters to two dimensionless parameters. If we

choose to eliminate L, ρ, and HR, then the result can be expressed in the form

∆p

ρHR2 L2
= f

(
ν

L2HR
,
V

L3

)
. (4.2)

This last equation reveals that if two flows involving geometrically similar canals with

different size have the same values of ν/(L2HR) and V/L3, then the resulting values of the

dimensionless pressure amplitude ∆p/(ρHR2 L2) would be the same in both. Therefore,

to guarantee physical similarity, the heart rate, stroke volume, and kinematic viscosity

of the experiment (denoted by the subscript E) must be related to those of the human

aqueduct (denoted by the subscript H) by

νE/νH

HRE/HRH

= χ2 and
VE

VH

= χ3 (4.3)
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where χ = LE/LH is the scaling factor. When the above relations are satisfied, then

the interventricular pressure difference ∆pH can be computed in terms of the pressure

difference measured between the containers (∆pE) with use made of

∆pE

∆pH

=
ρE

ρH

(
HRE

HRH

)2

χ2. (4.4)

Using the first equation in (4.3) in (4.4) to eliminate the heart rate yields

∆pE

∆pH

χ2 =
ρE

ρH

(
νE

νH

)2

, (4.5)

which indicates that in order for the size and pressure differential of the experiment to

be larger than those of the cerebral aqueduct, the working fluid in the experiment must

be significantly more viscous than CSF, thereby motivating the use of glycerol and water

mixture.

4.3 Experimental setup

The Super Pump AR (ViVitro Labs, Victoria, Canada) was used for generating

the flow rate. We use both a sine wave and a customized waveform, shown in Fig. 4.1,

matching the subject’s signal in the cerebral aqueduct, as measured by PC MRI. The

waveform is normalized for import into the pump. As a functionality of the pump, a stroke

volume can be chosen so the amplitude of the flow rate is adjustable within the limits of

the pump. This includes that the heart rate is between 3-200 BPM, and the stroke volume

must be between 0-180 mL/stroke.

An image of the complete setup can be seen in Figure 4.2b. The pump was

connected with semi-rigid tubing to a ball valve that is then connected to the first reservoir.

Between the reservoirs is an acrylic tube 0.75” ID (ac = 0.95 cm) secured using acrylic

cement, with silicone glue surrounding the seam to ensure no leakage. The reservoirs are
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Figure 4.1. Flow rate signal from MRI phase contrast of a healthy subject used for input
into the pulsatile pump.

constructed using 1/2” acrylic sheets and assembled with acrylic cement to an inner size

of 5”x5”x5”. The size of the reservoirs was chosen to ideally match the dynamics reported

in the third ventricle [14]. A latex balloon was partially filled with air and included in the

reservoir to allow for compliance. The assembly was carefully filled to avoid air bubbles

with water or glycerol-water mixture.

High-resolution anatomic MRI images were used to segment the aqueduct CSF

using ITK-SNAP (Version 3.6.0; www.itksnap.org) [16]. The resulting segmentation model

was then scaled by a factor of 10 and smoothed (Autodesk Meshmixer). The segmentation

represents the lumen of the cerebral aqueduct and was offset by 3 mm to create a hollow

model with sufficient thickness to withstand the hydrostatic pressure. End attachment

flanges were designed in Autodesk Fusion 360 and added to the model in Meshmixer. The

final model was exported as a stereo-lithography (STL) file to use for 3D printing.

The final model including the flanges was printed on a Form 3 Stereolithography

(SLA) resin desktop 3D printer using clear resin (Formlabs). Printing was performed at a
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Figure 4.2. A) Illustration of canonical experimental setup with cylindrical tube repre-
senting the aqueduct. B) Image of experimental setup with appropriate labels.
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Figure 4.3. A) Simple 2 mm thick hollow cylinder before post-processing and support
removal. B) Part after washing, curing, removing supports, sanding and polishing for
transparency.

fine resolution (0.05 mm) which helped balance the resolution and total print time. After

printing was complete the printed part was post-processed to achieve an optical clarity

to enable future use of a fluid imaging technique known as Particle Image Velocimetry

(PIV). The printed part is cleaned in isopropyl alcohol (IPA) to remove uncured resin from

the print surfaces. The model is then UV-cured and wet-sanded using grit paper from

800-3000. It is cleaned and polished following the Novus plastic polish kit and once dried,

coated with a UV-resistant clear gloss (Krylon). An example of the level of transparency

that can be achieved is seen in Figure 4.3.

Differential pressure measurements were made using an Omega pressure transducer

(Item#: MMDWB10WUSBHW3D0T9A2). The customized details are provided in Table

4.1. Pressure signals were low-pass filtered at the cardiac frequency to remove noise and

zero-meaned. Accurate readings require minimum pressure differences greater than 20 Pa,

a condition that was always achieved in our scaled model.

4.4 Preliminary results

A sinusoidal flow rate was used in the first set of measurements, with the stroke

volume of the pump chosen as VE = 40 ml/stroke to be within the pump’s operational limits.

The values of the different parameters for these tests are provided in Table 4.2. All tests
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Table 4.1. Differential pressure transducer configuration.

Name Description
Transducer Material 316L Stainless Steel
Process fitting 1/4-18 NPT Female
Pressure type Differential Wet/Wet Bidirectional
Range unit in-H2O (4°C)
in-H2O 10
Pressure transducer output USB (high-speed)
Pressure transducer accuracy ±0.08% B.S.L.
Electrical termination Cable (2m, 6ft)
Temperature range 18 to 85°C (-0 to 185°F)
Thermal accuracy: Zero shift / Span shift ±0.80% / ±0.60%

were conducted at ambient temperature. The resulting pressure difference measurements

are shown in Figure 4.4 as an averaged single cycle for each case. The results are compared

with the predictions obtained with our simplified model. As expected, the differential

pressure increases with increasing heart rate.

Reasonably good agreement is found between the pressure variation measured in

the experiments and the theoretical predictions. There are several sources of random

and systemic errors that may contribute to the observed differences. For low-pressure

differences, such as for 30 BPM, the signal-to-noise was very small, but the pressure

transducer is sensitive to abrupt fluid motion, such as sudden increase of stroke volume or

a fast heart rate. This was only remedied through slow transition and balancing the stroke

volume and heart rate. Also, the presence of some air bubbles was inevitable and varied

by experiment even when the experiment was set carefully and identically. Therefore, to

reduce the random error induced by noise from the pressure transducer we sampled over

many cycles and repeated the experiment several times. We do not anticipate, however,

that these greatly alter the measured pressure difference. We believe the main source of

the magnitude differences results from systematic errors. Particularly, the curved edge

between the connected acrylic tube and faceplate. There was curvature but was limited by

the thickness of the plate (1/2”) and therefore the minimal curvature achieved may have
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Table 4.2. Experimental parameters for sine waveform

Parameter
Flow rate signal sin(ωt) sin(ωt) sin(ωt) sin(ωt)
Fluid water water water 60% glycerol/water
Density ρ (kg/m3) 1000 1000 1000 1156
Viscosity ν (m2/s) 0.71·10−6 0.71·10−6 0.71·10−6 1.0·10−5

Heart rate (BPM) 30 60 80 60
Radius ac (cm) 0.95 0.95 0.95 0.95
Length L (cm) 15.2 15.2 15.2 15.2
ac/L 0.06 0.06 0.06 0.06
Stroke Length Ls (cm) 14.1 14.1 14.1 14.1
Ls/L 0.93 0.93 0.93 0.93
α 20 28 32 7.5

contributed to the error in providing a source of pressure loss. The exit from the piston

head may be an additional source of pressure loss. The overall size of the reservoirs may

not have been sufficiently large as well. These possible systematic errors will be corrected

for in future work incorporating the 3D-printed aqueduct.

4.5 Concluding remarks

In this chapter, we sought to validate our previously proposed model for the flow

in the cerebral aqueduct [8] with the use made of experiments conducted with a scaled

physical model. The experimental setup for the canonical case, a simple cylindrical tube

representing the cerebral aqueduct, was created to be a geometrical scale of 10. Both a

sine wave and real flow rate signal were integrated into a pulsatile pump to mimic the

oscillatory flow, although results are presented here only for the former case. Due to the

volumetric size of the experimental set up we were limited on the range of stroke volumes

and heart rates that can be applied to the system as well as to the pressure transducer.

Despite this, we found that our experimental differential pressure measurements for a sine

wave match the order of magnitude and temporal variation to respective simulated results.

This is the first attempt at an in-vitro validation of the flow model for the cerebral

61



Figure 4.4. Measured (black) with error (gray) and simulated (red) pressure difference
with water for 30 BPM (A), 60 BPM (B), 80 BPM (C) and 60% glycerol-water for 60
BPM (D) at 40 ml/stroke. Measured pressure signal for water is an average from about
40 cardiac cycles repeated 6 times.
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aqueduct previously reported [8]. To the best of our knowledge, there exists only one

study that conducts an in-vitro bench model of the aqueduct [17]. However, in that report

bench experiments were conducted at the same scale and did not report the temporal

variation of the differential pressure measurements. With our experimental setup, we can

modify various input parameters (signal waveform, fluid viscosity, aqueduct geometry)

allowing us to measure the corresponding effects on the differential pressure. Future

studies should consider the systematic variation of these parameters to understand certain

diseases. In addition, the use of particle image velocity (PIV) to visualize the fluid motion

in experiments with anatomically-correct geometries can shed light on the flow structure

at the aqueduct ends.
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Chapter 5

A one-dimensional model for the
pulsating flow of cerebrospinal fluid
in the spinal canal

5.1 Introduction

The motion of CSF in the central nervous system, which has important physiological

functions and plays a role in the development of different neurological diseases, has been the

subject of numerous studies, as reviewed in [1]. Recent efforts include numerical simulations

of the entire cranial cavity [2] and investigations of flow in the perivascular spaces of

cerebral arteries [3–5] and along the cerebral aqueduct [6, 7], for example. The present

chapter deals with the motion along the spinal subarachnoid space (SSAS), a slender

compliant canal of length L ≃ 60 cm bounded internally by the pia mater surrounding the

spinal cord and externally by the deformable dura membrane (see Figure 5.1(a)). The

arterial blood flow in and out of the rigid cranial vault causes the intracranial pressure

(ICP) to fluctuate in time following the cardiac cycle [8–10], driving the pulsatile motion

of CSF along the SSAS.

Continuous ICP monitoring is key in the assessment of surgical intervention and

also for guiding therapy for cases of traumatic brain injury (TBI), normal pressure

hydrocephalus (NPH) and other neurointensive states. Although the mean ICP value is
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often used clinically, it is of interest to also assess the pulsatile ICP variation or morphology.

As shown in Figure 5.1(b), the ICP waveform generally has three peaks associated with

the cardiac cycle whose amplitudes decrease in a stepwise manner in a healthy individual

[11]. The waveform is altered due to the changes in intracranial volume [12], an important

result in the context of disease conditions that produce an increase in mean intracranial

pressure (TBI or edema formation), which can result in the waveform becoming more

rounded [13], or NPH, which leads to greater fluctuation amplitudes [14]. The insertion of

ICP sensors requires a burr hole made into the skull. Since the procedure has inherent

risks, including hemorrhage and infection [15], there is interest in developing noninvasive

techniques for ICP characterization. The approach postulated here exploits the close

connection existing between the ICP waveform and the resulting CSF motion along the

spinal canal. It is reasoned that detailed knowledge of the flow rate along the canal,

obtained via phase-contrast magnetic resonance imaging (PC-MRI) techniques [16], can

be used to infer the associated ICP waveform.

The flow in the canal fundamentally involves a fluid-structure interaction problem,

which depends on detailed anatomical features of the canal determining its compliance and

flow resistance [1]. As summarized in [17], most previous modelling efforts are based on

numerical simulations with different levels of complexity. Analytic flow models involving

a reduced number of parameters can be more useful in enabling inverse predictions of

ICP from measurements of flow rates. One-dimensional models for pressure/flow wave

propagation along the spinal canal have been developed in the past using a coaxial

cylindrical tube configuration [18–20]. More elaborate three-dimensional flow models

assuming a thin annular canal of nonuniform width are also available [21–23]. These

previous efforts have assumed the canal section to be open, thereby neglecting the pressure

loss introduced by spinal microstructures, effects of which have been quantified numerically

in [24]. This previous analysis showed that most of the increase in pressure loss is associated

with the arachnoid trabeculae [24], which are thin collagen-reinforced columns that form
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Figure 5.1. (a) Main anatomical features of the spinal canal for subject 1; (b) ICP wave
form [27] CC BY 2.0 (left) and dimensionless (right); (c) Dimensionless canal functions
for subjects 1 and 2.

a weblike structure stretching across the SSAS [25]. Following [26], our analysis will

model the complex trabeculae network as a porous medium of variable permeability. For

increased generality, no specific shape will be assumed for the canal cross-section, thereby

generalizing our previous analyses [21–23], postulating the SSAS to be a thin annular

canal surrounding the spinal cord, an assumption that necessarily fails in the sacral region,

as shown in the cross-sectional views of Figure 5.1(a).
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5.2 Preliminary considerations

5.2.1 The intracranial pressure

Attention will be focused on the motion induced by the cardiac cycle, associated

with the periodic temporal fluctuations of the intracranial pressure pc(t) from its mean

value ⟨pc⟩ = T−1
∫ t+T

t
pcdt, where T ≃ 1 s is the period of the cardiac cycle. These

fluctuations can in general be represented in the form pc(t)− ⟨pc⟩ = ∆pΠ(ωt), involving

the mean fluctuation amplitude ∆p = T−1
∫ t+T

t
|pc − ⟨pc⟩|dt, which typically takes values

on the order of ∆p ∼ 50− 100 Pa, along with a dimensionless function Π(ωt) describing

the waveform, with ω = 2π/T denoting the relevant angular frequency. Note that the

function Π must satisfy
∫ t+T

t
Πdt = 0 and T−1

∫ t+T

t
|Π|dt = 1, for consistency with the

definition of ∆p.

5.2.2 The canal geometry

In deriving a simple one-dimensional model for the flow dynamics, the spinal canal

will be modeled as a tube displaying a slowly varying shape over its length L ≃ 50− 70

cm. The flow is to be described in terms of curvilinear coordinates (x, y, z), with the

streamwise distance x measured from the open end, connected to the cranial cavity through

the foramen magnum, with the closed sacral end corresponding to x = L, as indicated in

Figure 4.1(a). As seen in Figure 4.1(a), in the stretch of canal occupied by the spinal cord

the cross-sectional shape is an annulus, bounded internally by the pia matter and externally

by the dura mater. In the one-dimensional model developed below the morphology of the

cross section enters only through two related quantities that vary along the spinal canal,

namely, the cross-sectional area occupied by CSF at each transverse section A(x) and

the length of the wetted boundary ℓ(x), the latter including the pia matter surrounding

the spinal cord. The average cross-sectional area is given by Ao = VCSF/L ≃ 1.5 cm2,

where VCSF =
∫ L

0
Adx ≃ 80 cm3 is the total volume of CSF in the SSAS [28]. Since
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the characteristic transverse length A
1/2
o satisfies A

1/2
o ≪ L, the flow is fundamentally

slender, in that fluid motion predominantly occurs in the axial direction. The streamwise

velocity u(x, y, z, t) driven by the streamwise pressure distribution p(x, t) [21], assumed to

be uniform across the canal section, as is consistent with the slender-flow approximation.

5.2.3 Governing equations

During each cardiac cycle, the ICP pulsation drives a small volume ∆V ∼ 1 cm3

of CSF in and out of the spinal canal [1]. This oscillating flow is accommodated by the

displacement of fat tissue and venous blood, which results in a periodic change ∆A of the

local cross-sectional area A at a given location. Since the characteristic stroke volume ∆V

is much smaller than the total CSF volume VCSF, these temporal changes are small, i.e.,

∆A ∼ (∆V/VCSF)Ao ∼ 1 mm2. To model these changes, we shall adopt the linear elastic

model

∂A

∂t
= γ

∂p

∂t
(5.1)

involving a local compliance γ(x) having dimensions of surface over pressure with mean

value γo = L−1
∫ L

0
γ(x)dx.

To maximize the simplicity and facilitate comparisons with in-vivo results, CSF

motion is to be characterized with use of the local volumetric flow rate Q(x, t) =
∫ ∫

u dydz,

obtained by integrating the streamwise velocity u(x, y, z, t) across the canal section. Its

streamwise variation is related with the temporal variation of the cross-sectional area

through the integrated continuity equation ∂Q/∂x+ ∂A/∂t = 0, which can be rewritten

in the form

∂Q

∂x
+ γ(x)

∂p

∂t
= 0 (5.2)

after substitution of (5.1). On the other hand, the axial component of the momentum

balance equation can be simplified by neglecting convective acceleration, whose magnitude

can be shown to be a factor ∆V/VCSF smaller than that of the local acceleration [21],
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along with the contribution of streamwise derivatives to the viscous force. Furthermore,

following [26], the pressure loss caused by the trabeculae network is modeled using Darcy’s

law, yielding [29]

∂u

∂t
= −1

ρ

∂p

∂x
+ ν

(
∂2u

∂y2
+

∂2u

∂z2

)
− ν

κ
u, (5.3)

where κ(x) is the SSAS permeability, whose value depends on the number and structure

of the arachnoid trabeculae.

5.2.4 The inviscid wave model

It is illustrative to consider first the inviscid case ν = 0, for which integration

of (5.3) across the canal yields

∂Q

∂t
+

A(x)

ρ

∂p

∂x
= 0. (5.4)

In writing the above equation, we have neglected the small temporal variation of the

cross-sectional area A, as is consistent with the condition ∆A ≪ Ao previously discussed.

Equations (5.2) and (5.4) can be integrated with boundary conditions p = pc at x = 0 and

Q = 0 at x = L to determine the periodic variation of the pressure and flow rate along

the canal. The wave nature of the flow can be emphasized by considering a canal with

constant section A(x) = Ao and constant compliance γ(x) = γo, for which (5.2) and (5.4)

can be combined to give

∂2p

∂t2
= c2

∂2p

∂x2
and

∂2Q

∂t2
= c2

∂2Q

∂x2
, (5.5)

where

c =

(
Ao

ργo

)1/2

(5.6)
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is the elastic wavespeed of the problem [30]. For a harmonic ICP fluctuation pc − ⟨pc⟩ =

∆p (π/2) cos(ωt), the above wave equation can be solved to give

Q = −π

2
γoLω∆p sin(ωt)

sin[k(1− x/L)]

k cos k
, (5.7)

where

k =
Lω

c
=

(
ργoL

2ω2

Ao

)1/2

(5.8)

is a relevant dimensionless wave number. The flow rate (5.7) oscillates in phase along the

entire canal, that being a fundamental limitation of the inviscid model, which is unable to

reproduce the streamwise phase lag of the flow rate that has been consistently observed in

MRI measurements [10, 24, 31]. As shown below, consideration of viscous pressure losses,

including those associated with the trabeculae, is needed to describe both the phase-lag

and the rate of streamwise attenuation of the flow rate.

5.3 A dimensionless flow model accounting for flow

resistance

To reduce the parametric dependence, it is convenient to formulate the problem in

dimensionless form using ω−1, L, and A
1/2
o as scales for the time and for the longitudinal

and transverse length scales, respectively. In looking for appropriate scales for Q and p, one

may note from (5.2) that the characteristic value Qc of the volume flux associated with an

ICP fluctuation of magnitude ∆p is Qc = γoωL∆p, and from (5.4) that the corresponding

streamwise variations of the pressure are of order p− pc ∼ k2∆p, with k denoting the wave

number defined in (5.8). These scales lead to the new variables

τ = ωt, ξ =
x

L
, ŷ =

y

A
1/2
o

, ẑ =
z

A
1/2
o

, û =
u

Qc/Ao

, Q̂ =
Q

Qc

, p̂ =
p− pc
k2∆p

. (5.9)

Similarly, Ao and γo are used to define the functions Â = A/Ao and γ̂ = γ/γo.
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The development begins by writing the continuity equation (5.2) in the reduced

form

∂Q̂

∂ξ
+ γ̂

(
dΠ

dτ
+ k2 ∂p̂

∂τ

)
= 0. (5.10)

With the scales selected, the momentum equation (5.3) takes the dimensionless form

∂û

∂τ
= −∂p̂

∂ξ
+

1

α2

(
∂2û

∂ŷ2
+

∂2û

∂ẑ2

)
−R(ξ)û, (5.11)

where α = (Aoω/ν)
1/2 is the relevant Womersley number and R(ξ) = ν/(κω) is a

dimensionless resistance coefficient. The velocity must satisfy the no-slip condition û = 0

on the canal boundary Σ. Integrating the above equation across the canal section yields

∂Q̂

∂τ
+ Â(ξ)

∂p̂

∂ξ
= − 1

α2

∫
Σ

τ̂fds−R(ξ)Q̂, (5.12)

where ds the element of arc length measured at a given section along the canal boundary

Σ and τ̂f = ∂û/∂n is the dimensionless viscous stress at n = 0, where n denotes the

dimensionless distance from the wall.

5.3.1 Simplifications for α ≫ 1

The solution can be simplified by taking into account that the characteristic viscous

time across the canal section Ao/ν is fairly large compared with the characteristic pulsation

time ω−1. In the associated limit α ≫ 1, the longitudinal velocity is uniform outside a

thin near-wall Stokes layer of rescaled thickness α−1 ≪ 1. The uniform velocity in the

inviscid core varies along the canal according to û = Q̂(ξ, τ)/Â(ξ), while the accompanying

pressure gradient is ∂p̂/∂ξ = −(∂Q̂/∂τ +RQ̂)/Â. Viscous forces are important in the

Stokes layer, across which the velocity ûS evolves from the inviscid value Q̂/Â to a zero
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value at n = 0, as described by the reduced problem

∂ûS

∂τ
− 1

Â(ξ)

∂Q̂

∂τ
=

∂2ûS

∂η2
+R(ξ)

(
Q̂

Â(ξ)
− ûS

) η = 0 : ûS = 0

η → ∞ : ûS → Q̂/Â
, (5.13)

where η = αn. The solution to (5.13) determines in particular the value of û′
o(ξ, τ) =

∂ûS/∂η|η=0, which can be used to write (5.12) in the form

∂Q̂

∂τ
+ Â(ξ)

∂p̂

∂ξ
= − ℓ̂(ξ)

α
û′
o −R(ξ)Q̂. (5.14)

As expected, since at leading order in the limit α ≫ 1 the structure of the Stokes layer is

identical all around the canal wall, the term −ℓ̂ û′
o/α representing in (5.14) the viscous force

−
∫
Σ
τ̂fds/α

2 is linearly proportional to the dimensionless length of the wetted boundary

ℓ̂(ξ) = ℓ/A
1/2
o .

5.3.2 Solution in terms of Fourier expansions

The problem can be solved for a given general periodic function

Π(τ) =
∞∑
n=1

Re
(
Bne

inτ
)

(5.15)

where Re indicates the real part, i is the imaginary unit, and Bn are complex constants,

by introducing accompanying Fourier expansions:


p̂ =

∑∞
n=1Re

(
BnPn(ξ)e

inτ
)

Q̂ =
∑∞

n=1Re
(
BninQn(ξ)e

inτ
)

ûS =
1

Â(ξ)

∑∞
n=1Re

(
BninQn(ξ)fn(η)e

inτ
) (5.16)

for the pressure, volume flow rate, and Stokes-layer velocity, with Pn(ξ), Qn(ξ), and fn(η)

representing complex functions. The function fn = 1− exp
[
−(in+R)1/2η

]
is obtained
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from the reduced Stokes problem

(in+R)(fn − 1) =
d2fn
dη2

 η = 0 : fn = 0

η → ∞ : fn → 1
, (5.17)

which follows from introduction of (5.16) into (5.13), thereby yielding dfn/dη(0) =

(in+R)1/2 and

û′
o =

1

Â(ξ)

∞∑
n=1

Re
[
BninQn(ξ)[in+R(ξ)]1/2einτ

]
. (5.18)

Substituting (5.16) and (5.18) into (5.10) and (5.14) leads to the first-order linear ODEs

dQn

dξ
+ γ̂(ξ)

[
1 + k2Pn

]
= 0 (5.19)

Â(ξ)
dPn

dξ
=

{
n2 − in

[
ℓ̂(ξ)

αÂ(ξ)
[in+R(ξ)]1/2 +R(ξ)

]}
Qn. (5.20)

which can be further combined to generate the boundary-value problem

d

dξ

[
1

γ̂(ξ)

dQn

dξ

]
+

k2

Â(ξ)

{
n2 − in

[
ℓ̂(ξ)

αÂ(ξ)
[in+R(ξ)]1/2 +R(ξ)

]}
Qn = 0;

dQn

dξ
(0) + γ̂(0) = Qn(1) = 0 (5.21)

for Qn(ξ), with the value of dQn/dξ at ξ = 0 following from using Pn(0) = 0 in (5.19).

It is worth noting that the terms in the large square brackets in (5.20) represent

the pressure losses associated with the Stokes layer developing on the canal boundary

(the term proportional to [in+R]1/2) and with the trabeculae (the term proportional to

R). The two pressure losses have different phase, so that they have distinct effects on the

resulting flow rate, as can be inferred from (5.21). Since the resistance exerted by the

Stokes layer is inversely proportional to α, it tends to have a lesser effect, especially on
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the first Fourier mode n = 1, for which the pressure loss associated with the trabeculae

is significantly higher. Although simplified flow descriptions neglecting the presence of

the Stokes layer are worth exploring in future work, for completeness the computations

presented below utilize the full equation (5.21) in evaluating the flow rate.

For a canal of uniform section, uniform compliance, and uniform permeability (i.e.

Â = γ̂ = 1, ℓ̂ =constant and R =constant) the solution reduces to

Qn = sin[βn(1− ξ)]/(βn cos βn),

with

βn = kn

{
1 +

[
1− i

(α/ℓ̂)
√
2n

(
1− Ri

n

)1/2

− Ri

n

]}1/2

. (5.22)

It is worth noting that the inviscid limit considered earlier corresponds to βn = kn, the

limiting form of (5.22) for α ≫ 1 and R = 0. For the case B1 = π/2 and Bn = 0 for n > 1,

associated with the harmonic intracranial pressure pc = ∆p (π/2) cos(ωt), the Fourier

series for the flow rate reduces to the single term

Q̂ = Re

(
π

2
i
sin[k(1− ξ)]

k cos k
eiτ
)

= −π

2
sin τ

sin[k(1− ξ)]

k cos k
, (5.23)

consistent with (5.7).

5.4 Illustrative sample applications

In general, numerical integration of (5.21) is needed to determine Qn(ξ). The

solution depends on the anatomical characteristics of the SSAS, including its length L,

average cross-sectional area Ao, and geometric functions Â = A/Ao and ℓ̂ = ℓ/A
1/2
o . For a

given subject, the necessary anatomical data can be determined from high-resolution MRI

images, as explained for instance in [32]. The computations reported below correspond

to two subjects: a healthy 27-year-old female with L = 60 cm, Ao = 182 mm2 and

76



Figure 5.2. Subject 1. Selected spinal cord locations (a) with corresponding flow rate
variation obtained from phase-contrast MRI measurements (b) and from model predictions
for R = 4.78 (c), R = 0 (d), R = 1 (e), and R = 20 (f), with associated normalized
stroke volumes shown in (g).
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Figure 5.3. Subject 2. Selected spinal cord locations (a) with corresponding flow rate
variation obtained from phase-contrast MRI measurements (b) and from model predictions
for R = 4.78 (c), R = 0 (d), R = 1 (e), and R = 20 (f), with associated normalized
stroke volumes shown in (g).
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α = (Aoω/ν)
1/2 = 40 (subject 1), and a healthy 39-year-old male with L = 64 cm,

Ao = 138 mm2 and α = 35 (subject 2), both with cardiac period T = 2π/ω = 1 s. The

functions Â(ξ) and ℓ̂(ξ) shown in Figure 5.1(b) are obtained by the boundaries of the

binary image stack resulting from segmentation of the high resolution MRI images.

The value of R = ν/(κω) depends on the permeability κ, which in turn is a function

of the SSAS porosity ϵ and trabeculae transverse size. In the following, we shall assume

that κ is uniform and adopt the approximate formula κ = πa2ϵ(1−
√
1− ϵ)2/[24(1− ϵ)3/2],

derived by [26] for a trabeculae network comprising cylindrical posts of radius a extending

normally to the arachnoid layer. For a porosity ϵ = 0.99, a value estimated by [33], and a

trabeculae radius a = 15 µm [34] this approximate formula gives κ = 2.362 × 10−8 m2,

corresponding to a dimensionless resistance factor R = 4.78, to be used below.

Limited information is available on the spinal canal compliance γ [24]. Although

departures of γ from its mean value γo can be expected as a result of the unequal distribution

of fat tissue and epidural veins along the canal, possibly resulting in a smaller value of

γ in the cervical region [31], a uniform value γ = γo is to be employed in the following

sample computation, for which γ̂ = γ/γo = 1. To estimate the average compliance γo,

which determines from (5.8) the dimensionless wave number k, one may use (5.6) to relate

γo with the elastic wavespeed c. Using the value c = 4.6 m/s reported in [35] for healthy

humans, it follows from (5.6) that γ0 = 8.6 · 10−9 m2/Pa and from (5.8) that k ≃ 0.81 for

subject 1, with corresponding values γ0 = 6.5 · 10−9 m2/Pa and k ≃ 0.86 for subject 2.

The modes Q̂n determined from (5.21) with use made of the anatomical values

reported above were used in (5.16) to compute the corresponding dimensionless flow rate

Q̂ yielding the results shown in Figures 5.2(c) and 5.3(c). The computation of Q̂ involves

ten Fourier coefficients Bn, corresponding to the function Π(τ) shown in Figure 5.1(b),

taken as representative of a healthy state ICP waveform [36]. The results are compared

in Figures 5.2 and 5.3 with flow-rate measurements acquired at twelve vertebral levels

using phase-contrast MR imaging with retrospective cardiac gating in in-vivo experiments
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involving the two subjects (see [32] for details of the data-acquisition process). To establish

a quantitatively consistent comparison, the results are presented in normalized form. Thus,

the stroke volume VS(ξ) =
1
2

∫ t+T

t
|Q|dt measured via MRI is scaled with its entrance value

(i.e. VS(0) = 0.7 cm3 for subject 1 and VS(0) = 0.6 cm3 for subject 2), while the model

prediction V̂S(ξ) =
1
2

∫ τ+2π

τ
|Q̂|dτ is correspondingly scaled with V̂S(0), with V̂S(0) = 1.9 for

subject 1 and V̂S(0) = 1.8 for subject 2. Similarly, the PC-MRI flow-rate measurements

are scaled with its characteristic value ωVS(0) while the predicted flow rate Q̂ is scaled

with V̂S(0).

With the uniform values γ̂ = 1, and R = 4.78 selected in the computations, the

comparisons in Figures 5.2 and 5.3 indicate that the model is able to describe reasonably

well the main features of the pulsating flow rate, including its particular shape and the

phase lag of its peak value. In addition, the streamwise decay of the stroke volume

(Figures 5.2(g) and 5.3(g)), a metric often used in the medical community to characterize

CSF flow, is seen to agree well with the corresponding values computed from the MRI

data, with root-mean-square differences between model and MRI remaining below 0.09

for both subjects. As a further consistency check, one may use the measured value of

VS(0) along with the accompanying dimensionless prediction V̂S(0) to obtain from the

definition VS(0) = γoL∆pV̂S(0) an estimate for the mean fluctuation amplitude ∆p. The

value obtained, ∆p = 73 Pa for subject 1 and ∆p = 80 Pa for subject 2, corresponding to

a peak-to-peak value of about 200 Pa, is well within the range of values reported in the

literature [37], thereby providing additional confidence in the model.

To investigate the sensitivity of the model predictions to changes in trabeculae

resistance, results for varying R are also included in Figures 5.2 and 5.3. In the absence of

trabeculae, i.e. for R = 0, both the rate at which the flow-rate fluctuation decays along

the canal and the general flow-rate waveform, including the associated phase lag, are

in poor agreement with the MRI measurements. Consequently, for R = 0 the modeled

streamwise decay of stroke volume, shown in Figures 5.2(g) and 5.3(g), is also seen to
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strongly overpredict the amount of CSF flow in the thoracic and lumbar regions compared

to the MRI measurements. These quantitative findings emphasize the important effects

of trabeculae, previously pointed out by [24]. As can be seen in Figures 5.2 and 5.3, the

results are not very sensitive to the specific choice of R, provided that an order-unity value

is selected. Nevertheless, the computations obtained with R = 4.78, the value determined

using the permeability and other anatomical features taken from the literature [26, 33, 34],

appear to give better overall agreement with the MRI measurements, providing the optimal

amount of attenuation all along the canal.

5.5 Concluding remarks

The temporal and spatial variation of the flow rate predicted by the one-dimensional

model developed here supplemented with a presumed ICP waveform has been shown to

predict the main features revealed in in-vivo experiments. Utilization of the model in

future efforts to develop non-invasive measurements of ICP requires the solution of the

inverse problem, i.e., the computation of the ICP fluctuation from the PC-MRI flow

measurements. Given the uncertainty regarding the canal compliance and the trabeculae-

network properties, it is unclear whether conventional parameter-fitting approaches will be

successful in these future developments or whether more elaborate optimization algorithms,

possibly based on machine-learning techniques, will be needed. In improving the model,

these future efforts should also account for localized pressure losses associated with the

presence of additional spinal microstructures, such as nerve roots and ligaments.
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Chapter 6

Additional results concerning the
spinal canal

6.1 Introduction

The use of the spinal canal model in Chapter 5 has been limited to the analysis of

the dependence of the results on the trabeculae resistance. In this chapter, we present

additional results. We first demonstrate the effect of the ICP morphology on the resulting

flow rate for the same subjects. This sensitivity analysis sheds light on the potential

use of the model in combination with MR flow-rate measurements as a diagnostic tool

to predict altered ICP signals corresponding to diseased states such as normal pressure

hydrocephalus (NPH) patients. We then present a plausible method for in-vivo validation

of our model using the lumbar pressure in lieu of the ICP.

6.2 Effect of ICP signal morphology

Our results from Chapter 5 used a normal ICP waveform, which exhibits three

distinct peaks referred to as percussion, tidal and dicrotic [1]. Characterizing the ICP

waveform morphology has been of interest clinically [2–4]. It is generally accepted that the

ICP morphology can change as a result of diseases that affect the mean ICP. For example,

it has been shown that for increased mean ICP the waveform becomes more round, as
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Figure 6.1. Example of the ICP pulse morphology becoming more rounded, or sinusoidal,
as the mean ICP increases. Peaks labeled are the percussion (P), tidal (T), and dichrotic
(D). (a) Mean ICP=7.12 mmHg, (b) Mean ICP=10.1 mmHg , (c) Mean ICP=14.7 mmHg
, and (d) Mean ICP=22.5 mmHg. © 2007 IEEE [5]

shown in Figure 6.1 [5]. Using our model, it is of interest to assess the extent to which the

ICP morphology has visible effects on the flow rates along the canal.

Two altered ICP waveforms were used in conducting flow-rate evaluations for the

two subjects investigated in Chapter 5. The first altered waveform, shown in Figure 6.2,

was simply the original signal, but low-pass filtered, which smoothed the signal. The

second waveform comes from Figure 6.1(d), which shows a complete roundness to the ICP.

The same subject parameters were used as reported previously, i.e. a healthy 27-year-old

female with L = 60 cm, Ao = 182 mm2 and α = (Aoω/ν)
1/2 = 40 (subject 1), and a

healthy 39-year-old male with L = 64 cm, Ao = 138 mm2 and α = 35 (subject 2), both

with cardiac period T = 2π/ω = 1 s. The results with both ICP variations are shown in
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Figure 6.2. Original ICP signal used for results in Chapter 5 (black) and the low-pass
filtered signal with a cutoff frequency of 2 Hz (red).

Figures 6.3 and 6.4, respectively.

The sensitivity of the flow rate to the ICP morphology is visible with the one-

dimensional model. Once characteristic ICP peaks were smoothed or completely rounded,

the resulting flow rates followed similar behavior. In fact, in the case of the rounded

ICP with the tidal peak the highest (Figure 6.1(d)), the resulting flow rate also showed

the second peak as dominant. This is consistent with a report that made simultaneous

measurements of the ICP and the flow rate at the foramen magnum shown in their reported

Figure 1, where the highest peak of the ICP signal, which is the percussion, coincides with

the peak of the flow rate [6].

6.3 Lumbar pressure

There are inherent challenges with finding subjects undergoing continuous ICP

monitoring to validate our model. This is because, in addition to the invasive procedure,

the subject would have to willingly undergo additional MRI imaging. However, because

the spinal compartment is closed, lumbar pressure measurement would be a suitable

replacement for the ICP signal.

Lumbar pressure has been examined in previous studies as an alternative to the
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Figure 6.3. MRI flow rate measurements along the canal (a) and model results with
normal ICP signal (b) rounded ICP with tidal peak as highest (c) and smoothed signal
with percussion as highest (d) for subject 1.
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Figure 6.4. MRI flow rate measurements along the canal (a) and model results with
normal ICP signal (b) rounded ICP with tidal peak as highest (c) and smoothed signal
with percussion as highest (d) for subject 2.
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ICP. In fact, one such study asked specifically if the ICP wave amplitudes can be measured

through a lumbar puncture and found that it does [7]. As anticipated, there was a delay

and decay in the amplitude of the signal. These trends are also observed in another study

comparing the ICP and lumbar pressures in patients with Chiari malformation type 1 [8].

For illustrative purposes, the figure showing the main results of this previous in-vivo study

is reproduced here in Figure 6.5. It is of interest to investigate the ability of the model to

reproduce these previously observed trends.

The pressure at any section along the canal can be expressed in the form

p− ⟨pc⟩
∆p

= Π(τ) + k2p̃(ξ, τ) (6.1)

thereby yielding

p− ⟨pc⟩
∆p

=
∞∑
n=1

Re{Bne
inτ [1 + k2Pn(ξ)]}. (6.2)

upon substitution of the Fourier series expansions given in (5.15) and (5.16). Using (5.19)

finally gives

p− ⟨pc⟩
∆p

= −
∞∑
n=1

Re

{
Bne

inτ 1

γ̃(ξ)

dQn

dξ
(ξ)

}
, (6.3)

which allows us to compute the temporal variation of the pressure at any given location

ξ in terms of the local values of the functions γ̃ and dQn/dξ. Results corresponding the

original ICP signal for subject 1 assuming γ̃ = 1 are shown in Figure 6.6, with the pressure

evaluated at ξ = 0.89, selected as representative of the lumbar region. The average of

the lumbar pressure increased slightly from the original ICP, as shown in the inset of the

figure.

As can be seen in Figure 6.6, using our model to compute the lumbar pressure

associated with a healthy ICP results in a signal that closely resembles that shown in

Figure 6.5b (bottom), in that the predicted wave exhibits both amplitude decay and

phase lag. The previous in-vivo study [8] reports a static pressure gradient, mean ICP –
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Figure 6.5. Figure a shows the trend plots for the ICP (upper plots) and LP (lower
plots) signals, respectively. In b, one 6-s time window showing the ICP (upper) and LP
(lower) signals with six cardiac-induced ICP waves is presented. The ICP wave attributes
that were determined automatically are shown in c. Each wave was characterised by the
amplitude (dP), rise time (dT) and rise time coefficient (dP/dT). Reprinted by permission
from Springer Nature: Springer Nature, Acta Neurochirurgica, [8], Copyright 2015
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Figure 6.6. Lumbar pressure (red) computed from original ICP signal (black). Averages
for lumbar and ICP are given by the red and black lines, respectively. Difference in value
shown in inset.

mean lumbar pressure, ranging from -27.7 to 3.5 mmHg. The static pressure tended to

be higher in the lumbar region, which is consistent with our computation. It should be

noted, however, that these previous in-vivo measurements are for patients with Chiari

malformation type 1. A similar study investigating the ICP and lumbar pressures in

patients with NPH [7] also found a phase lag and decrease in the amplitudes of the signals.

Although these studies included diseased subjects, it should be noted that in all cases the

mean ICP values are within the normal range (i.e. ≤15-20 mmHg) [9] emphasizing the

need to study the pulsatile component of the ICP.

6.4 Concluding remarks

In summary, in this brief qualitative assessment, our model demonstrated the

morphology of the ICP correlates to the resulting flow rate waveform. In addition, the

lumbar pressure signal predicted with the model is consistent with reported in-vivo
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measurements. This latter finding suggests that measurements of the flow rate and lumbar

pressure may be used as an alternative solution to the ICP to validate our model.
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Chapter 7

Conclusions

The aim of this dissertation was to develop simplified flow descriptions that can

be combined with phase-contrast magnetic resonance imaging for implementation in

clinical studies. Separate models have been developed for the pulsatile flow of CSF in the

cerebral aqueduct and the spinal canal. Both models allow clinicians to obtain quantitative

information that may assist in diagnostic and treatment therapy of CSF-related disease

cases such as normal pressure hydrocephalus (NPH), Chiari malformation, or syringomyelia.

In Chapter 2, we presented a non-dimensional model of the oscillatory flow in the

cerebral aqueduct that incorporates all the relevant parameters of the flow to estimate the

dimensionless pressure difference across the cerebral aqueduct from the third to the fourth

ventricle. This pressure difference provides an estimate for the transmantle pressure (i.e.

the instantaneous pressure difference between the ventricles and subarachnoid space in the

brain). Its value was found to be a few pascals, consistent with previously reported invasive

pressure measurements. This finding poses important questions to be addressed in the

future: how does the transmantle pressure vary for healthy individuals? Can transmantle

pressure be used to differentiate between healthy individuals and those with NPH?

In an attempt to answer some of the former questions, in Chapter 3 we implemented

our model to compute the transmantle pressure. The study involved a large cohort of

healthy individuals with ages ranging from 25 to 92 years. The results indicate that there
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may be an influence of age on the magnitude of the corresponding transmantle pressure,

although this result needs further corroboration. The preliminary results of the validation

exercises presented in Chapter 4, involving canonical in-vitro experiments, suggest that

our model captures with sufficient accuracy the flow behavior observed in the aqueduct

and also provides an avenue for future studies involving a more detailed examination of

the velocity field.

Future studies are warranted involving disease cases of interest, in particular NPH.

Previous investigations have utilized the flow rate and stroke volume [1, 2] to guide NPH

diagnosis or shunt responsiveness assessments, with limited success [3]. As an alternative,

we postulate that transmantle pressure plays a role in the development of ventriculomegaly

characterizing NPH [4] and therefore can be used as a clinical quantitative parameter.

The disease progresses insidiously over long periods, over which the individual experiences

many million cardiac cycles, suggesting that we are dealing with a problem described in

engineering applications as fatigue. In essence, we hypothesize that in individuals with

elevated transmantle pressure differences (but otherwise normal intracranial pressure),

cyclic loading may lead to an increase in the recovery time of the brain tissue and a

gradual strain accumulation that ultimately produces enlargement of the ventricles. Thus,

transmantle pressure should be investigated as an alternative parameter in future clinical

studies to settle the debate on its relevance in NPH, particularly for ventriculomegaly.

Regarding the pulsatile flow along the spinal canal, we presented in Chapter 5 a

one-dimensional model that was able to reproduce the amplitude decay and phase lag

of the measured flow rates at various locations along the spinal canal, yielding results in

agreement with previous reports [5, 6]. This model depends on information that can be

obtained directly from MRI measurements, such as the geometry of the canal, but also

requires both the ICP waveform and knowledge of the variation of the canal compliance

and the density of the trabeculae along the spinal canal, which cannot be measured by

MRI. Preliminary computations using an assumed ICP waveform together with educated
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estimates for the constant canal compliance and trabeculae resistance provided qualitatively

correct flow rate predictions for two different subjects. To further investigate our model, we

performed in Chapter 6 additional tests by varying the morphology of the ICP waveform.

We found that it does visibly alter the resulting flow rate measurements. And since direct

ICP measurements might not be easily accessible, an alternative validation method has

also been proposed using lumbar pressure measurements, with preliminary observations

showing promising potential.

Having the ability to estimate the temporal variation of the ICP non-invasively has

been stated as the “holy grail” in the medical community. Based on the preliminary results

in Chapter 6, we believe that our model has the potential to determine the temporal

variation of the ICP based on non-invasive flow-rate measurements along the spinal canal,

but much remains to be done. For example, we are currently investigating the use of an

in-silico data set for a simple multi-output Convolutional Neural Network (CNN). The CNN

can be developed to output the corresponding ICP signal from the measured flow rate MRI

measurements. In addition, future efforts to investigate the accuracy of the spinal-canal

model should consider in-vitro experiments involving 3D-printed MRI-compatible models.

In conclusion, we believe that the models, results, and preliminary validation on

the flow in the cerebral aqueduct and spinal canal presented in this dissertation constitute

a critical step in our efforts to develop tools that can help clinical researchers investigate

CSF-related disorders.
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