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Abstract

Unusual  local  arrangements  of  protein  in  Ramachandran  space  is  not  well  represented  by

standard  geometry  tools  used  in  either  protein  structure  refinement  using  simple  harmonic

geometry restraints or in protein simulations using molecular mechanics force fields. By contrast,

quantum chemical computations using small poly-peptide molecular models can predict accurate

geometries for any well-defined backbone Ramachandran orientation. For conformations along

transition  regions  –  ϕ  from -60  to  60°  –  a  very  good  agreement  with  representative  high-

resolution experimental X-ray  (≤1.5 Å) protein structures is obtained for both backbone C-1-N-

C angle and the nonbonded O-1…C distance, while “standard geometry” leads to the “clashing”

of O…C atoms and Amber FF99SB predicts distances too large by about 0.15 Å. These results

confirm that quantum chemistry computations add valuable support for detailed analysis of local

structural arrangements in proteins, providing improved or missing data for less understood high-

energy or unusual regions. 



Introduction

Extensive  analysis  of  the  peptide  backbone dihedral  angles  in  the  structures  taken from the

Protein  Data  Bank  (PDB)  [1]  is  concentrated  on  the  energetically  favored  minima  in  the

Ramachandran (ϕ, ψ) plots [2]. This is because these are the most common arrangements for

which  increased  number  of  examples  improves  the  accuracy  of  the  statistical  sampling  of

structural parameters. This reference data is used to guide and validate structure building and

refinement in the X-ray crystallography field. It is common for proteins with peptides that have

Ramachandran outliers to be scrutinized in order to bring the outliers into a favored or allowed

region of the plot [3,4]. Of course, outliers are not necessarily wrong but are more likely to be so.

This outlier status makes it less likely that the more detailed analysis of the bond lengths and

bond angles has been performed. This can hinder reproduction of the geometry with either a

force field or a simple restraints approach commonly used in X-ray refinement of proteins, which

both rely on prior knowledge. This is because both have been developed using the curated data

that confirms to the vast majority of protein configurations in the hope that it will perform in

other situations as well and guide the protein to a global minimum. 

It should be noted that one of the features of X-ray crystallography protein refinement is that the

restraints are weighted against the experimental data to provide the best possible model [5]. In

the high-resolution cases considered in this analysis, the geometry restraints are down weighted

allowing the experimental information to drive the refinement. This means that high-resolution

structures are less reliant on the prior of the restraints and can be mined for better restraints. By

contrast,  in  low-resolution  cases  the  restraints  play  a  larger  role  to  maintain  a  reasonable

geometry, due to the lack of sufficiently detailed experimental data. If the geometry model does



not allow for atypical configurations, the refinement will be driven into an allowed conformation

that is not correct.

The geometry data gleaned from the high-resolution structures is rendered in the restraints model

[6,7].  Each of  the  internal  coordinates  of  a  molecule  has  a  corresponding restraint  with the

potential represented by a quadratic curve. The minimum of the curve is the ideal value of the

internal coordinate and the estimated standard deviation of restraint is used to determine the

width of the curve and, in turn, the gradients towards the ideal value. Each particular internal

coordinate in a protein model is set to a certain value defining the “standard geometry”. For

instance the Cα–Cβ bond in an alanine is 1.521Å, regardless of the configuration of the peptide. 

The restraints approach can be improved using a dynamic lookup of the bond lengths and bond

angles  to  use  for  restraints  in  refinement  based  on  the  (ϕ,  ψ)  values  of  the  peptide.  The

conformation dependent library (CDL) [8-10] greatly improves the agreement of the geometry

restraints to the final protein geometry in the majority of cases. The CDL has been constructed

based on data gleaned from high-resolution structures. The reference values included in CDL

show significant deviations, with some backbone angles varying up to 6 degrees even for (ϕ, ψ)

in the allowed regions. Yet, still constant values of restraints are associated to the large portion of

the  Ramachandran  space  due  to  the  lack  of  reliable  conformation-dependent  reference

parameters. It is not hard to see why standard restraints fail (even including CDL) in genuine

cases  of  atypical  configurations  that  are  outside  the  allowed  regions  but  are  nonetheless

legitimate.

One such example of atypical configurations was found in a recent analysis of 616,212 non-

glycine residues from representative, better than 1.5 Å resolution structures. It revealed 146 high-

energy, yet stable, conformations with the Ramachandran angles in the range -35° <  < 35°, and



the  about 90 and -90°. These  ~ 0 mountain pass residues, previously expected to occur only

as transition states, are stably trapped in native protein structures [11]. An example, the Alanine

(Ala:12) residue from the PDB entry 3VUR is shown in Figure 1a, while all 146 residues are

depicted as  blue  dots  on  Ramachandran  plot  in  Figure  2a.   Analysis  of  the  PDB structures

gathered  detailed  experimental  information  on  geometries  from  conformational  transition

regions. This database of the unusual backbone conformations proved to be a hard test for tools

commonly  applied  in  protein  science  [11].  Indeed  unusual  local  arrangements  are  not  well

described, not only by the simple geometry restraints used in protein structure refinement, but

also by the state-of the-art molecular mechanics force-fields, such as AMBER FF99SB [12,13],

which was considered as giving the best performance in a protein modeling test [14]. The latter,

may have important implications for the analysis of protein active sites as well as for the validity

of  molecular  dynamics  studies  related  to  the  conformational  switching  between  main

Ramachandran minima basins [11]. For instance relaxation timescales and the conformational

exchange processes derived from simulations with each of the four major force field families

(including the AMBER FF99SB) differ significantly [15]. We demonstrate how these problems

can be overcome by using quantum mechanical (QM) computations, with methodologies that are

proven to deliver accurate  structures and properties of isolated polypeptides [16-18].  Similar

approaches  using  first-principle  based  data  sets  have  been  reported  for  isolated  and cation-

coordinated conformers of proteinogenic amino acids [19]. In this work the focus is on structural

parameters within the O-1-C-1-N-C-C1 ring of high-energy “mountain regions” described above

(see Figure 2). However, considering advances in quantum chemistry for the description of all

types of weak molecular interactions [20,21] and related three-dimensional structures [21,22],

similar accuracy can be expected for other non-typical local arrangements [23]. There are several



possible applications of quantum-chemistry based approaches, either directly or as reference data

for  less-expensive  methodologies.  Most  common and explored  examples  are  represented  by

detailed studies of interesting regions or active sites [24], or the molecular mechanics force fields

optimization providing improved parameters [25,26].  Here we highlight other already feasible

yet less-regarded applications to the protein crystallographic refinement, in particular a definition

of conformation-dependent restraints [8,10]. However, direct combination of computational and

experimental data in quantum refinement procedures is also becoming possible [27,28].

Materials and Methods

All computations have been performed using alanine dipeptide (AcAlaNH2) (see Figure 1b) as

the molecular model. We have applied a B3LYP [29] density functional along with the dispersion

correction (D3) [30,31] and a medium size double-zeta plus polarization basis set, SNSD [32].

The B3LYP-D3/SNSD model  combines the  good description  of  structural  and spectroscopic

properties of small amino-acids and dipeptides [17,33] with the empirical dispersion correction,

which  might  be  important  for  correct  determination  of  the  three-dimensional  structure

[17,18,21,22].  The  B3LYP-D3  computations  have  been  also  applied  for  AMBER  FF99SB

reparameterisation  allowing  to  deliver  an  improved  AMBER-type  force  field  for  ,-

dialkylated-peptides [26]. 

All  computations  have  been  performed  using  GAUSSIAN  suite  of  programs  for  quantum

chemistry [34]. First,  the relative energies along the whole Ramachandran plot were obtained

from the relaxed two-dimensional (2D) scan, with the  and  dihedral angles varied from -180

to  180°,  in  10°  intervals.  For  each  of  1369  points  in  relaxed  2D scan,  all  other  structural



parameters  have  been  fully  optimized.   This  provided  a  potential  energy  surface  of  the

Ramachandran space.

The focus of this study is the “mountain-pass” regions. In order to accurately compare the QM

calculated  geometries  with  the  experimental  geometries,  a  new  set  of  calculations  were

performed with the ψ and φ constrained to lie on straight lines between the energy minima and

over  the  “mountain  pass”  regions.  These  lines  define  a  set  of  the  backbone  Ramachandran

orientations between −60°<  < +60° (in 5 intervals) and   +90° and −90° that follow the

minimum energy configurations though both “mountain pass” regions. The slope of these lines is

approximately equal to one in Ramachandran space. These leads to 50 points (25 for each of the

passes) for which the local geometries were obtained by fully optimizing all other structural

parameters.  In  order  to  cover  all  possible  dielectric  environments  computations  have  been

performed both in the gas phase and with =78, using polarizable continuum model [35] in its

integral  equation  formalism  (IEFPCM)  implementation  [36].  The  resulting  100  constrained

geometry optimization can be performed on a standard desktop computer.  For each value of φ

the structural parameters have been computed for each of the “mountain pass’ as an average of

both the gas phase and polar environment. Error bars correspond to the standard deviation (SD).

In order to facilitate visual comparison average parameters have been fitted to the sixth-order

polynomial,  reported as solid lines.  The Cartesian coordinates of B3LYP-D3/SNSD/IEFPCM

optimized  structures  corresponding  to  the  configurations  though  the  both  “mountain  pass”

regions are reported in the Supporting Information. Moreover, files with Cartesian coordinates

and B3LYP-D3/SNSD energies for  all  structures:  2D Ramachandran plot,  10 intervals,  and

“mountain” passes, 5  intervals are deposited at Dryad repository [37].



Results and Discussion

The  computed  energy  contours  (Fig.  2)  match  well  Ramachandran  plot  [38,39],  with

energetically allowed large basin (−180°<  < -60°) corresponding to the α-helix and β-sheet, a

smaller one characterized by   60°, and a transition zone between the favored conformations.

The latter span between the two regions where stable high-energy conformations (marked as blue

points in Fig. 2a) have been observed [11]. It should be noted that secondary structure effects

cannot be present in the potential energy surface due to the size of the peptide model.

The  good  agreement  between  computations  and  experimental  observations  validate  more

detailed analysis performed for the structures related to the two mountain regions marked as

green  lines  in  Figure  2a.   Classical  models  considered  these  regions  as  disallowed  due  to

“clashing” between the carbonyl  carbon (C) and the peptide oxygen of the previous residue

(O−1).  However, structural parameters from high-resolution structures show that in reality the

observed  O-1…C  distances  are  larger  than  2.6  Å,  with  the  averaged  values  at    0°,  of

approximately 2.7Å [11]. Figure 3 compares the computed B3LYP-D3 O-1…C distances with

experimentally  derived  averages  from Ref  [11]  as  well  as  standard  restraints  geometry  and

AMBER FF99SB force field values. It is clear that quantum chemical computations capture the

local geometry arrangements, without any additional ad hoc parameterization, while the standard

restraints paradigm leads to distance well below the 2.7 Å “extreme approach limit” [38] and

AMBER FF99SB predicts distances too large by about 0.15 Å. 

Local arrangements within O-1-C-1-N-C-C1 ring are also defined by the three bond angles: O-1-

C-1-N, C-1-N-C and N-C-C1, respectively. Figure 4 compares computed B3LYP-D3 values

with experimentally derived averages [11] and AMBER FF99SB force field results [11]. The



experimental O-1-C-1-N angle values vary between 122-124° with both FF99SB and B3LYP-D3

within 1° of the experimental results. The largest fluctuations in the reference data are observed

for the C-1-N-C angle: experimental averages vary from 120 to 127° with the maximum for 

 0° conformations. The B3LYP-D3 results are in closer agreement with experiment than the

AMBER values for all regions defined by higher data concentration (blue points).  Furthermore,

the QM values only slightly overestimate the average values close to maximum. By contrast, the

AMBER FF99SB force field computations overestimate experimental values by 2-4° over the

whole −60°<  < +60° range. Too large C-1-N-C angle is directly related to the overestimated

O-1…C distance. The final angle in Figure 4, the  N-C-C1 , has larger error bars due to the

more scattered experimental data. The agreement between the experimental values and both the

computational methods is similar over most of the range but AMBER is doing generally better

near =0. It can be also observed that B3LYP-D3 results computed for >0° and <0° for both

C-1-N-C and N-C-C1 angles tend to diverge at smallest and largest values of . B3LYP-D3

angles are smaller for >0° then for <0° in −60°<  < -35° range and larger in 35°<  < 60°

range. At variance, the experimental averages have been derived from data within −35°<   <

+35° and fitting both >0° and <0° passes together. Our computations suggest that separated

functions could better describe regions beyond these boundaries. Finally we note that a good

agreement between B3LYP-D3 computations and experimental data has been also obtained for

other bond angles, which show much smaller variations with respect to the  dihedral, and are

reported in Figure S2. In general, the quantum mechanical computations performed using the

small dipeptide molecular model predicted very accurate structural parameters within the local

O-1-C-1-N-C-C1  arrangement  for  unusual  conformations.  This  further  confirms  the  B3LYP-



D3/SNSD as an accurate and effective computational model that can be recommended also for

large  scale  computations  of  extended  data  sets  [19,39]  or  more  advance  computational

spectroscopy studies [22,40,41] of amino-acids, polypetides and protein models. 

Conclusions

This  work  adds  more  evidence  to  the  growing  data  that  B3LYP-D3  computations  can  be

considered as reliable and feasible tool for derivation of accurate structural parameters for non-

typical Ramachandran orientations. The method can be applied to the parameterization of areas

of  the  Ramachandran  space  where  paucity  of  accurate  reference  experimental  data  would

otherwise preclude any   reasonable parameterization. This could be applied to the special cases

of peptide links involving challenging peptides such as proline and to the rare cis-peptide or very

rare cis-non-proline configurations. There are even cases of two prolines in sequence that need

more reference structural information in order to provide reasonable geometries.

Moreover,  small  but  well  defined  model  systems  and  backbone  orientations  represent  a

computational strategy free from the influence of specific effects and allow determination of

generic properties even for cases where their extraction from experimental data can be difficult

due to lack of results spanning sufficiently different overall contexts.
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Figure Legends

Figure 1. Schematic representation of peptide bonding for “mountain region” Ala  (A:12) residue

from PDB entry 3VUR (a) and AcAlaNH2 molecular model (b).



Figure 2. Energy contours for AcAlaNH2 (from relaxed scan computed at the B3LYP-D3/SNSD

level) along with (a) experimental data between −35° <  < +35° from Ref. [11], all 146 reliable

observations (blue points) and the best-fit lines (green, see text and Ref. [11] for the details); (b)

plot showing about 100,000 data points (black dots) for general amino-acid types (not Gly, Pro,

or pre-Pro) in high-resolution crystal structures from Ref [39].





Figure 3. O−1…C distance plotted as a function of : B3LYP-D3/SNSD restrained optimization

(B3D3,  >0° purple,  <0° pink, averaged between two  calculations, the gas phase and =78

dielectric environment) compared to data from Ref. [11]: observed average (PDB, green dots and

error  bars),  each  data  point  from  observations  between  −35°  <   <  +35°   (blue  points),

empirically defined -dependent geometry functions (green line), standard geometry (StG, black

line), the AMBER FF99SB force field (FF99SB, orange line).



Figure  4.  O-1-C-1-N,  C-1-N-C and  N-C-C1,   bond angles  plotted as  a  function  of  :

B3LYP-D3/SNSD  restrained  optimization  (>0°  purple,  <0°  pink,  averaged  between  two

calculations, the gas phase and =78 dielectric environment) compared to data from Ref. [11]:

observed average (PDB, green dots and error bars), each data point from observations between

−35° <  < +35°  (blue points), empirically defined -dependent geometry functions (green line),

the AMBER FF99SB force field (FF99SB, orange line).






