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Chapter 1

Introduction

1.1 Problem statement

Compressible turbulent boundary layers are much more complex than incompressible turbulent boundary layers. Unlike incompressible turbulent boundary layers, compressible turbulent boundary layers require much more information to describe the flow. To describe the mean field alone, we need the mean density, mean viscosity, mean speed of sound, mean temperature, mean pressure, and mean Mach number profiles at the very least. To describe the turbulence structure, we need to take into account the turbulence statistics involving the velocity fluctuations but also many new quantities involving temperature, pressure, density, and viscosity fluctuations. While density-weighted averaging can provide a simpler way to account for most of these, we still need some additional variables to properly describe the flow. None of these complications emerge in incompressible flow, where the primary profiles that matter are the mean velocity profile and the turbulence statistics based on the velocity fluctuations alone.
Compressible turbulent boundary layers also introduce additional boundary conditions that greatly expand the parameter space researchers must consider. Primarily there are two additional boundary conditions: the freestream Mach number \( \text{Ma}_e = u_e / a_e \), where \( a_e \) is the speed of sound at the boundary layer’s edge; and the wall heat flux, \( q_w \) (or another equivalent variable). The wall heat flux also matters in incompressible turbulent boundary layers with heat transfer. These variables relate to the nature of the energy and heat transfer in the flow. They represent additional physical processes that we now must consider as fundamental to the physics of the boundary layers. For example, the Mach number controls for the amount of viscous heating in the boundary layer, and the wall heat flux controls for how much energy could enter or leave the domain. The nature of the heat transfer at the wall determines the kind of wall in the flow. An adiabatic wall is a wall that allows no heat to transfer through it, and an isothermal wall is a wall that has a constant temperature. The primary non-adiabatic wall condition is a “cold wall,” which is a wall that is colder than the flow above it (such that heat flows out through the wall).

How should we approach the study of compressible turbulent boundary layers when we need so much more information to characterize them? The classical answer, pursued since the 1930s, has been to find a way to compare them to incompressible turbulent boundary layers. This comparison is most often achieved via analogy by developing a transformation that converts compressible turbulent boundary layer data into “equivalent” incompressible boundary layer data. The goal is to capture the net effect of all of this new information and reduce it to something familiar and better understood: the incompressible law-of-the-wall.

An analogy exists between two different phenomena when corresponding behavior exists between the two. In our problem, an analogy would specify the corresponding incompress-
ible behavior of a compressible flow. For example, we can develop an analogy between the streamwise velocity in a compressible flow to the streamwise velocity in an incompressible flow. Such an analogy is usually referred to as a velocity transformation.

Researchers have identified many analogies in science and engineering. For example, a Reynolds analogy describes the relationship between momentum transfer and heat transfer in a system. In boundary layers, a specific form of the Reynolds analogy is a Crocco-Busemann relation (Busemann, 1931; Crocco, 1932a; Busemann, 1935), which relates the local velocity in a boundary layer to the local temperature. A common form of this analogy is (White, 2006, p. 509)

\[
\frac{d^2 T}{du^2} = -1. \tag{1.1}
\]

In this equation, \( T \) is the local temperature and \( u \) is the local streamwise velocity in a boundary layer. This equation seems a bit odd at first, but when solved with the correct boundary conditions, it allows its user to find out the temperature profile given the velocity profile and vice versa. This example demonstrates why analogies are powerful: they can greatly simplify analysis and problem solving.

Nonetheless, most analogies have some limitations. For example, a Crocco-Busemann relation only works for unity Prandtl numbers (Pr = 1). In all other circumstances the analogy breaks down due to our inability to match the thermal boundary layer thickness and the momentum boundary layer thickness. Still, the analogy remains useful, because gases like air have a Prandtl number of around 0.7. The analogy may no longer be exact, but it will suffice.

For our problem, we want to develop a transformation (analogy) that reduces compressible turbulent boundary layer data to incompressible form. In particular, we want to reduce
the compressible streamwise mean velocity to its familiar form as described by the law-of-the-wall. Such a transformation is often upheld as an example of the universal behavior of near-wall turbulence. Despite the changes in density and viscosity and other variables, the transformation demonstrates that the same law-of-the-wall is recovered, and therefore the same mechanisms driving the turbulence are expected to matter.

We can see the incompressible law-of-the-wall depicted in figure[1.1] The law-of-the-wall is the universal velocity scaling for the mean velocity profile (Prandtl, 1925 Kármán, 1930 Prandtl, 1932):

\[ u_+ = \frac{\bar{u}}{u_\tau} = f \left( y_+ = \frac{y}{\ell_v} \right), \]  

\[ (1.2) \]
where $u_\tau$ is the friction velocity, defined as
\[
 u_\tau = \sqrt{\tau_w / \varrho_r},
\]
and $\ell_v$ is the viscous length scale, defined as
\[
 \ell_v = \frac{\mu_r}{\varrho_r u_\tau}.
\]

Here, $\varrho_r$ is the constant density of the incompressible flow, and $\mu_r$ is the constant viscosity of the incompressible flow. Together, the dimensionless variables $u_+$ and $y_+$ form “plus units” or “wall units,” the standard notation for law-of-the-wall variables.

We can identify several regions of the flow in figure[1.1] The first region is the viscous sublayer, which covers up to $y_+ \approx 5$. In this region, viscosity dominates and damps out the turbulent fluctuations. The mean velocity profile in wall units is linear:
\[
 u_+ = y_+.
\]

Above the viscous sublayer is the buffer layer, and above that is the logarithmic region. In this region, the velocity profile can be described using a logarithm:
\[
 u_+ = \frac{1}{\kappa} \ln y_+ + C.
\]

Above the logarithmic region is the wake, and this is the only region where the difference between the channel velocity profile and the boundary layer velocity profile emerges. The boundary layer allows for spatial development, but a channel is a fully-developed flow between 2 parallel plates and undergoes no spatial development. Despite these physical differences, the velocity profiles are nearly identical when presented in wall units. This similarity demonstrates the power of the law-of-the-wall: we observe similar results even in quite different circumstances.
But this is the incompressible law-of-the-wall. If some sort of analogy holds, we expect a similar structure to the law-of-the-wall plots for compressible flows — a viscous sublayer, a buffer layer, a log-law, and a wake — and we might even be able to transform data to recover the incompressible law-of-the-wall in some circumstances. That is the goal of this dissertation. Nonetheless, we may not find an exact analogy to incompressible flows even if we can identify similar regions of the flow or even similar physics. While unfamiliar or especially complex problems are often understood using analogies to more familiar and simpler problems, we cannot always assume that new problems are analogous to old problems. When analogies break down, we must realize that some problems are just different than others and we cannot expect them to always be analogous to familiar material. Compressible turbulent boundary layers might just be their own kind of boundary layers, and the comparison to incompressible turbulent boundary layers may in fact be limited. This is important to state, because many techniques rely on such an analogy existing, when in fact it never has conclusively been proved to exist for all circumstances. The fact that we cannot develop a perfect analogy between compressible and incompressible turbulent boundary layers does not mean that they are beyond our understanding. It merely means that we cannot describe them in the terms we have already used to describe previous problems. The problem still could be solvable, just not equivalent or analogous to what we have previously known. It may be an whole different beast. And that is where the new physics lie.
1.2 Notation

1.2.1 Conventional notation

We need to relate two different flow regimes, so we need two different but corresponding sets of notation: one for a variable-property regime and another for a constant-property regime. The variable-property regime includes not just compressible flow but also variable-property incompressible flow. The constant-property regime covers incompressible flow without heat transfer, usually assumed to be just incompressible flow in general.

We will start by defining the types of averaging we will use. For some quantities, we will use conventional unweighted averaging. The average of a quantity $Q$ will be represented with an overbar like $\overline{Q}$. A fluctuation away from the conventional average is represented with a single prime, such that for any quantity

$$Q = \overline{Q} + Q'$$  \hspace{1cm} (1.7)

Compressible turbulence often involves flows with large amounts of density variation, so we will also use a second averaging system to simplify the equations: density-weighted averaging (Favre averaging). The advantage of density-weighted averaging is that the momentum equation stays in the same form regardless of how much the density varies. No terms involving density fluctuations appear. Density weighted averages are defined via the following relationship:

$$\tilde{Q} = \frac{\overline{\rho Q}}{\overline{\rho}}.$$  \hspace{1cm} (1.8)

A density-weighted average is represented with a tilde over the variable and a density-
weighted fluctuation is represented with double primes, such that for any quantity

\[ Q = \tilde{Q} + Q'' \]  

More properties of density-weighted averaging are discussed in Cebeci and Smith (1974) and Mieghem (1973).

### 1.2.2 Regime-dependent notation

For much of this dissertation I will not directly use this more conventional notation for the various averaging systems, since I will instead adopt a different notation that makes clear the relationship between variables in the different flow regimes. For the most part, lowercase letters represent untransformed (variable-property) variables, and uppercase letters represent transformed (constant-property) variables. This notation is somewhat limiting but does unambiguously distinguish between the regimes. Table [1.1] describes the different systems of notation used in more detail.

In general, the notation in table [1.1] follows established conventions, but a few variables require different symbols. The notation simplifies the symbol for the density-weighted mean velocity covariance (Reynolds stress) to a single letter for brevity. The notation also uses the symbol \( b \) for the mean stream function. This choice follows the standard notation for the vector potential (Panton, 2005), which generalizes the stream function. Moreover, the stream function follows its compressible flow definition:

\[ +\rho u = \frac{\partial b}{\partial y}, \]

\[ -\rho v = \frac{\partial b}{\partial x}. \]
<table>
<thead>
<tr>
<th>Quantity</th>
<th>&quot;untransformed&quot;</th>
<th>&quot;transformed&quot;</th>
<th>Conventional</th>
<th>Scale</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Variable-property</td>
<td>Constant-property</td>
<td>Conventional</td>
<td>Scale</td>
</tr>
<tr>
<td>Streamwise coordinate</td>
<td>$x$</td>
<td>$X$</td>
<td>$x$</td>
<td>$\ell_v$</td>
</tr>
<tr>
<td>Wall-normal coordinate</td>
<td>$y$</td>
<td>$Y$</td>
<td>$y$</td>
<td>$\ell_v$</td>
</tr>
<tr>
<td>Boundary layer thickness</td>
<td>$\delta$</td>
<td>$\Delta$</td>
<td>$\delta$</td>
<td>$\ell_v$</td>
</tr>
<tr>
<td>Channel half-height</td>
<td>$h$</td>
<td>$H$</td>
<td>$b$</td>
<td>$\ell_v$</td>
</tr>
<tr>
<td>Similarity length</td>
<td>$\ell$</td>
<td>$L$</td>
<td>$\ell$</td>
<td>$\ell_v$</td>
</tr>
<tr>
<td>Similarity coordinate</td>
<td>$\eta$</td>
<td>$\eta_s$</td>
<td>$\eta = y/\ell$</td>
<td>1</td>
</tr>
<tr>
<td>Streamwise density-weighted mean velocity</td>
<td>$u$</td>
<td>$U$</td>
<td>$\bar{u}$</td>
<td>$u_r$</td>
</tr>
<tr>
<td>Wall-normal density-weighted mean velocity</td>
<td>$v$</td>
<td>$V$</td>
<td>$\bar{v}$</td>
<td>$u_r$</td>
</tr>
<tr>
<td>Mean stream function</td>
<td>$b$</td>
<td>$B$</td>
<td>$\bar{\psi}$</td>
<td>$\bar{r}, u_r, \ell_v$</td>
</tr>
<tr>
<td>Mean density</td>
<td>$\rho$</td>
<td>$\rho_r$</td>
<td>$\bar{\rho}$</td>
<td>$\rho_r$</td>
</tr>
<tr>
<td>Mean viscosity</td>
<td>$\mu$</td>
<td>$\mu_r$</td>
<td>$\bar{\mu}$</td>
<td>$\mu_r$</td>
</tr>
<tr>
<td>Mean shear stress</td>
<td>$t$</td>
<td>$T$</td>
<td>$\tau = \mu \frac{\partial u}{\partial y} - \bar{\nu} \bar{u} \bar{v'} \prime$</td>
<td>$\tau_w$</td>
</tr>
<tr>
<td>Mean pressure</td>
<td>$p$</td>
<td>$P$</td>
<td>$\bar{P}$</td>
<td>$\tau_w$</td>
</tr>
<tr>
<td>Density-weighted mean velocity covariance</td>
<td>$r$</td>
<td>$R$</td>
<td>$\bar{u'} \bar{v''}$</td>
<td>$u_r^2$</td>
</tr>
</tbody>
</table>

Table 1.1: Systems of notation
Table 1.1 does have one slight though intentional inconsistency in notation. The primary difference between the variable-property regime and the constant-property regime is represented through the mean density and viscosity values. In the constant-property regime, these are taken at certain reference conditions and as such are constant values by definition. In general, the reference values are arbitrary, since the transformation should work for all constant-property flows. Hence, the subscript $r$ is used. However, in practice, we must pick a single, constant reference value. The wall value is standard and simplifies many quantities when integrating from the wall, so I used it in all calculations. Moreover, the wall shear stress $\tau_w$ is assumed to be the same in both regimes, so using the wall value as a standard extends that assumption.

Using these reference values, we now can define the scales for each of the variables in table 1.1. The friction velocity is

$$u_r = \sqrt{\tau_w/\rho_r}.$$  \hspace{1cm} (1.3)$$

The wall shear stress depends on the streamwise coordinate $x$ and again is assumed to be the same value in both regimes. The viscous length scale is

$$\ell_v = \frac{\mu_r}{\rho_r u_r}.$$  \hspace{2cm} (1.4)$$

However, the choice of the wall value as the reference value creates a conflict between theory and practice. In theory the reference value is a constant, but in practice the wall value changes in the streamwise direction. The issue is that the reference value must be a constant so that it represents a transformed flow with constant properties. We can resolve this conflict by picking a single wall value rather than using the local wall value. This conflict does not emerge in channels or isothermal wall boundary layers or in any of the data selected in the database (see the next section), since each flow only had a single profile available (none showing the spatial development of the flow). In those cases, which wall value to use is unambiguous.
For each of the quantities in table 1.1 we can define a dimensionless wall units value (plus units) using the scale given in the final column. The same scale applies to both the variable-property and constant-property notations. For example, consider the streamwise coordinate:

\[
x_+ = \frac{x}{\ell_v},
\]

\[
X_+ = \frac{X}{\ell_v}.
\]

Finally, we must define the friction Reynolds number for both regimes. Again, we use the same scales even though the regimes themselves are different:

\[
Re_r = \delta_+ = \frac{\delta}{\ell_v} = \frac{\rho_r u_r \delta}{\mu_r},
\]

\[
Re_{r,eq} = \Delta_+ = \frac{\Delta}{\ell_v} = \frac{\rho_r u_r \Delta}{\mu_r}.
\]

### 1.2.3 Additional notation

Additional variables are defined in table 1.2.

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Symbol and definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Speed of sound</td>
<td>(a)</td>
</tr>
<tr>
<td>Temperature</td>
<td>(T)</td>
</tr>
<tr>
<td>Edge Mach number</td>
<td>(Ma_e = \frac{\tilde{u}_e}{a_e})</td>
</tr>
<tr>
<td>Dimensionless wall heat flux</td>
<td>(B_q = \frac{q_w}{\rho_r c_{p,r} T_r u_r})</td>
</tr>
<tr>
<td>Momentum thickness</td>
<td>(\theta)</td>
</tr>
</tbody>
</table>

Table 1.2: Additional notation
1.3 Database of direct numerical simulations

The ideas and questions raised here are broad and as such require a large amount of data to both verify and falsify. As a consequence, I have assembled a large database of direct numerical simulation cases to use. Tables 1.3 and 1.4 list all of the direct numerical simulations cited in this dissertation.

I selected a wide variety of incompressible flow cases to ensure that an incompressible reference profile exists at any suitable Reynolds number. However, several criteria limited what data I could include for the compressible flow cases. Near-wall resolution was the primary selection criteria for the compressible flow cases. As discussed in Trettel and Larsson (2016), transformations that endeavor to correctly transform the viscous sublayer require data in the viscous sublayer. As a consequence, the transformation derived in Trettel and Larsson (2016) requires data around $y_+ \approx 5$. This requirement disqualifies most experiments, unfortunately.

There were several secondary selection criteria. All of these involved ensuring that there was enough data to transform the boundary layer in the first place. To that end, viscosity profiles were required, though temperature profiles could serve as a substitute provided that we approximate the mean viscosity via a Taylor series expansion:

$$\bar{\mu} \approx f(T = \bar{T}) + \frac{1}{2} \left. \frac{d^2 f}{dT^2} \right|_{T=\bar{T}} (T')^2. \tag{1.16}$$

Here, the instantaneous viscosity $\mu$ is defined through a viscosity law $f(T)$. This formula approximates the mean viscosity provided we are given the mean temperature and possibly

\footnote{Another secondary selection criteria was accurate wall shear stress measurements. However, the near-wall resolution requirements mandated that the database only include direct numerical simulations, so all wall shear stress data are accurate.}
the RMS temperature fluctuations.

<table>
<thead>
<tr>
<th>Identifier</th>
<th>Source</th>
<th>$Ma_e$</th>
<th>$Re_T$</th>
<th>$Re_{r,SL}$</th>
<th>$B_q$</th>
<th>$n_y$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2010-Jimenez-DNS-0101</td>
<td>Jiménez et al. (2010)</td>
<td>0.0</td>
<td>445.5</td>
<td>445.5</td>
<td>+0.000</td>
<td>345</td>
</tr>
<tr>
<td>2010-Jimenez-DNS-0201</td>
<td>Jiménez et al. (2010)</td>
<td>0.0</td>
<td>577.8</td>
<td>577.8</td>
<td>+0.000</td>
<td>345</td>
</tr>
<tr>
<td>2010-Jimenez-DNS-0301</td>
<td>Jiménez et al. (2010)</td>
<td>0.0</td>
<td>690.4</td>
<td>690.4</td>
<td>+0.000</td>
<td>345</td>
</tr>
<tr>
<td>2010-Jimenez-DNS-0401</td>
<td>Sillero et al. (2013)</td>
<td>0.0</td>
<td>1306.9</td>
<td>1306.9</td>
<td>+0.000</td>
<td>535</td>
</tr>
<tr>
<td>2010-Jimenez-DNS-0501</td>
<td>Sillero et al. (2013)</td>
<td>0.0</td>
<td>1437.1</td>
<td>1437.1</td>
<td>+0.000</td>
<td>535</td>
</tr>
<tr>
<td>2010-Jimenez-DNS-0601</td>
<td>Sillero et al. (2013)</td>
<td>0.0</td>
<td>1571.2</td>
<td>1571.2</td>
<td>+0.000</td>
<td>535</td>
</tr>
<tr>
<td>2010-Jimenez-DNS-0701</td>
<td>Sillero et al. (2013)</td>
<td>0.0</td>
<td>1709.5</td>
<td>1709.5</td>
<td>+0.000</td>
<td>535</td>
</tr>
<tr>
<td>2010-Jimenez-DNS-0801</td>
<td>Sillero et al. (2013)</td>
<td>0.0</td>
<td>1847.7</td>
<td>1847.7</td>
<td>+0.000</td>
<td>535</td>
</tr>
<tr>
<td>2010-Jimenez-DNS-0901</td>
<td>Sillero et al. (2013)</td>
<td>0.0</td>
<td>1989.5</td>
<td>1989.5</td>
<td>+0.000</td>
<td>535</td>
</tr>
<tr>
<td>2010-Schlatter-DNS-0101</td>
<td>Schlatter et al. (2010)</td>
<td>0.0</td>
<td>252.3</td>
<td>252.3</td>
<td>+0.000</td>
<td>513</td>
</tr>
<tr>
<td>2010-Schlatter-DNS-0201</td>
<td>Schlatter et al. (2010)</td>
<td>0.0</td>
<td>359.4</td>
<td>359.4</td>
<td>+0.000</td>
<td>513</td>
</tr>
<tr>
<td>2010-Schlatter-DNS-0301</td>
<td>Schlatter et al. (2010)</td>
<td>0.0</td>
<td>492.2</td>
<td>492.2</td>
<td>+0.000</td>
<td>513</td>
</tr>
<tr>
<td>2010-Schlatter-DNS-0401</td>
<td>Schlatter et al. (2010)</td>
<td>0.0</td>
<td>671.1</td>
<td>671.1</td>
<td>+0.000</td>
<td>513</td>
</tr>
<tr>
<td>2010-Schlatter-DNS-0501</td>
<td>Schlatter et al. (2010)</td>
<td>0.0</td>
<td>830.0</td>
<td>830.0</td>
<td>+0.000</td>
<td>513</td>
</tr>
<tr>
<td>2010-Schlatter-DNS-0601</td>
<td>Schlatter et al. (2010)</td>
<td>0.0</td>
<td>974.2</td>
<td>974.2</td>
<td>+0.000</td>
<td>513</td>
</tr>
<tr>
<td>2010-Schlatter-DNS-0701</td>
<td>Schlatter et al. (2010)</td>
<td>0.0</td>
<td>1043.4</td>
<td>1043.4</td>
<td>+0.000</td>
<td>513</td>
</tr>
<tr>
<td>2010-Schlatter-DNS-0801</td>
<td>Schlatter et al. (2010)</td>
<td>0.0</td>
<td>1145.2</td>
<td>1145.2</td>
<td>+0.000</td>
<td>513</td>
</tr>
<tr>
<td>2010-Schlatter-DNS-0901</td>
<td>Schlatter et al. (2010)</td>
<td>0.0</td>
<td>1244.8</td>
<td>1244.8</td>
<td>+0.000</td>
<td>513</td>
</tr>
</tbody>
</table>

Continued on the next page.
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<table>
<thead>
<tr>
<th>Identifier</th>
<th>Source</th>
<th>$Ma_e$</th>
<th>$Re_r$</th>
<th>$Re_{r,SL}$</th>
<th>$B_q$</th>
<th>$n_y$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2010-Schlatter-DNS-1001</td>
<td>Schlatter et al. (2010)</td>
<td>0.0</td>
<td>1271.5</td>
<td>1271.5</td>
<td>+0.000</td>
<td>513</td>
</tr>
<tr>
<td>2011-Pirozzoli-DNS-0101</td>
<td>Pirozzoli et al. (2011)</td>
<td>2.0</td>
<td>204.8</td>
<td>421.3</td>
<td>+0.001</td>
<td>171</td>
</tr>
<tr>
<td>2011-Pirozzoli-DNS-0201</td>
<td>Pirozzoli et al. (2011)</td>
<td>2.0</td>
<td>251.9</td>
<td>518.3</td>
<td>+0.001</td>
<td>171</td>
</tr>
<tr>
<td>2011-Pirozzoli-DNS-0301</td>
<td>Pirozzoli et al. (2011)</td>
<td>2.0</td>
<td>447.8</td>
<td>920.5</td>
<td>+0.001</td>
<td>221</td>
</tr>
<tr>
<td>2011-Pirozzoli-DNS-0401</td>
<td>Pirozzoli et al. (2011)</td>
<td>2.0</td>
<td>583.1</td>
<td>1198.9</td>
<td>+0.001</td>
<td>221</td>
</tr>
<tr>
<td>2011-Pirozzoli-DNS-0501</td>
<td>Pirozzoli et al. (2011)</td>
<td>2.0</td>
<td>842.6</td>
<td>1732.3</td>
<td>+0.001</td>
<td>331</td>
</tr>
<tr>
<td>2011-Pirozzoli-DNS-0601</td>
<td>Pirozzoli et al. (2011)</td>
<td>2.0</td>
<td>898.5</td>
<td>1847.3</td>
<td>+0.001</td>
<td>331</td>
</tr>
<tr>
<td>2011-Pirozzoli-DNS-0701</td>
<td>Pirozzoli et al. (2011)</td>
<td>2.0</td>
<td>998.1</td>
<td>2052.0</td>
<td>+0.001</td>
<td>331</td>
</tr>
<tr>
<td>2011-Pirozzoli-DNS-0801</td>
<td>Pirozzoli et al. (2011)</td>
<td>2.0</td>
<td>1113.4</td>
<td>2289.4</td>
<td>+0.001</td>
<td>331</td>
</tr>
<tr>
<td>2011-Pirozzoli-DNS-0901</td>
<td>Pirozzoli et al. (2011)</td>
<td>3.0</td>
<td>402.5</td>
<td>1556.7</td>
<td>+0.003</td>
<td>221</td>
</tr>
<tr>
<td>2011-Pirozzoli-DNS-1001</td>
<td>Pirozzoli et al. (2011)</td>
<td>3.0</td>
<td>502.0</td>
<td>1941.0</td>
<td>+0.003</td>
<td>221</td>
</tr>
<tr>
<td>2011-Pirozzoli-DNS-1101</td>
<td>Pirozzoli et al. (2011)</td>
<td>4.0</td>
<td>398.2</td>
<td>2175.8</td>
<td>+0.003</td>
<td>221</td>
</tr>
<tr>
<td>2011-Pirozzoli-DNS-1201</td>
<td>Pirozzoli et al. (2011)</td>
<td>4.0</td>
<td>504.6</td>
<td>2755.0</td>
<td>+0.003</td>
<td>221</td>
</tr>
<tr>
<td>2018-Zhang-DNS-0101</td>
<td>Zhang et al. (2018)</td>
<td>2.5</td>
<td>510.0</td>
<td>1263.9</td>
<td>+0.001</td>
<td>260</td>
</tr>
<tr>
<td>2018-Zhang-DNS-0201</td>
<td>Zhang et al. (2018)</td>
<td>5.9</td>
<td>450.0</td>
<td>1126.5</td>
<td>-0.138</td>
<td>330</td>
</tr>
<tr>
<td>2018-Zhang-DNS-0301</td>
<td>Zhang et al. (2018)</td>
<td>5.9</td>
<td>453.0</td>
<td>5305.8</td>
<td>-0.018</td>
<td>310</td>
</tr>
<tr>
<td>2018-Zhang-DNS-0401</td>
<td>Zhang et al. (2018)</td>
<td>7.9</td>
<td>480.0</td>
<td>5635.9</td>
<td>-0.058</td>
<td>310</td>
</tr>
<tr>
<td>2018-Zhang-DNS-0501</td>
<td>Zhang et al. (2018)</td>
<td>13.7</td>
<td>646.0</td>
<td>10052.3</td>
<td>-0.192</td>
<td>430</td>
</tr>
</tbody>
</table>

End of table.
Table 1.4: List of direct numerical simulations of channels cited and used

<table>
<thead>
<tr>
<th>Identifier</th>
<th>Source</th>
<th>$Ma_c$</th>
<th>$Re_T$</th>
<th>$Re_{r,SL}$</th>
<th>$B_q$</th>
<th>$n_y$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1999-Moser-DNS-0101</td>
<td>Moser et al. (1999)</td>
<td>0.0</td>
<td>178.1</td>
<td>178.1</td>
<td>+0.000</td>
<td>65</td>
</tr>
<tr>
<td>1999-Moser-DNS-0201</td>
<td>Moser et al. (1999)</td>
<td>0.0</td>
<td>392.2</td>
<td>392.2</td>
<td>+0.000</td>
<td>129</td>
</tr>
<tr>
<td>1999-Moser-DNS-0301</td>
<td>Moser et al. (1999)</td>
<td>0.0</td>
<td>587.2</td>
<td>587.2</td>
<td>+0.000</td>
<td>129</td>
</tr>
<tr>
<td>2016-Trettel-DNS-0101</td>
<td>Trettel and Larsson (2016)</td>
<td>0.8</td>
<td>437.4</td>
<td>396.4</td>
<td>-0.011</td>
<td>90</td>
</tr>
<tr>
<td>2016-Trettel-DNS-0201</td>
<td>Trettel and Larsson (2016)</td>
<td>0.8</td>
<td>652.1</td>
<td>591.1</td>
<td>-0.010</td>
<td>130</td>
</tr>
<tr>
<td>2016-Trettel-DNS-0301</td>
<td>Trettel and Larsson (2016)</td>
<td>1.6</td>
<td>321.6</td>
<td>196.6</td>
<td>-0.057</td>
<td>66</td>
</tr>
<tr>
<td>2016-Trettel-DNS-0401</td>
<td>Trettel and Larsson (2016)</td>
<td>1.6</td>
<td>663.1</td>
<td>406.3</td>
<td>-0.053</td>
<td>125</td>
</tr>
<tr>
<td>2016-Trettel-DNS-0501</td>
<td>Trettel and Larsson (2016)</td>
<td>1.6</td>
<td>971.7</td>
<td>595.8</td>
<td>-0.050</td>
<td>194</td>
</tr>
<tr>
<td>2016-Trettel-DNS-0601</td>
<td>Trettel and Larsson (2016)</td>
<td>2.2</td>
<td>649.9</td>
<td>208.3</td>
<td>-0.131</td>
<td>130</td>
</tr>
<tr>
<td>2016-Trettel-DNS-0701</td>
<td>Trettel and Larsson (2016)</td>
<td>2.2</td>
<td>1232.5</td>
<td>395.5</td>
<td>-0.123</td>
<td>242</td>
</tr>
<tr>
<td>2016-Trettel-DNS-0801</td>
<td>Trettel and Larsson (2016)</td>
<td>2.2</td>
<td>1876.1</td>
<td>600.7</td>
<td>-0.116</td>
<td>210</td>
</tr>
<tr>
<td>2016-Trettel-DNS-0901</td>
<td>Trettel and Larsson (2016)</td>
<td>2.4</td>
<td>1017.5</td>
<td>202.8</td>
<td>-0.189</td>
<td>194</td>
</tr>
</tbody>
</table>

The database lacks data in several areas. All boundary layer cases are zero-pressure-gradient, for example. Only limited data is available for adverse or favorable pressure gradient compressible turbulent boundary layers, so I excluded these cases from the database. Most boundary layer cases are adiabatic wall cases. The database contains only a few cold wall boundary layer cases (cases where heat flows from the fluid out through the wall). Again, most cases in
the literature are adiabatic wall cases (cases where no heat flows through the wall). As such, the
database has excellent coverage of adiabatic wall boundary layer behavior but poor coverage
of cold wall behavior.

To improve the coverage of cold wall behavior, I also included channel flows in the database.
There are several differences between boundary layers and channels. Some differences emerge
from channels having no spatial development. All derivatives in the streamwise direction are
zero. As a consequence, the mean dilation rate is always zero, so the effects of compressibility
fundamentally differ from boundary layers. Channels always have a pressure gradient and al-
ways have cold walls (and the wall heat transfer rate depends on the Mach number). Channels
also have a known linear shear stress distribution (not true in boundary layers). Despite these
differences, the channel flow data greatly expand the database to cover a wide range of Mach
numbers, Reynolds numbers, and wall heat transfer rates.

1.4 Previous work

This section details two previous “classical” approaches to solving this problem. The next
chapter details a more modern method published more recently (Trettel and Larsson, 2016).

1.4.1 The Van Driest transformation

The classical solution to convert compressible turbulent boundary layer data into equivalent
incompressible turbulent boundary layer data is the Van Driest transformation (Van Driest,
1951; Danberg, 1964). The transformation is based off the log-law velocity profile. The coor-
dinate and velocity transformations are

\[ Y_{VD,+} = y_+ = \frac{\rho_r u_r y}{\mu_r} , \quad (1.17) \]

\[ U_{VD,+} = \int_0^{y_+} \left( \frac{\rho}{\rho_r} \right)^{+1/2} d\mu_+ = \int_0^{u} \frac{du}{\sqrt{\tau_w/\rho}} . \quad (1.18) \]

The most common form

The coordinate itself is simply the wall-normal coordinate in wall units without any adjustment. The velocity transformation does all of the work. We can think of the velocity transformation as an analogy between differential changes in the transformed and untransformed velocities:

\[ dU_{VD,+} = \frac{du}{\sqrt{\tau_w/\rho}} . \quad (1.19) \]

Here, the left-hand side represents a differential change in the dimensionless equivalent incompressible velocity, and the right-hand side represents a differential change in the velocity divided by a local friction velocity. The equation adjusts the velocity profile for local changes in the friction velocity, in other words. To calculate the transformed velocity at any one point, you must integrate the velocities from the wall to the point in question. It may seem odd to integrate with respect to the streamwise velocity rather than the wall-normal coordinate, but this formula is how it has been done in practice. The practice’s validity relies on the streamwise velocity being monotonic, which is true for all non-separating boundary layers. An equivalent formula that uses the wall-normal coordinate is

\[ U_{VD,+} = \int_0^{y_+} \left( \frac{\rho}{\rho_r} \right)^{+1/2} \frac{du_+}{dy_+} dy_+ . \quad (1.20) \]

We can simplify this formula to the common form using the chain rule.

Figure 1.2 depicts the Van Driest transformation applied to an adiabatic wall boundary layer. You may look at this figure and marvel at the near perfect fit. Why do we need to continue...
Figure 1.2: VD-transformed law-of-the-wall for 2011-Pirozzoli-DNS-0801 at $Re_{eq} = 1113.4$, compared to the incompressible reference of 2010-Schlatter-DNS-0801 at $Re = 1145.2$. Solid red line, transformed profile; dotted red line, untransformed profile; dashed black line, incompressible reference.
Figure 1.3: VD-transformed law-of-the-wall for 2016-Trettel-DNS-0901 at \( \text{Re}_{\text{eq}} = 1017.5 \), compared to the incompressible reference of 1999-Moser-DNS-0301 at \( \text{Re}_r = 587.2 \). Solid red line, transformed profile; dotted red line, untransformed profile; dashed black line, incompressible reference.

when the answer appears to be at hand? The problem is that the Van Driest transformation only works for adiabatic wall boundary layers like the one depicted. Looking at the untransformed velocity profile makes apparent why: the untransformed profile hardly disagrees with the incompressible reference profile. In fact, it only begins to deviate at \( y_+ \approx 20 \), well past the viscous sublayer and into the buffer layer.

Figures 1.3 and 1.4 depict the Van Driest transformation applied to a channel flow and a cold wall boundary layer. Neither flow has an adiabatic wall, and in neither case does the Van Driest transformed profile match the incompressible reference at the same Reynolds number. Danberg (1964) first noticed this mismatch experimentally but Coleman et al. (1995) and
Figure 1.4: VD-transformed law-of-the-wall for 2018–Zhang–DNS–0201 at $Re_{eq} = 450.0$, compared to the incompressible reference of 2010–Jimenez–DNS–0101 at $Re_r = 445.5$. Solid red line, transformed profile; dotted red line, untransformed profile; dashed black line, incompressible reference.
Huang et al. (1995) re-discovered it later when running channel simulations. Later boundary layer studies confirmed it (Maeder, 2000; Duan et al., 2010).

Note that despite the transformation failing to match the incompressible profiles, both of the transformed profiles nonetheless have roughly analogous regions of the flow. The profiles are stretched, but there still is a viscous sublayer, a buffer layer, a log-law region, and a wake. The untransformed profile for the channel, however, does not appear to have the correct von Kármán constant for the log-law, but the transformation does in fact correct for that. In the end, despite the Van Driest transformation’s failure, it still results in an answer that is roughly analogous to the incompressible answer.

We can measure how much the Van Driest-transformed (VD-transformed) profile disagrees with the incompressible reference profile using 2 quantities:

1. the error in the transformed viscous sublayer slope $S$, and
2. the error in the transformed log-law intercept $C$.

From the viscous sublayer velocity profile (equation 1.5), we can see that the viscous sublayer slope should roughly equal 1 (in practice the value is slightly less than 1). The log-law intercept varies slightly based on the flow type and the Reynolds number but should be around 5 (roughly).

Figure 1.5 plots the negative of the heat flux through the wall against the error in the measured viscous sublayer slope (measured up to $y_+ = 4$). The data forms a single curve that increases as the wall becomes colder. Figure 1.6 plots the negative of the heat flux through the wall against the error in the measured log-law intercept. This plot is much more scattered, but the error still increases as the wall becomes colder. Note that all adiabatic wall cases have little
Figure 1.5: Error in the viscous sublayer slope for the VD-transformation as a function of the wall heat flux
error, in general, though there is some scatter nonetheless.

However, I must note that while the wall heat flux appears to control the error, we still have not established the precise mechanism through the wall heat flux causes the transformed profile to change from the incompressible reference profile. The wall heat flux controls for the error but we still have not established why the error occurs in the first place. I discuss this mechanism in chapter 2.

1.4.2 The viscous sublayer transformation

The error in the viscous sublayer slope can be corrected using a different transformation than the Van Driest transformation. The viscous sublayer transformation (Carvin et al., 1988; Smits et al., 2006) derives from the same arguments used to derive the viscous sublayer velocity pro-
file for incompressible flow. In fact, we can consider it the compressible version of the viscous sublayer velocity profile. The viscous sublayer transformation is

\[
Y_{\text{VS,}+} = y_+ = \frac{\varrho_r u_+ y_+}{\mu_r},
\]

\[
U_{\text{VS,}+} = \int_0^{u_+} \frac{\mu}{\mu_r} \mathrm{d}u_+.
\]

Because this transformation is explicitly based upon a stress balance taken at the wall, its validity falls apart outside of the viscous sublayer. Nonetheless, it does in fact collapse all profiles in the viscous sublayer. Figures 1.7, 1.8, and 1.9 depict the viscous sublayer transformed (VS-transformed) profiles for the same 3 cases depicted before. In all 3 cases, the match in the viscous sublayer is nearly perfect, but the transformed profiles outside of the viscous sublayer bear no resemblance to the incompressible law-of-the-wall at all in some cases. Consider the channel case. The profile “takes off” and no log-law even appears. We should expect this kind of behavior, because the analogy here is expressly limited by the physics used to derive the transformation, and those physics apply only to the viscous sublayer.

### 1.4.3 Some thoughts before continuing

Here I have reviewed the 2 classical transformations used before the last 10 years or so. In both cases, the physics used to derive the transformation ultimately limit the transformation

\[
Y_{\text{CH,}+} = \int_0^{y_+} \left( \frac{\mu_r}{\mu} \right) \mathrm{d}y_+ ,
\]

\[
U_{\text{CH,}+} = u_+ .
\]

Brun et al. [2008] used this coordinate in their transformation, for example, as an attempt to match the profile in the viscous sublayer.
Figure 1.7: VS-transformed law-of-the-wall for 2011-Pirozzoli-DNS-0801 at $Re_{r,eq} = 1113.4$, compared to the incompressible reference of 2010-Schlatter-DNS-0801 at $Re_r = 1145.2$. Solid red line, transformed profile; dotted red line, untransformed profile; dashed black line, incompressible reference.
Figure 1.8: VS-transformed law-of-the-wall for 2016-Trettel-DNS-0901 at \( Re_{\tau,eq} = 1017.5 \), compared to the incompressible reference of 1999-Moser-DNS-0301 at \( Re_\tau = 587.2 \). Solid red line, transformed profile; dotted red line, untransformed profile; dashed black line, incompressible reference.
Figure 1.9: VS-transformed law-of-the-wall for 2018–Zhang–DNS–0201 at $Re_{\text{eq}} = 450.0$, compared to the incompressible reference of 2010–Jimenez–DNS–0101 at $Re_r = 445.5$. Solid red line, transformed profile; dotted red line, untransformed profile; dashed black line, incompressible reference.
and where it remains valid. The Van Driest transformation derives only from the log-law, so the untransformed profile must match the incompressible profile below $y_* \approx 30$ for the Van Driest transformation to work. Therefore, the Van Driest transformation can only work for adiabatic wall boundary layers (which by definition do not have any heat transfer near the wall, so they behave like incompressible boundary layers for some distance). The viscous sublayer layer transformation derives only from the physics of the viscous sublayer, so its validity is limited to the viscous sublayer only.

Individually, these transformations are faithful to the physics they consider, and if those were the only physics that matter, they would work in general. But each transformation neglects the physics that the other transformation considers, and fails for that reason. The next approach, considered in chapter 2 and developed independently by several research groups over the last few years, seeks to develop a transformation that obeys both sets of physics that the Van Driest transformation and viscous sublayer transformation obey. The goal is to develop a more general analogy that it not limited to any particular region of the flow.
Chapter 2

The Trettel-Larsson transformation

2.1 Motivation

Why does the Van Driest transformation fail for cold walls? This question recently drove several researchers\(^1\) to develop an alternative transformation to the Van Driest transformation. As shown in the previous section, the error in the Van Driest transformation increases as the wall heat flux increases. We can measure the error in two locations — the error in the viscous

\(^1\) I use the term “Trettel-Larsson transformation” because that term is already popular. However, I should also recognize the work of others. This transformation is a textbook case of multiple discovery, when multiple researchers working independently arrive at the same result at the same time. I first derived the TL transformation theory in 2014 while working on my master’s thesis under the direction of Prof. Johan Larsson at the University of Maryland, College Park (Trettel, 2015). Prof. Larsson and I published a paper on the subject in early 2016 (Trettel and Larsson, 2016), but around the same time two other research groups also published papers on the same theory (Modesti et al., 2016; Patel et al., 2016), though they arrived at the result using somewhat different methods. I was pleasantly surprised when I found out. As the old saying goes, nobody believes the theory except the theorist, but at least here I had good company.
sublayer, and the error in the log-law intercept — but only the error in the viscous sublayer had a near perfect correlation with the wall heat flux. Moreover, a second transformation (the viscous sublayer transformation) clearly shows how to remove the error in the viscous sublayer, but this transformation’s validity is limited to the viscous sublayer alone.

Nonetheless, the viscous sublayer transformation contains an idea that the Van Driest transformation lacks: momentum conservation. Granted, the viscous sublayer transformation uses a momentum conservation condition that only works in the viscous sublayer, but the idea has merit. We can now understand the physical mechanism that explains why the Van Driest transformation fails. The viscosity profile changes, and without adjusting for the changes in viscosity, the transformed momentum cannot be conserved. If we do adjust for the effects of viscosity and correct for the momentum imbalance, then the profile should at the least match through the viscous sublayer and possibly through the buffer layer, at which point the log-law aspects of the transformation (the basis of the Van Driest transformation) take over. The goal for the transformation described in this chapter is to satisfy the same conditions that lead to the Van Driest transformation while also satisfying momentum conservation in a simplified manner (the stress balance condition). The result is the so-called “Trettel-Larsson transformation” (Trettel, 2015; Trettel and Larsson, 2016; Modesti et al., 2016; Patel et al., 2016) or TL transformation for short.

### 2.2 The chain rule for one-dimensional shear flows

The Van Driest and Trettel-Larsson transformations assume that the flow is a simple one-dimensional shear flow. They neglect the spatial development in the flow. This assumption
greatly simplifies the mathematics involved, though it cannot be justified physically, seeing as boundary layers do in fact have spatial development. Nevertheless, the approach has some advantages that we will see shortly.

Consider a simple shear flow. If we wanted to transform the coordinate and velocity in this flow, we would have consider the velocity gradients. We can relate the velocity gradients using the chain rule:

\[
\frac{du}{dy} = \frac{du}{dU} \frac{dU}{dY} \frac{dY}{dy},
\]

\[
\frac{dU}{dY} = \frac{dU}{du} \frac{du}{dy} \frac{du}{dY} \frac{dY}{dy}.
\]

The first equation writes the untransformed velocity gradient \( \frac{du}{dy} \) in terms of the transformed velocity gradient \( \frac{dU}{dY} \), and the second equation writes the transformed velocity gradient \( \frac{dU}{dY} \) in terms of the untransformed velocity gradient \( \frac{du}{dy} \). The term \( \frac{dU}{du} \) is the velocity transformation and the term \( \frac{dY}{dy} \) is the coordinate transformation. These two variables are the variables we will later solve for. Using these variables, we can calculate the transformed coordinate and transformed velocity by integrating:

\[
Y = \int_0^y \frac{dY}{dy} dy,
\]

\[
U = \int_0^u \frac{dU}{du} du.
\]

As noted in chapter I, we can integrate in terms of the streamwise velocity since it increases monotonically for non-separating flows. Therefore it always acts as a surrogate for the coordinate. Of course, in both cases we assume that the transformation itself is monotonic, since these equations only make physical sense if it is. Any non-monotonicity would suggest a breakdown in whatever theory we are developing.
Since the flow is one-dimensional, all derivatives are exact. This property allows us to exploit the simple inverse relationships between the derivatives:

\[
\frac{dY}{dy} = \left(\frac{dy}{dY}\right)^{-1},
\]

\[
\frac{dU}{du} = \left(\frac{du}{dU}\right)^{-1}.
\]

This property is only true for one-dimensional flows. For higher-dimensional flows, the inverse relationships are much more complicated (see chapter [3]).

Before moving on, I should describe the transformation procedure that I will use. The procedure requires that we already have a version of the chain rule relating variables in both regimes. This step is trivial here but quite involved in chapter [5].

The procedure takes three steps:

1. First, I will write the constant-property and variable-property equations to be in terms of the same constant.

2. Next, I will apply the chain rule to the variable-property form of the equation, writing it in terms of constant-property variables.

3. Finally, I will set each component of the variable-property equation equal to its corresponding component in the constant-property equation.

Here, a component is a term in an equation or even a group of terms acting as a single unit. I will give a more concrete example of this in the next section.

The first and final steps require some interpretation. In the first step there is ambiguity in deciding how to represent the equation — what constant the equation should equal — and this ambiguity comes up again in chapter [5] in the context of the stress balance. In the final step
there is ambiguity in deciding what constitutes a component, and this ambiguity comes up in chapter 5 in particular in the context of the production rate terms. For the moment, we will ignore these issues and concentrate on how previous studies have approached the transformation problem and how the coordinate and velocity transformations turn each component of the variable-property equation into a corresponding component of the constant-property equation.

2.3 Stress balance condition

Momentum conservation in boundary layers is represented through the following equation:

\[ \rho u \frac{\partial u}{\partial x} + \rho v \frac{\partial u}{\partial y} = -\frac{dp}{dx} + \frac{\partial t}{\partial y}, \tag{2.7} \]

where the total shear stress is \( t = \mu \frac{\partial u}{\partial y} - \rho r_{xy}. \) \tag{2.8}

For the inner layer of a boundary layer, where \( y/\delta \to 0 \), we can simplify momentum conservation to a simple “stress balance” condition:

\[ \tau_w \approx \mu \frac{\partial u}{\partial y} - \rho r_{xy}. \tag{2.9} \]

Momentum conservation is simpler in channels than in boundary layers, so channels follow a similar “stress balance” condition for the entire range of wall-normal coordinates, rather than just close to the wall:

\[ \tau_w \left(1 - \frac{y}{h}\right) = \mu \frac{\partial u}{\partial y} - \rho r_{xy}. \tag{2.10} \]

Note that this assumes that the viscosity fluctuations are small. This point is discussed slightly more in chapter 5.
We want to develop a transformation that works for both boundary layers and channels, so we need to find a way to generalize this equation. A simple way to generalize this equation is to also consider transforming the total shear stress \( t \) itself in some way. We can then use the definition of the total shear stress as our momentum equation:

\[
\tau = \mu \frac{\partial u}{\partial y} - \rho r_{xy}.
\]  

(2.8)

Note that we can also write this equation in terms of wall units:

\[
\tau_p = \left( \frac{\mu}{\mu_r} \right) \frac{\partial u_p}{\partial y_p} - \left( \frac{\rho}{\rho_r} \right) r_{xy,p}.
\]  

(2.11)

This is where we can start to derive the TL transformation. First, we should set the equation equal to a constant. This step sets up a fair comparison between the variable-property and constant-property equations, since both are now scaled similarly. Here we will assume that the constant is zero; in chapter \(3\) we will assume it is a different constant. We will also assume that all quantities are functions of the wall-normal coordinate only.

\[
0 = \mu \frac{du}{dy} - \rho r_{xy} - t.
\]  

(2.12)

The constant-property counterpart to this equation is

\[
0 = \mu_r \frac{dU}{dY} - \rho_r R_{XY} - T.
\]  

(2.13)

The next step is to apply the chain rule to the variable-property equation to write it in terms of constant-property variables:

\[
0 = \mu \frac{du}{dU} \frac{dY}{dy} \frac{dU}{dY} - \rho r_{xy} - t.
\]  

(2.14)

Finally, we set each corresponding component of this equation equal to its constant-property counterpart. In this equation, the components are the viscous stress term, the Reynolds shear
stress term, and the shear stress term. This step states that individually each of these components should be the same in both regimes. If we set each corresponding component equal, we get the following three equations:

\[
\begin{align*}
\frac{dU}{dY} : & \quad \mu \frac{du}{dU} \frac{dY}{dy} = \mu_r, \\
-R_{XY} : & \quad \rho r_{xy} = \rho_r R_{XY}, \\
-t : & \quad t = T.
\end{align*}
\]  

(2.15)  

(2.16)  

(2.17)  

This decomposition results in three equations:

\[
\begin{align*}
\frac{dU}{du} = \left( \frac{\mu}{\mu_r} \right) \frac{dY}{dy}, \\
\rho r_{xy} = \rho_r R_{XY}, \\
t = T.
\end{align*}
\]  

(2.18)  

(2.19)  

(2.20)  

These equations form the basis for the rest of the TL transformation.

The first equation was derived first in Trettel [2015] and Trettel and Larsson [2016]. It relates how the velocity transformation \( \frac{dU}{du} \) relates to the coordinate transformation \( \frac{dY}{dy} \). It is easy to see that this equation extends the ideas behind the viscous sublayer transformation. For example, setting \( Y = y \) recovers the viscous sublayer transformation. But unlike the viscous sublayer transformation, this equation has an additional degree of freedom.

The second equation is Morkovin’s scaling for the Reynolds stresses. It forms a major part of Morkovin’s hypothesis, which is an analogy between the turbulence structure and turbulence production mechanisms in compressible and incompressible turbulent boundary layers. Morkovin’s scaling can take many useful forms:

\[
R_{XY,+} = \left( \frac{\rho}{\rho_r} \right) r_{xy,+} = \frac{r_{xy}}{\tau_w/\rho} = \frac{\rho r_{xy}}{\tau_w}. 
\]  

(2.21)
This scaling was first considered by Rotta (1959) in the context of similarity laws, but Morkovin (1962) was the first to observe that it correctly collapses the Reynolds stress profiles from experiments at many different Mach numbers onto the same curve. Strictly speaking, the derivation of Morkovin’s scaling given here only applies to the shear stress term $u''v''$, but in practice it is observed to work for the normal Reynolds stress terms as well, though $u''u''$ appears to have some dependence on Mach number in channel flows at least (Modesti et al., 2016).

There are several ways to think about what this scaling means physically. The first form considers it as a density-weighted adjustment to the dimensionless Reynolds stress profile, the second form considers it as a ratio between the velocity covariance and the square of the local friction velocity $\sqrt{\tau_w/\rho}$, and the third considers it as a ratio of shear stresses. In the end, all three of these forms are based on the idea that the turbulence has a similar structure to incompressible turbulence provided that we remove the effects of density variation (that is, remove the effects of any changes in inertia).

The third equation states that the transformed shear stress equals the untransformed shear stress. This basically states that the shear stress profile is invariant in both regimes. Chapter 3 will show that the second and third equations are in fact equivalent to some degree. That is, assuming Morkovin’s scaling is true is the same as assuming that the shear stresses are the same. In the present context this result is difficult to see, though.

### 2.4 Log-law condition

The log-law equation (equation[1.6]) forms the basis of the Van Driest transformation. We can use the log-law to derive an equation similar to equation [2.18] the velocity transformation
derived from the stress balance. A form of this equation was first used by Haberkorn (2004) and Bruns et al. (2008) using the Cope-Hartree transformation (Cope et al., 1948) as the coordinate transformation.

Here, since we will use the chain rule, we will write the log-law in terms of a velocity gradient. The original work on a compressible log-law assumed some form of mixing length model (Frankl et al., 1937; Wilson, 1950; Van Driest, 1951), but dimensional analysis can arrive at the log-law even in compressible flow situations (Bradshaw, 1994) without resorting to modeling assumptions. The method used to arrive at the log-law does not matter. What matters here is that we interpret the density to be the local mean density \( \rho \) instead of a constant value of density \( \rho_r \).

We start with the “diagnostic function” form of the log-law:

\[
\frac{1}{\kappa} = y \left( \frac{\rho}{\rho_r} \right)^{+1/2} \frac{dU}{dY}.
\]

(2.22)

The “diagnostic function” form expresses this equation in terms of a constant, the first step in our transformation procedure. The corresponding constant-property equation is

\[
\frac{1}{\kappa} = Y \left( \frac{\rho_r}{\rho} \right)^{+1/2} \frac{du}{dy}.
\]

(2.23)

\(^3\)Patel et al., 2016 derives the TL transformation without using a log-law condition. Instead, Patel et al., 2016 assumes that the semi-local scaling is the correct coordinate, based on their observational and theoretical reasoning given in Patel, Peeters, et al., 2015, and then applied the semi-local scaling to a similar stress balance condition as given in the previous section. The choice to assume that semi-local scaling’s validity is the primary difference between how the TL transformation is derived in Trettel and Larsson, 2016 and Patel et al., 2016. Instead, Trettel and Larsson, 2016 presented the problem in a way where the coordinate itself was an unknown to be solved for rather than something already known. I follow that principle again here.
Here I assume that the value of the von Kármán constant $\kappa$ is the same in both the constant-property and variable-property regimes. Physically this is the same as interpreting that the turbulent production mechanisms are the same in both regimes (a statement of Morkovin’s hypothesis)\textsuperscript{4}

The next step is to apply the chain rule to the velocity gradient to the variable-property equation:

$$\frac{1}{\kappa} = \frac{1}{y} \left( \frac{\rho}{\tau_w} \right)^{+1/2} \frac{d\rho}{dY} \frac{dU}{dy} \frac{dU}{dY}$$  \hspace{1cm} (2.24)

Finally, we set this equation equal to the constant-property version and set corresponding terms equal:

$$\frac{dU}{dY} = y \left( \frac{\rho}{\tau_w} \right)^{+1/2} \frac{dU}{dy} \frac{dY}{dY} = Y \left( \frac{\rho_r}{\tau_w} \right)^{+1/2}.$$  \hspace{1cm} (2.25)

We yield a single equation relating the velocity transformation $\frac{dU}{du}$ to the coordinate transformation $\frac{dY}{dy}$:

$$\frac{dU}{du} = \left( \frac{y}{Y} \right) \left( \frac{\rho}{\rho_r} \right)^{+1/2} \frac{dY}{dy}.$$  \hspace{1cm} (2.26)

It is easy to see how this equation extends the ideas behind the Van Driest transformation. For example, setting $Y = y$ recovers the Van Driest transformation. Again, the difference here is that we have an extra degree of freedom.

\textsuperscript{4} For stably-stratified boundary layers, it is possible to derive an extension to the Monin-Obukhov similarity theory using the log-law condition described here, a Van-Driest transformed Monin-Obukhov similarity theory. See Williams et al. \textsuperscript{2017}. However, the derivation as given here is only appropriate for neutral atmospheric conditions.
2.5 The semi-local scaling

2.5.1 The transformed wall-normal coordinate

At this point, we have two equations (the velocity transformations as functions of the coordinate transformations) and two unknowns (the transformed velocity and coordinate), so we have a determined system. We can solve directly for the transformed coordinate by setting equation 2.18 and equation 2.26 equal:

\[
\frac{dU}{du} = \left( \frac{\mu}{\mu_r} \right) \frac{dY}{dy} = \left( \frac{\rho}{\rho_r} \right) \left( \frac{\mu}{\mu_r} \right)^{1/2} \frac{dY}{dy}.
\]  

(2.27)

From this equation, we can see that

\[
\left( \frac{\mu}{\mu_r} \right) = \left( \frac{\rho}{\rho_r} \right) \left( \frac{\mu}{\mu_r} \right)^{1/2}.
\]  

(2.28)

Only one coordinate satisfies both conditions:

\[
Y = Y_{SL} = \left( \frac{\rho}{\rho_r} \right)^{1/2} \left( \frac{\mu}{\mu_r} \right)^{-1} y.
\]  

(2.29)

This coordinate is known as the semi-local scaling \( Y_{SL} \) (more commonly referred to as “\( y^* \) or \( y^+ \) in conventional notation). It is more often given in terms of wall units as

\[
Y_+ = Y_{SL+} = \frac{\rho \left( \tau_w / \theta \right)^{1/2}}{\mu} y = \frac{\left( \tau_w \theta \right)^{1/2}}{\mu} y.
\]  

(2.30)

This derivation involved many quantities — the velocities, Reynolds stresses, and shear stresses — so we should expect this coordinate to be the universal coordinate for all quantities that we have considered so far. This wall-normal coordinate is the same as the standard incompressible \( y^+ \) plus, but the density and viscosity are replaced with the local mean values. The shear stress, however, is based on the wall value. As a consequence, the variables considered as neither fully local nor fully based on the wall values — they are semi-local.
The semi-local scale has a storied history. In the early days of research into compressible turbulent boundary layers, the question of what wall-normal coordinate to use was up to debate. Using wall properties or local properties in y-plus were the most obvious choices, but wall properties quickly won out due to the success of skin friction formulations that use the Van Driest transformation, which uses wall properties (see equation 1.17). For example, a technical report (Lobb et al., 1955b) by the Naval Ordnance Laboratory on experimental measurements of hypersonic turbulent boundary layers considered both a standard coordinate and a semi-local coordinate, but only the plots using the standard coordinate were published in a more open journal article (Lobb et al., 1955a).

However, the semi-local scaling did have some theoretical support at the time over the standard wall-based scaling. For example, the similarity laws derived by Rotta (1959) explicitly used the semi-local scaling, though the plots only plotted curves as a function of the wall-based coordinate scaling. Rotta (1959, p. 267) argued that using local properties better represents the turbulence production mechanism. Consider this quote from the paper’s English translation (Rotta, 1988, p. 10) given in modern, conventional notation:

“[The mean velocity gradient equation] is based on the assumption that the mechanism of turbulence can be controlled by the local conditions; that is, that the quantity \( -\bar{\rho} \frac{u'' v''}{\tau_w} \) is only a function of \( \eta = \frac{\sqrt{\tau_w \bar{\rho}}}{\mu} \) and does not depend explicitly on \( Ma_r \) and \( B_q \).” (Rotta, 1988, p. 10)

However, at the time, experimental evidence supported using a wall-based coordinate. Evidence against this idea did not emerge until later, when Huang et al. (1995) observed that using the semi-local scaling collapses the Reynolds stresses all onto the same curve when us-
ing Morkovin’s scaling for the Reynolds stresses. Like Rotta (1959), Huang et al. (1995) argued through a heuristic and empirical method that the semi-local scaling matters:

“Although there is no unique definition of $y^+$ that will collapse all compressible channel flow data, we find that $y^+$ (which is based on $\tau_w$ and local properties) is perhaps the best among three possible definitions for the wall coordinate” (Huang et al., 1995, p. 187)

The understatement here obscures the fact that the collapse for the Reynolds stresses, published in Coleman et al. (1995), was almost perfect. Indeed, the observations by Huang et al. (1995) were key to re-discovering the semi-local scaling as a viable concept. However, the arguments in Rotta (1959) and Huang et al. (1995) about the importance of using local properties were incomplete, since they do not state a physical reason to support why local properties matter. Trettel and Larsson (2016) provides the reason why. The semi-local scaling is the only coordinate possible for a momentum-conserving log-law. If local properties are not used, then the coordinate does not conserve momentum in the log-law, and the transformed velocity and Reynolds stress profiles cannot match their constant-property counterparts.

### 2.5.2 The transformed friction Reynolds number

Now that we know the transformed coordinate, we can also determine the transformed friction Reynolds number. In compressible boundary layers, no single Reynolds number can fully characterize the flow (Kutateladze et al., 1964, Smits et al., 2006). As with incompressible flow, defining what length scale characterizes the flow is a problem — should we use the momentum thickness or the displacement thickness? — but the bigger issue now is that the density
and viscosity values change, often by an order of magnitude, and that complicates what scales we think truly characterize the flow. Traditionally, researchers have used a Reynolds number based on the momentum thickness and edge values of density and viscosity (Kutateladze et al., 1964, pp. 10–11):

\[ \text{Re}_\theta = \frac{\rho_e u_e \theta}{\mu_e}. \]  \hspace{1cm} (2.31)

Alternatively, the work of Walz (1969, p. 117) preferred to use the wall viscosity to better account for the friction at the wall:

\[ \text{Re}_{\delta_2} = \frac{\rho_e u_e \theta}{\mu_w}. \]  \hspace{1cm} (2.32)

Researchers use both of these Reynolds numbers, and we can make solid arguments in favor of both, but in the context of our transformation theory, it is easier to think in terms of transformed friction Reynolds numbers. Just as with incompressible boundary layers, we evaluate the transformed dimensionless coordinate at the channel half-height or boundary layer thickness. This Reynolds number is known as the semi-local friction Reynolds number (more commonly called “Re tau star” or \( \text{Re}_\tau^* \) in conventional notation).

For channels, the semi-local friction Reynolds number is

\[ \text{Re}_{\tau, \text{eq}} = H_e = \frac{H}{\ell_v} = \frac{\rho_c (\tau_w/\rho_e)^{1/2} h}{\mu_c}. \]  \hspace{1cm} (2.33)

For boundary layers, the semi-local friction Reynolds number is

\[ \text{Re}_{\tau, \text{eq}} = \Delta_+ = \frac{\Delta}{\ell_v} = \frac{\rho_c (\tau_w/\rho_e)^{1/2} \delta}{\mu_c}. \]  \hspace{1cm} (2.34)

Note that the semi-local friction Reynolds number bears some similarities to the arguments by Walz (1969) that the friction at the wall matters in how we characterize the flow. This point is discussed more in Trettel and Larsson (2016).
Patel, Peeters, et al. (2015) and Patel et al. (2016) argue that instead of considering any single transformed friction Reynolds number, we must instead consider the range of local transformed friction Reynolds numbers, based on the local mean density and viscosity.\footnote{This concept was also considered earlier by Morinishi et al. (2004).} They created a variable to represent a point-wise transformed Reynolds number based on the idea of the semi-local scaling. Patel, Peeters, et al. (2015) and Patel et al. (2016) applied this idea exclusively to channels. They argue that since any compressible flow cannot be characterized by a single Reynolds number, the only way to truly match a transformed compressible flow to an equivalent incompressible flow is for its profile of local friction Reynolds numbers to match or at least behave similarly to the incompressible flow. A flow with a more constant profile of point-wise semi-local friction Reynolds numbers would behave more similarly to an incompressible flow. They defined the point-wise semi-local friction Reynolds number as

\[
\text{Re}_{r,\text{local}} = \left( \frac{\rho}{\rho_r} \right)^{+1/2} \left( \frac{\mu}{\mu_r} \right)^{-1} \text{Re}_r = \frac{\rho \left( \tau_w / \rho \right)^{1/2} h}{\mu} \quad \text{for channels} = \frac{\rho \left( \tau_w / \rho \right)^{1/2} \delta}{\mu} \quad \text{for boundary layers}. \tag{2.35}
\]

They considered this concept important enough that they framed their version of the TL transformation in terms of this point-wise semi-local friction Reynolds number rather than in terms of the transformed coordinate (the semi-local scaling) or in terms of mean density and

There is a theoretical issue with the idea of characterizing the flow with a range of Reynolds numbers rather than a single Reynolds number. The point of the transformation is to reduce the amount of information that we have to consider. An incompressible flow has a single friction Reynolds number, and ideally our compressible flow should have a single transformed friction Reynolds number. Considering a range of Reynolds numbers defeats the purpose of the transformation in the first place. The question is which Reynolds number characterizes the compressible flow as an equivalent incompressible flow. Only one can matter. So in practice we can identify a range of Reynolds numbers, but in theory only a single Reynolds number should suffice to characterize the flow.
viscosity.

The idea that the flow occupies a range of Reynolds numbers has merit, but evidence presented in section 2.8 suggests that using the single value of the semi-local friction Reynolds number (the transformed friction Reynolds number) suffices to identify the corresponding incompressible data for channels. Matching the entire profile of local transformed friction Reynolds number may be ideal but does not appear to be necessary.

The idea of a point-wise semi-local friction Reynolds number is limited to channels. These limitations are discussed in chapters 4 and 5.

2.6 Velocity transformation

We now have the transformed coordinate, so we can solve for the transformed velocity. We can start by taking the gradient of the transformed wall-normal coordinate:

\[
\frac{dY}{dy} = \left( \frac{\rho}{\rho_r} \right)^{1/2} \left( \frac{\mu}{\mu_r} \right)^{-1} \left[ 1 + \frac{1}{2} \frac{d\rho}{\rho} \frac{dy}{y} - \frac{1}{\mu} \frac{d\mu}{dy} \frac{dy}{y} \right].
\] (2.36)

We can now plug this into either equation 2.18 or 2.26 to get the velocity transformation:

\[
\frac{dU}{du} = \left( \frac{\rho}{\rho_r} \right)^{1/2} \left[ 1 + \frac{1}{2} \frac{d\rho}{\rho} \frac{dy}{y} - \frac{1}{\mu} \frac{d\mu}{dy} \frac{dy}{y} \right].
\] (2.37)

Just as before, we solve for the transformed velocity by integrating this equation with respect to the untransformed velocity:

\[
U_* = \int_0^{U_*} \left( \frac{\rho}{\rho_r} \right)^{1/2} \left[ 1 + \frac{1}{2} \frac{d\rho}{\rho} \frac{dy}{y} - \frac{1}{\mu} \frac{d\mu}{dy} \frac{dy}{y} \right] du_* = \int_0^u \left[ 1 + \frac{1}{2} \frac{d\rho}{\rho} \frac{dy}{y} - \frac{1}{\mu} \frac{d\mu}{dy} \frac{dy}{y} \right] \frac{du}{\sqrt{\tau_w/\rho}}.
\] (2.38)

At this point, we have all of the components of a complete transformation system. We can begin to test the transformation.
2.7 Alternative forms of the velocity transformation

The previous section presents only one way to represent the velocity transformation. Indeed, several different forms prove useful in different contexts.

2.7.1 Robust forms of the velocity transformation

Trettel and Larsson (2016) numerically tested out two forms of the TL transformation:

1. the previously given equation (2.38) (dubbed the “long form” of the transformation), and

2. equation (2.39) (dubbed the “short form” of the transformation).

The short form is

$$U_{TL+} = \int_0^{u+} \left( \frac{\mu}{\mu_r} \right) \frac{dY_{SL+}}{dY_+} \text{d}u_+ . \tag{2.39}$$

The short form has several advantages. This form only requires the user to calculate a single gradient rather than two gradients. More importantly, this form behaves much more robustly on sparse data sets — that is, data sets that do not have good near-wall resolution. The “long form” requires resolution below \( y_+ \approx 5 \), while the “short form” only requires resolution below \( y_+ \approx 10 \). This extra spacing may not seem like much, but it could make the transformation more useful on experimental data or on data from turbulence models.

All plots use the “short” form of the transformation in this dissertation.

2.7.2 Reduced forms of the velocity transformation

Patel et al. (2016) wrote the TL velocity transformation in terms of the point-wise semi-local Reynolds number as a way to consolidate the effects of property variation into a single variable.
This choice reduces the bracketed term in the transformation from a function of density and viscosity to only a single variable:

\[ U_{\mathrm{TL},+} = \int_0^\mu \left[ 1 + \frac{y}{\text{Re}_{r,\text{local}}} \frac{d\text{Re}_{r,\text{local}}}{dy} \right] \frac{du}{\sqrt{\tau_w/\rho}}. \quad (2.40) \]

The stated advantage to this form is that it reduces the transformation to a function of just a single variable, the point-wise local friction Reynolds number. According to this form, the difference between the TL transformation and the Van Driest transformation is due to changes in this point-wise semi-local friction Reynolds. Profiles with constant point-wise semi-local Reynolds numbers would then transform to the Van Driest transformation.

However, this form is not the simplest form possible, nor does it explain how the transformation relates to the changes in the flow geometry.

We can re-consider the “short form” of the transformation. We created the numerically robust form by using the stress-balance velocity transformation, but the log-law velocity transformation clarifies how the flow geometry affects the velocities:

\[ \frac{dU_{\mathrm{TL}}}{du} = \left( \frac{y}{Y_{\mathrm{SL}}} \right) \left( \frac{\rho}{\rho_r} \right)^{+1/2} \frac{dY_{\mathrm{SL}}}{dy}. \quad (2.26) \]

We can re-arrange some terms to write it as

\[ U_{\mathrm{TL},+} = \int_0^\mu \left( \frac{y}{Y_{\mathrm{SL}}} \right) \frac{dY_{\mathrm{SL}}}{dy} \frac{du}{\sqrt{\tau_w/\rho}}. \quad (2.41) \]

This form of the transformation is simpler than the form given in Patel et al. (2016). It shows that we can explain the role of the bracketed term without resorting to creating new variables like the point-wise semi-local friction Reynolds number. Instead, the existing variables in the problem suffice. The bracketed term represents how much the transformation alters the flow’s geometry — literally the local rate of change \( \frac{dY_{\mathrm{SL}}}{dy} \) divided by the overall rate of change \( \frac{Y_{\mathrm{SL}}}{y-0} \).
When the semi-local scale equals the untransformed coordinate, then the flow geometry remains the same, and the TL transformation turns into the Van Driest transformation. Chapter 4 discusses other consequences of the semi-local scaling equaling the untransformed coordinate (in particular, how it relates to the outer layer coordinates).

### 2.8 Channel results

The TL transformation collapses compressible channel data onto the incompressible law-of-the-wall (Trettel and Larsson, 2016; Modesti et al., 2016; Patel et al., 2016). This phrasing is understated, but the TL transformation greatly improves upon the complete failure of the Van Driest transformation in channel flows.

Figure 2.1 depicts the TL-transformed velocity profile of a channel flow. The behavior depicted in this figure is consistent with the behavior of the transformation overall, but in this case the difference between the untransformed velocity profile and the transformed one is quite stark. In this figure, the transformed data is compared to an incompressible profile at the closest semi-local friction Reynolds number in the database. The two profiles match nearly perfectly, though if you look closely you will notice that the transformed profile slightly overshoots the incompressible reference profile around $Y_{SL+} \approx 50$. Nonetheless, compared to the Van Driest transformation, the fit is what we should expect from a transformation.

We can observe the TL transformation’s performance further by examining its momentum transfer properties. The stress balance for an constant-property flow is

$$ T_+ = \frac{\partial U_+}{\partial Y_+} - R_{XY,+}. \tag{2.42} $$

This equation proves useful as we examine figure 2.2, which depicts the shear stress terms
Figure 2.1: TL-transformed law-of-the-wall for 2016-Trettel-DNS-0901 at $Re_{eq} = 202.8$, compared to the incompressible reference of 1999-Moser-DNS-0101 at $Re_T = 178.1$. Solid red line, transformed profile; dotted red line, untransformed profile; dashed black line, incompressible reference.
Figure 2.2: TL-transformed shear stress terms for 2016-Trettel-DNS-0901 at \( \text{Re}_{\text{eq}} = 202.8 \), compared to the incompressible reference of 1999-Moser-DNS-0101 at \( \text{Re}_r = 178.1 \). Solid red line, transformed profile; dotted red line, untransformed profile; dashed black line, incompressible reference.
Figure 2.3: TL-transformed Reynolds normal stresses for 2016-Trettel-DNS-0901 at $\text{Re}_{\text{eq}} = 202.8$, compared to the incompressible reference of 1999-Moser-DNS-0101 at $\text{Re} = 178.1$. Solid red line, transformed profile; dotted red line, untransformed profile; dashed black line, incompressible reference.
in this equation. Unlike the law-of-the-wall plot, the disagreement here is more apparent. The transformed data and the incompressible reference match well, but the match here is by no means perfect as the law-of-the-wall plot implies.

The transformed velocity gradient generally matches well, with some minor undershoot in the viscous sublayer and some slight overshoot in the buffer layer. The untransformed velocity gradient is nowhere near as sharp as necessary; the transformation recovers that sharpness.

The transformed Reynolds shear stress matches the incompressible reference profile well. The combination of Morkovin’s scaling for the Reynolds stresses and the semi-local scaling for the wall-normal coordinate works well here, as first observed by Huang et al. (1995). Some disagreement exists in the viscous sublayer — the transformed profile undershoots the incompressible reference — but in general any such errors are small.

Finally, figure 2.3 compares the Reynolds normal stresses to their incompressible counterparts, again using Morkovin’s scaling and the semi-local scaling as determined by the TL theory. The match for the streamwise Reynolds normal stress ($u'^nu''$) is poor. It is the only quantity that disagrees. Here the maximum value is much higher than expected based on the incompressible reference. This discrepancy has been observed elsewhere (Modesti et al., 2016) and appears to be a Mach-number effect (with some possible dependence on the wall heat transfer rate), though no mechanism has been established for the error. The other two transformed Reynolds normal stresses behave as expected, however.

6 The slight difference in the viscous sublayer between the velocity gradient plots given here and the plots given in Trettet and Larsson (2016) is due to different numerical methods being used to calculate the gradients. The implementation had to change to allow for a more general procedure that works for a broader range of data sources. Nonetheless, the differences were small and did not affect the law-of-the-wall plots.
The results depicted here are only for a single case, but multiple studies for a broad range of Reynolds number and Mach numbers have confirmed these results for channels (Trettel and Larsson, 2016; Modesti et al., 2016; Patel et al., 2016). Boundary layers are where the real problems emerge instead.

### 2.9 Boundary layer results

While the TL transformation works well in channels, the results for boundary layer data range from decent performance to rather poor performance, especially farther from the wall, usually starting in the buffer layer, and at higher Mach numbers.

Figure 2.4 depicts the transformation as applied to a Mach 2 adiabatic wall boundary layer. Here, the transformation works decently, though not perfectly. The velocity profile does not match precisely — the log-law intercept is slightly too high — but in general the curves mirror each other. Some issues do appear in the outer layer of the flow. These are most apparent in the Reynolds shear stress and the streamwise Reynolds normal stresses, which are lower than the expected incompressible profile. However, from a practical point-of-view, the transformation works here.

Figure 2.5 depicts the transformation as applied to a Mach 4 adiabatic wall boundary layer. In this case, the error in the log-law intercept increases. This transformed velocity profile does not follow the incompressible law of the wall and diverges from it starting in the buffer layer. Again, both the Reynolds shear stress and streamwise Reynolds normal stresses are too low in the outer layer.

Figure 2.6 depicts the transformation as applied to a Mach 6 cold wall boundary layer. Just
Figure 2.4: TL transformation for 2011–Pirozzoli–DNS–0801 at $Re_{eq} = 2289.4$, compared to the incompressible reference of 2010–Jimenez–DNS–0901 at $Re_r = 1989.5$. Solid red line, transformed profile; dotted red line, untransformed profile; dashed black line, incompressible reference.
Figure 2.5: TL transformation for 2011–Pirozzoli–DNS–1201 at $Re_{r,eq} = 2755.0$, compared to the incompressible reference of 2010–Jimenez–DNS–0901 at $Re_r = 1989.5$. Solid red line, transformed profile; dotted red line, untransformed profile; dashed black line, incompressible reference.
Figure 2.6: TL transformation for 2018–Zhang–DNS–0201 at $Re_{eq} = 1126.5$, compared to the incompressible reference of 2010–Schlatter–DNS–0801 at $Re_t = 1145.2$. Solid red line, transformed profile; dotted red line, untransformed profile; dashed black line, incompressible reference.
Figure 2.7: Change in the log-law intercept for the TL transformation as a function of the friction Reynolds number

as in the Mach 4 adiabatic wall case, the log-law intercept of the transformed velocity profile is too high, and the Reynolds stresses in the outer layer are too low. Here, however, we also notice that the streamwise Reynolds normal stress is too high at its peak, just like in the channel cases.

Despite these failures, I should note what works with the TL transformation. The velocity profile matches through the viscous sublayer and into the buffer layer, and the slope of the log-law reduces to the inverse of the von Kármán constant. These successes prove that the TL transformation does in fact perform just as well as the viscous sublayer and Van Driest transformations for the criteria that those transformations should individually match. The advantage here is that both criteria are satisfied in a single transformation.
Figure 2.8: Change in the log-law intercept for the TL transformation as a function of dimensionless wall heat flux
Figure 2.9: Change in the log-law intercept for the TL transformation as a function of the edge Mach number
While looking at multiple profiles can help, to explain the source of the error in this transformation requires us to look at the error over all available cases as a function of several variables. Figures 2.7 and 2.8 depict the error in the transformed log-law intercept plotted as a function of the friction Reynolds number and the dimensionless wall heat flux, respectively. In both cases, the error does not appear to be a function of these variables. Instead, these plots only appear to show distribution of the test cases rather than anything in particular. Note, however, that for all 9 channel cases considered, all from Trettel and Larsson (2016), the error is nearly zero. This shows that the error is in fact a function of the flow type more than anything else, according to these plots at least.

Figure 2.9 plots the error in the log-law intercept as a function of the edge Mach number. Here, however, we see a clear though scattered trend: the error increases with Mach number for boundary layers, but is generally small in channels. The variation around the trend line is due to Reynolds number effects. Take the string of symbols at Mach 2, for example. The error here decreases as the Reynolds number increases, though by no more than 0.5. This figure suggests that the source of the error is Mach-number dependent, but that is puzzling, since nothing derived here explicitly depends on the Mach number.

### 2.10 Missing pieces

The TL transformation offers a more modern take on the problem of developing an analogy between variable-property and constant-property wall turbulence, but the theory is incomplete in many ways. The theory does not work in large part for boundary layers, and we can potentially attribute this error to the theory’s one-dimensionality. It treats the shear flow as
being a function only of the wall-normal coordinate. For boundary layers, this assumption is unrealistic. It ignores mass conservation, the spatial development of the flow, and assumes largely that the streamwise coordinate itself plays no role in the analysis. Indeed, the theory here did not specify anything about the nature of the spatial development or the streamwise coordinate, and mass conservation has not even been discussed until now. Moreover, the theory also only specifies the Reynolds stress scaling for the Reynolds shear stress, but it is clear that using this same scaling on the streamwise Reynolds normal stress does not match the peaks correctly. In many respects, the TL theory is missing several vital pieces, and we should seek those pieces as we develop new theories.

\[7 \text{ Some authors (Morinishi et al.,2004 Modesti et al.,2019) have assumed a semi-local streamwise coordinate. This idea may be useful but it enjoys no theoretical support, at least from the analysis in this chapter.} \]
Chapter 3

Morkovin’s hypothesis and the production rates

3.1 The definition of Morkovin’s hypothesis

Note: this section uses conventional notation rather than the regime-dependent notation.

3.1.1 Compressibility effects in turbulent boundary layers

What is a “compressibility effect?” Typically the term “compressibility effect” refers to phenomena that depend on the mean dilatation rate $\frac{\partial u_i}{\partial x_j}$ or on the Mach number $Ma_e$. In many situations, the mean dilatation rate and Mach number go hand in hand — a nonzero Mach number means a nonzero mean dilatation rate — but in boundary layers, the mean dilatation rate can be small even when the Mach number is supersonic. This observation leads to Morkovin’s hypothesis (Morkovin, 1962), which is a statement about the turbulence pro-
duction mechanisms in compressible turbulent boundary layers\textsuperscript{1}. The simplest definition of Morkovin’s hypothesis is the hypothesis that “the turbulence structure is unaffected by compressibility” (Bradshaw and Ferriss, 1971, p. 83), but this short definition does not capture all of the nuance in such a terse statement.

For compressible turbulent boundary layers, there are two main compressibility effects: the effects of compressibility on the mean flow, and the effects of compressibility on the turbulence. Typically the Mach number controls the effects of compressibility on the mean flow. Consider the Walz equation, which approximately relates the temperature and velocity fields for flows of perfect gases (Walz, 1969, p. 69):

$$\frac{\tilde{T}}{T_e} \approx \frac{T_w}{T_e} + \left( \frac{T_r - T_w}{T_e} \right) \left( \frac{\bar{u}}{u_e} \right) - \frac{1}{2} r (\gamma - 1) \text{Ma}^2 \left( \frac{\bar{u}}{u_e} \right)^2. \quad (3.1)$$

Here the Mach number directly controls for the amount of temperature variation (and hence the amount of density variation). As a result, the greater the Mach number, the more that the mean density varies throughout the flow.

Note that mean density variation is a mean flow compressibility effect. Morkovin’s hypothesis does not deal with the effect of compressibility on the mean flow, but the effect of compressibility on the turbulence structure. In short, Morkovin (1962) argued that for non-hypersonic boundary layers compressibility does not play a role in the turbulence production. All of the data at the time was “consistent with the idea of the $M$-independence of the basic mechanisms” (Morkovin, 1962, p. 379). To see how compressibility affects the turbulence itself, consider the Reynolds stress transport equation for compressible flows (Cebeci

\textsuperscript{1} Note that Morkovin himself argued that it should be the “Morkovin-Bradshaw hypothesis” (Morkovin, 1992, p. 279) to recognize Peter Bradshaw’s work on the idea, but that term has not gained popularity.
and Smith, [1974, pp. 58–59):

\[
\frac{\partial}{\partial t} \left( \rho u''_i u''_j \right) + \bar{u}_k \frac{\partial}{\partial x_k} \left( \rho u''_i u''_j \right) = -u''_j \frac{\partial P}{\partial x_i} - u''_i \frac{\partial P}{\partial x_j} + \frac{\partial \tau'_i}{\partial x_k} + u''_j \frac{\partial \tau'_j}{\partial x_k} + \rho u''_i u''_j u''_k \frac{\partial \tilde{u}_i}{\partial x_j} - \rho u''_i u''_k \frac{\partial \tilde{u}_j}{\partial x_i} - \frac{\partial}{\partial x_k} \left( \rho u''_i u''_j u''_k \right).
\]

(3.2)

Compressibility effects

This equation is rather long, but only one single term, marked as “Compressibility effects” involves the mean dilatation rate. In isolation, this term demonstrates that expansion \(\frac{\partial \tilde{u}_i}{\partial x_i} > 0\) decreases the turbulent kinetic energy and that compression \(\frac{\partial \tilde{u}_i}{\partial x_i} < 0\) increases the turbulent kinetic energy (Bradshaw, [1974, p. 462). This interpretation agrees with data on the shock-turbulence interaction, where isotropic turbulence is advected through a normal shock. The normal shock compresses the flow and the turbulent kinetic energy increases accordingly (Larsson et al., [2013).

What controls the mean dilatation rate in channels and boundary layers? The mean dilatation rate in channel flows is always identically zero. This is due to the lack of spatial development and the no-flow-through boundary condition on the walls.

The mean dilatation rate in boundary layers is not identically zero but in many cases is small. Zero-pressure-gradient boundary layers do not have distinct regions of expansion or compression (as in the case of a shock wave), so their mean dilatation rate is small for non-hypersonic Mach numbers. Boundary layers with pressure gradient may have regions of mean expansion or compression. Bradshaw ([1974, p. 457]) argues (using an approximation) that the mean dilatation rate divided by the velocity gradient scales with the pressure gradient times the edge Mach number squared. As a consequence, provided that the Mach number is small enough, the mean dilatation rate is small compared to the rate of shear (velocity gradient), regardless of the pressure gradient (though the pressure gradient does play a role). Numer-
ical results for zero-pressure-gradient boundary layers support the idea that the mean di-
latation is small compared to the rate of shear. Lagha et al. (2011) measured the dilatation
rate probability-density function (PDF) using direct numerical simulations of adiabatic wall
boundary layers up to $Ma_e = 20$. The PDF widens as the Mach number increases, and the width
of the PDF scales with mean density. The PDF is largely symmetric about zero dilatation rate
for non-hypersonic Mach numbers, but it skews negative slightly for $Ma_e = 20$. Alvarez (2017)
ran direct numerical simulations of rough-wall adiabatic wall boundary layers, and generally
encountered mean dilatation rate values an order-of-magnitude smaller than the mean rate
of shear (edge velocity divided by the boundary layer thickness) for simulations up to $Ma_e = 5$.
All of these observations agree with the notion that the mean dilatation rate is small for non-
hypersonic boundary layers.

The compressibility effects in the Reynolds stress transport equation involve the mean di-
latation rate rather than the Mach number itself, so it is possible for the Mach number to be
supersonic but the dilatation rate term to be negligible. As a result, for boundary layers we
can assume that each production mechanism is roughly analogous to its incompressible pro-
duction mechanism, just with mean density variation. We can assume this equivalence since
no direct compressibility effect remains in the equations; the only indirect one left is through
mean density variation. In general, there is no intrinsic compressibility effect in the turbu-
ience production, provided that the Mach number is non-hypersonic.

In review, we can now see that the Mach number effects appear to affect the mean flow
first, but since the mean dilatation rate is small even at supersonic Mach number, the effects of
compressibility on the turbulence itself may be negligible in compressible turbulent boundary
layers until the flow becomes hypersonic. As a result, the turbulence production mechanisms
become variable density extensions of their incompressible counterparts.

3.1.2 The role of thermodynamic fluctuations

So far we have considered only how compressibility affects the mechanical aspects of turbulence. Since we are speaking of compressible flow, we also need to consider how compressibility affects the thermodynamic and transport aspects of the turbulence as well, specially how it affects the temperature, density, and viscosity fluctuations. In incompressible turbulent boundary layers without heat transfer these fluctuations are by definition identically zero, but in compressible turbulent boundary layers they are small and negligible when compared to their mean values, provided we are discussing non-hypersonic boundary layers.

The usual way to see the negligibility of thermodynamic fluctuations is through Morkovin’s strong Reynolds analogy (Morkovin, 1962). If we assume that the total temperature \( T_{\text{tot}} = T + \frac{1}{2} V^2 / c_p \) fluctuations are negligible, we can develop a rough approximation connecting the level of velocity fluctuations to the level of temperature fluctuations (Morkovin, 1962; Cebeci and Bradshaw, 1984):

\[
\frac{T'}{T} \approx - (\gamma - 1) \frac{Ma^2 u'}{u}.
\]  

(3.3)

This equation is quite crude, but its trends for non-hypersonic flow do bear out.\(^2\) Provided this equation implies that the temperature fluctuations grow without bound as the Mach number increases. This growth could technically result in negative absolute temperatures, so Morkovin’s strong Reynolds analogy falls apart at higher Mach numbers. The temperature fluctuations cannot grow without limit as the Mach number increases.

Rotta (1963) developed an empirical equation based on the experiments by Kistler (1959) that avoids this issue:

\[
\frac{(T')^2_{\text{peak}}}{T} \approx 10Ma^2.
\]
that the local mean Mach number is small, the temperature fluctuations would be small too, even if the velocity fluctuations are large. Note that for a boundary layer, the local mean Mach number is always small near the wall, since the velocity approaches zero at the wall.

This equation is useful because we can connect the temperature fluctuations to density fluctuations or viscosity fluctuations using the linearized small fluctuations formula from the ideal gas law \( \frac{\rho'}{\rho} \approx -\frac{T'}{T} \) or, as it was done for mean viscosity in equation 1.16, using a Taylor series expansion.\(^3\)

Regardless of how we calculate the fluctuation levels, we see that the for non-hypersonic Mach numbers, the level of thermodynamic and transport fluctuations is small when compared to their mean values. This observation has already been used in the derivation of the stress balance equation used previously in the TL transformation, which assumes that the viscosity fluctuations are much smaller than the mean viscosity value.

In the past, this observation has been used to physically justify that the turbulence production mechanisms do not depend on compressibility for non-hypersonic Mach numbers (Bradshaw, 1967; Bradshaw and Ferriss, 1971). The idea here is that if the density fluctuations are small enough, then the turbulent momentum transfer occurs largely through the same means as in incompressible flow, the only difference being mean density variation. This view is no longer necessary due to the popularization of density-weighted averaging in the 1970s, after Morkovin's work in the early 1960s. If density-weighted averaging is used, it is no longer

---

\(^3\) See levlev (1975, pp. 93–94) for an example of calculating the density fluctuations through a Taylor series expansion.
necessary to invoke that the density fluctuations are small, since we can always extract the mean density from any term involving it. As a consequence, all equations look similar to their incompressible counterparts, just with variable mean density. There is no longer a need to require that the density fluctuations are small, though it still is necessary to invoke that for other quantities like viscosity fluctuations.

### 3.1.3 A working definition of Morkovin's hypothesis

This section serves to explain the nature of compressibility effects in compressible turbulent boundary layers, but the primary purpose of this section is to drill down what Morkovin's hypothesis means to such a degree that we can develop a mathematical analogy out of it — to turn it into a series of equations. To that end, here is my working definition of Morkovin's hypothesis:

The turbulence production mechanisms are the same in incompressible and compressible turbulent boundary layers. There is no intrinsic turbulence production mechanism driven by compressibility (the dilatation rate or Mach number) in boundary layers, provided that the Mach number is non-hypersonic.

There are many definitions of Morkovin's hypothesis. This definition may not encompass everything about Morkovin's hypothesis for all people, but it is useful because I can take it literally and re-write it directly in terms of mathematics. This definition also interprets Morkovin's hypothesis as an analogy between the turbulence production mechanisms in incompressible turbulent boundary layers and compressible turbulent boundary layers. This interpretation works well here, since we are developing analogies between incompressible and compressible
wall turbulence, but strictly speaking it is only one interpretation of Morkovin's hypothesis.

As we will see in the rest of this chapter, Morkovin's hypothesis as stated here is about the analogy between the production mechanisms in incompressible and compressible flow but not an equivalence of the production rates (equal opportunity but not equal outcomes). The production rates are not equivalent. Instead, we see that the production rates are scaled by the mean viscosity variation, and that near the wall the shear stress must be untransformed or else the production rates do not match (and Morkovin's scaling would not work).

3.2 The scaling of production rates

Now that we have a working definition of Morkovin's hypothesis, we can consider how it affects the production rates. Like in the TL transformation, we will treat the boundary layer as a one-dimensional shear flow. In a one-dimensional shear flow there is only a single production term, $p_{xy}$. In boundary layers, there are four production terms. We will transform this single production rate term while assuming momentum conservation through a modified stress balance equation (modified to allow for shear stress transformations).

3.2.1 Stress balance conditions that allow for shear stress transformations

We can start by re-considering the total shear stress equation, equation 2.8. This time around, instead of setting the equation to zero and creating three terms to match, we will set it equal to 1 and create two terms to match. The resulting equation for the variable-property regime
1 = \left( \frac{\mu}{t} \right) \frac{du}{dy} - \frac{\rho r_{xy}}{t}. \quad (3.4)

The point of this re-scaling is to try to match the ratio of the viscous term over the total shear stress and the ratio of the Reynolds stress term over the total shear stress, rather than trying to match each component individually. This adjustment provides an additional degree of freedom and lets us examine how good the assumption that \( T = t \) really is.

The constant-property counterpart to this equation is

\[ 1 = \left( \frac{\mu_r}{T} \right) \frac{dU}{dY} - \frac{\rho_r R_{XY}}{T}. \quad (3.5) \]

The next step is to apply the chain rule to the variable-property equation to write it in terms of constant-property variables:

\[ 1 = \left( \frac{\mu}{t} \right) \frac{du}{dU} \frac{dU}{dY} \frac{dY}{dy} - \frac{\rho r_{xy}}{t}. \quad (3.6) \]

Finally, we set each corresponding component of this equation equal to its constant-property counterpart:

\[ \frac{dU}{dY} : \quad \left( \frac{\mu}{t} \right) \frac{du}{dU} \frac{dU}{dY} = \left( \frac{\mu_r}{T} \right), \quad (3.7) \]

\[ R_{XY} : \quad -\frac{\rho r_{xy}}{t} = -\frac{\rho_r R_{XY}}{T}. \quad (3.8) \]

Unlike the previous derivation, this decomposition results in two equations. We will write these in terms that do not make sense now but are more directly useful for the next stage of the derivation:

\[ \frac{du}{dU} \frac{dY}{dY} = \left( \frac{\mu_r}{\mu} \right) \left( \frac{t}{T} \right), \quad (3.9) \]

\[ r_{xy} = \left( \frac{\rho_r}{\rho} \right) \left( \frac{t}{T} \right) R_{XY}. \quad (3.10) \]
3.2.2 The production rate equation

Now, we should consider the only production mechanism in this simple one-dimensional shear flow. The only production term of the turbulent kinetic energy equation is

\[ p_{xy} = -\rho r_{xy} \frac{du}{dy}. \]  

(3.11)

If we apply the chain rule to this equation and then apply the previous results from the stress balance equation, we can write the variable-property production rate in terms of the constant-property production rate:

\[ p_{xy} = \left( \frac{\mu_r}{\mu} \right) \left( \frac{T}{t} \right)^2 \left[ -\rho_r R_{XY} \frac{dU}{dY} \right] = \left( \frac{\mu_r}{\mu} \right) \left( \frac{t}{T} \right)^2 P_{XY}. \]  

(3.12)

The production rates between the two regimes are not the same. My working definition of Morkovin’s hypothesis posits that the production mechanisms are the same, but it allows for the precise production rates to vary between the two regimes. We see that idea play out here. What this means is that the production rates must be transformed to recover the proper incompressible behavior. The transformed production rate as a function of the untransformed production rate is

\[ P_{XY} = \left( \frac{\mu}{\mu_r} \right) \left( \frac{T}{t} \right)^2 p_{xy}. \]  

(3.13)

This equation states that two variables affect how the production rates change between the two regimes: the mean viscosity and the transformed shear stress.

Classical turbulence theory posits that viscosity is unimportant, only serving to dissipate energy in the small scales. Viscosity’s presence here seemingly breaks that idea, though a more nuanced view supports the old ideas. The production terms are the product of a Reynolds stress and a velocity gradient. Without considering mean momentum conservation, the mean
viscosity would not appear in this equation. This observation means that the viscosity appears here due to the velocity gradient and not the Reynolds stress term (we can see that in the two equations from the previous section). Moreover, this theory does not actually state that viscosity itself matters in affecting the turbulence structure. It merely states that mean viscosity variation matters, the amount that the mean viscosity deviates from the reference state, since that changes the momentum transfer.

The production rate transformation is a direct function of the shear stress transformation $T/t$. In the TL transformation, the transformed shear stress equals the variable shear stress, but this property is just an assumption. In that case, the production rate scaling is

$$P_{xy} = \left(\frac{\mu}{\mu_r}\right) p_{xy}. \quad (3.14)$$

This production rate transformation allows us to examine the validity of this assumption. In the next section, we will observe that the shear stresses do not need to be transformed, at least fairly close to the wall, for either boundary layers or channels. The viscous scaling matches the peak in the production profile in the buffer layer sufficiently.

### 3.3 Results

In this section, I will examine the transformed and untransformed production rates for various boundary layers in the database. Each figure will plot the untransformed production rate, the reference production rate, the re-scaled production plotted in untransformed coordinates (according to the viscous scaling in (3.14)), and the TL-transformed production rates (which obey the stress balance and assume no shear stress transformation).
Figure 3.1: Transformed, re-scaled, and untransformed production rates the channel case of 2016-Trettel-DNS-0901 compared to the incompressible reference case of 1999-Moser-DNS-0101. Solid red line, TL-transformed production rates; first dotted red line, untransformed production rates; second dotted red line, untransformed production rates re-scaled using viscosity ratio; dashed black line, incompressible reference.
Figure 3.2: Transformed, re-scaled, and untransformed production rates the boundary layer case of 2011-Pirozzoli-DNS-0801 compared to the incompressible reference case of 2010-Jimenez-DNS-0901. Solid red line, TL-transformed production rates; first dotted red line, untransformed production rates; second dotted red line, untransformed production rates re-scaled using viscosity ratio; dashed black line, incompressible reference.
Figure 3.3: Transformed, re-scaled, and untransformed production rates the boundary layer case of 2011-Pirozzoli-DNS-1201 compared to the incompressible reference case of 2010-Jimenez-DNS-0901. Solid red line, TL-transformed production rates; first dotted red line, untransformed production rates; second dotted red line, untransformed production rates re-scaled using viscosity ratio; dashed black line, incompressible reference.
Figure 3.4: Transformed, re-scaled, and untransformed production rates the boundary layer case of 2018–Zhang–DNS–0201 compared to the incompressible reference case of 2010–Schlatter–DNS–0801. Solid red line, TL-transformed production rates; first dotted red line, untransformed production rates; second dotted red line, untransformed production rates re-scaled using viscosity ratio; dashed black line, incompressible reference.
The clearest and best results are given for channels. Consider figure 3.1. In this figure, the peak of the untransformed production rate is no longer in the buffer layer. Plotting this using the semi-local scaling correctly adjusts the peak's location to the buffer layer. We can also see that the viscous production scaling recovers the correct magnitude of the peak at this Reynolds number, as plotted in the re-scaled curve. The TL transformation does both of these, and in general the TL-transformed production rates fit the incompressible reference production rates well, with some disagreement in the viscous sublayer, but nearly perfect agreement farther from the wall.

Note that for the assumption that the shear stress is not transformed works well here for all parts of the flow. We could interpret any error in this plot to being from that assumption, but because the error is small, that assumption holds up.

For boundary layers, the results are more mixed. In general, we see that the TL transformation correctly matches the magnitude and location of the production rate's peak in the buffer layer, but the agreement falls apart farther from the wall. Figure 3.2 plots the results for a Mach 2 adiabatic wall boundary layer, and figure 3.3 plots the results for a Mach 4 adiabatic wall boundary layer. Near the wall the lines are indistinguishable, providing some evidence that the heat flux at the wall does appear to play a role, and that the viscous scaling does not fully capture this effect. As already stated, in both cases the magnitude and location of the peak agrees well with the incompressible data, but the agreement falls apart at higher Mach numbers and farther from the wall.

The same trends occur for cold wall boundary layers. Figure 3.4 depicts the production rates in a cold wall boundary layer. The agreement in the viscous sublayer is slightly worse than in the adiabatic wall case — again pointing to some effect due to wall heat transfer — but
the peak's magnitude and location match well. Farther away from the wall, the agreement is worse.

For the boundary layers, we can also see the validity in assuming that the shear stress is untransformed, but we cannot eliminate the possibility that farther from the wall, the shear stress does require a transformation.

What conclusions can we draw about Morkovin's hypothesis from these results? The idea of Morkovin's hypothesis as an analogy between the turbulence production mechanisms, but not the production rates, holds up, especially close to the wall and in channels. The results also demonstrate that the mean viscosity variation does in fact affect the production rates and alters them from their expected incompressible values. The disagreement of the production rates in boundary layers farther from the wall could be from ignoring all of the production mechanisms. Here, we only considered the most important one, but 3 others exist in boundary layers and require that we treat the flow fundamentally as a two-dimensional flow. Chapter\textsuperscript{5} re-derives the TL transformation under a two-dimensional framework and therefore includes these additional production mechanisms in its derivation.
Chapter 4

Outer layer effects

The results of chapters 2 and 4 suggest that the TL transformation does not perform well in the outer layers of boundary layers. In this chapter, I will explore the properties that any transformation must satisfy to work in the outer layer. I will then evaluate how well the TL transformation obeys these properties.

4.1 Self-similarity

Boundary layers often obey a rough form of self-similarity. Each profile looks quite similar to any other profile, so often self-similarity greatly simplifies how we interpret boundary layers. We therefore should consider how self-similarity affects the analogies that we seek to develop. Consider momentum conservation in boundary layers. We can do a self-similarity analysis and reduce the momentum equation to an ordinary differential equation, but since we are not interested in solving the equations — only in learning about properties of the equations — we do not need to consider the advection terms in the left-hand side. Instead, we will only
consider the pressure gradient and shear stress terms on the right-hand side, greatly simplifying the analysis. The right-hand side is

\[
\text{RHS} = -\frac{dp}{dx} + \frac{\partial t}{\partial y}.
\]  

(4.1)

We can assume a similarity coordinate of the form

\[
\eta = \frac{y}{\ell}.
\]  

(4.2)

where \( \ell = f(x) \) is the similarity length. Since we are not solving the equations, we do not need to specify the form of the similarity length other than that it is a function of the streamwise coordinate. We must also assume that the shear stress follows a self-similar form:

\[
t = \tau_w f(\eta).
\]  

(4.3)

where \( \tau_w = f(x) \). We can now write the right-hand side in terms of self-similar variables:

\[
\text{RHS} = -\frac{dp}{dx} + \left(\frac{\tau_w}{\ell}\right) \frac{d}{d\eta} \left(\frac{t}{\tau_w}\right).
\]  

(4.4)

This equation makes more sense when non-dimensionalized:

\[
\left(\frac{\ell}{\tau_w}\right) \text{RHS} = -\left(\frac{\ell}{\tau_w}\right) \frac{dp}{dx} + \frac{d}{d\eta} \left(\frac{t}{\tau_w}\right).
\]  

Clauser parameter

(4.5)

This form of the equation reveals the Clauser parameter (Clauser, 1954; Clauser, 1956), which controls for self-similarity in turbulent boundary layers. Conventional analyses assume that the similarity length is the displacement thickness, but the concept holds for any length scale that scales with the similarity length. When a series of profiles have the same Clauser parameter, plots of \((u - u_e)/u_\tau\) versus \(y/\delta\) collapse onto the same curve since the flow is self-similar.
We should also consider the constant-property version of the right-hand side:

\[
\left( \frac{L}{\tau_w} \right) \text{RHS} = - \left( \frac{L}{\tau_w} \right) \frac{dP}{dX} + \frac{d}{d\eta_*} \left( \frac{T}{\tau_w} \right)
\]

Clauser parameter

We can now match corresponding terms. We end up with two equations. The pressure gradient term states that the Clauser parameters must match between the two regimes:

\[
\left( \frac{L}{\tau_w} \right) \frac{dP}{dX} = \left( \frac{\ell}{\tau_w} \right) \frac{dp}{dx}
\] (4.6)

We could use this equation to transform the pressure gradient. However, the database does not have any cases with pressure gradient, so matching the Clauser parameters cannot be validated presently.

Matching the shear stress term reveals that the similarity coordinates and shear stresses are linked:

\[
\frac{d\eta_*}{d\eta} = \frac{d(Y/L)}{d(y/\ell)} = \frac{d(T/\tau_w)}{d(t/\tau_w)} = \frac{dT}{dt}
\] (4.7)

As discussed in chapter 3, observations of the production rates suggest that the shear stress is not transformed (that is, \( T = t \)). If we assume that the shear stresses are not transformed, then the similarity coordinates are not transformed either, according to this equation. We can see this demonstrated using Morkovin’s scaling for the Reynolds stresses in figure 4.1, which chapter 3 shows corresponds to the assumption that the shear stresses are untransformed. Figure 4.1 plots the Morkovin-scaled Reynolds shear stress in both incompressible and compressible zero-pressure-gradient turbulent boundary layers. While there is some variation, in general the curves do overlap in large part, thus demonstrating that the outer layer coordinates appear to be roughly the same between the two cases.
Figure 4.1: Morkovin's scaling presented in outer layer coordinates. Red dotted lines, compressible turbulent boundary layer data from Pirozzoli et al. (2011); black dashed lines, incompressible turbulent boundary layer data from Jiménez et al. (2010) and Sillero et al. (2013).
Although not all boundary layers are strictly self-similar, many are and we generally can assume at least some kind of quasi-self-similarity. Therefore, we can also hypothesize that the outer layer coordinates are not transformed:

\[
\left( \frac{Y}{\Delta} \right) = \left( \frac{y}{\delta} \right).
\]  

This equation is the hypothesis I will explore for the rest of this chapter. I will call this the “outer layer coordinate matching” hypothesis. It is a more specific version of the principles given more generally in equation (4.8). Physically, we should expect that the transformation will not drastically change the large scales of the flow. The mean flow and turbulence

---

1 I define the boundary layer thickness ambiguously here. This ambiguity is intentional. We should consider the boundary layer thickness to be a generic boundary layer thickness unless otherwise specified, like \( \Delta_2 \) for the transformed momentum thickness.
structures that are the size of a boundary layer thickness should stay roughly that size (even if the ruler that is a boundary layer thickness changes). Moreover, we can reasonably assume that the outer layer coordinates and the shear stress distribution are linked. The shear stress distribution in boundary layers and channels is depicted in figure 4.2. The shear stress decreases to zero farther from the wall, at a distance on the order of a boundary layer thickness away. Therefore the shear stress distribution is function of the outer layer coordinate, since its characteristic variation is controlled by distances on the order of a boundary layer thickness. We can now perform a thought experiment. Suppose that a value of \( y/\delta \approx 1 \) maps to a point where \( Y/\Delta \approx 0.5 \). In the variable-property regime, the shear stress should be small and that momentum transfer should also be small. But in the constant-property regime, the shear stress would not be small and the momentum transfer therefore could be appreciable. In theory, this discrepancy means that a mismatch in the outer layer coordinate causes a mismatch in the shear stress, potentially leading to an error in how the transformation handles the momentum transfer. Matching the outer layer coordinates resolves this issue and provides some theoretical support for the hypothesis.

### 4.2 Channels

Channels are much simpler than boundary layers. One of the major simplifications is the shear stress profile in a channel. That shear stress profile, as depicted in figure 4.2, is linear and decreases to zero at the channel centerline. In the variable-property regime, the shear stress is

\[
t = \tau_w \left[ 1 - \left( \frac{y}{h} \right) \right].
\]  

(4.10)
In the constant-property regime, the shear stress is

$$T = \tau_w \left[ 1 - \left( \frac{Y}{H} \right) \right].$$

(4.11)

The equivalent to the relationship between the outer layer coordinate and the shear stress (equation 4.8) for channels is

$$\frac{d(Y/H)}{d(y/h)} = \frac{dT}{dt}.$$  

(4.12)

It is easy to see that channels always satisfy this equation (in theory, at least). To see this, we need to re-write the relationship between the outer layer coordinate and shear stress as

$$\frac{dt}{d(y/h)} = \frac{dT}{d(Y/H)}.$$  

(4.13)

We can re-write this because the derivatives are exact. At this point all we need to do is plug in the known shear stress distributions to see that it is in fact always true (the equation becomes $-\tau_w = -\tau_w$). The TL theory assumes that the shear stresses are equal, and we can now see that for channels, this assumption fundamentally comes down to how the outer layer coordinates are transformed (or untransformed, that is). We can see this directly by setting the shear stresses equal to each other:

$$\tau_w \left[ 1 - \left( \frac{Y}{h} \right) \right] = \tau_w \left[ 1 - \left( \frac{Y}{H} \right) \right].$$

(4.14)

This equation demonstrates that the outer layer coordinates are equal (in theory):

$$\left( \frac{Y}{H} \right) = \left( \frac{Y}{h} \right).$$

(4.15)

Again, we should not be surprised about this, since we also just showed that channels always satisfy our assumed relationship between the outer layer coordinate and the shear stress.
This result merely re-enforces that in theory, the outer layer coordinates should match if we assume that the shear stresses do too.

In practice, however, is a different story. If we assume that the outer layer coordinates are the same, we can use this result to solve for the transformed wall-normal coordinate:

\[ Y = \left( \frac{H}{h} \right) y. \]  

(4.16)

The immediate consequence from this equation is that we expect the first derivative of the transformed wall-normal coordinate to be constant. More specifically, we expect that

\[ \frac{dY}{dy} = \left( \frac{H}{h} \right) = \text{const} > 0, \]  

(4.17)

\[ \frac{d^2Y}{dy^2} = 0. \]  

(4.18)

In effect, the second derivative of the transformed wall-normal coordinate measures how well we expect the outer layer coordinates to match (assuming that the shear stress is un-transformed). If the outer layer coordinates match, then the second derivative is zero. In other cases, the second derivative measures the local amount of mismatch between the transformed and untransformed outer layer coordinates.

How does the outer layer coordinate matching hypothesis work on the semi-local scale in channels? So far we have only considered the shear stress distribution in channels and made broad statements about the nature of the transformed wall-normal coordinate for an arbitrary transformation theory. If the semi-local scaling obeys the outer layer coordinate matching hypothesis, then we can expect equation\[4.16\] to equal the semi-local scaling:

\[ Y = \left( \frac{H}{h} \right) y = \left( \frac{\varrho}{\varrho_r} \right)^{+1/2} \left( \frac{\mu}{\mu_r} \right)^{-1} y. \]  

(4.19)
In this equation, \( H/h \) is a constant. This equation then specifies that

\[
\left( \frac{H}{h} \right) = \left( \frac{\rho}{\rho_r} \right)^{+1/2} \left( \frac{\mu}{\mu_r} \right)^{-1}.
\]  

(4.20)

The left-hand side is a constant, so the right-hand side must be as well. As a consequence, the semi-local scaling only matches the outer layer coordinates when the viscosity scales with square root of the density\(^2\)

\[
\left( \frac{\mu}{\mu_r} \right) \sim \left( \frac{\rho}{\rho_r} \right)^{+1/2}.
\]  

(4.21)

As long as the fluid properties satisfy this condition, \( H/h \) will be a constant, and the second derivative of the transformed coordinate will be zero, and the transformed outer layer coordinate equals the untransformed outer layer coordinate. We can see this again by calculating the second derivative of the semi-local scale:

\[
\frac{d^2 Y}{dy^2} = 2 + y \frac{d}{dy} \left[ \left( \frac{\rho}{\rho_r} \right)^{+1/2} \left( \frac{\mu}{\mu_r} \right)^{-1} \right].
\]  

(4.22)

This equation demonstrates that the second derivative is zero in regions where there is little heat transfer (no gradients in mean density and viscosity).

I should note that the idea that the outer layer coordinates must match has been somewhat explored before in subsection [2.5.2](#) though that subsection presents the idea indirectly and only applies it to the semi-local scaling in channel flows exclusively. That subsection lacked the general principle that we are discussing currently. The work of Patel, Peeters, et al. (2015) and Patel et al. (2016) considered profiles of a point-wise semi-local Reynolds number based

\(^2\) I should note that this relationship is somewhat similar to the Chapman-Rubesin parameter with different exponents (Chapman et al., 1949). That parameter is sometimes exploited as a simplifying relationship in some boundary layer analyses.
on the semi-local scaling:

\[
\operatorname{Re}_{r, \text{local}} = \left( \frac{\varrho}{\varrho_r} \right)^{1/2} \left( \frac{\mu}{\mu_r} \right)^{-1} \operatorname{Re}_r.
\]  \hspace{1cm} (2.35)

This equation is basically a non-dimensionalized form of equation 4.19. Essentially, Patel, Peeters, et al. (2015) and Patel et al. (2016) considered this function as measuring the range of Reynolds numbers that the flow occupies and that it controls for similarity in some sense. My interpretation is different and more general: the physical meaning of this quantity distinctly involves the relationship between the untransformed and transformed outer layer coordinates, and it connects back to the nature of the shear stress transformation. The relationship to the Reynolds number is only a particular framing around a more general concept.

Moreover, Patel, Peeters, et al. (2015) and Patel et al. (2016) limited their discussion to how this quantity controls for similarity and quasi-similarity, and how to write the TL theory in terms of this quantity. Their work never considered a more in-depth explanation of where this quantity comes from or how the variable relates to how well the outer layer coordinates match. In fact, the idea encapsulated in their point-wise semi-local Reynolds number is much broader and more general than their work suggests, provided that we take a step back and consider it under a new framework and notation, namely considering the second derivation of the transformed coordinate.

### 4.3 Boundary layers

Unlike channels, boundary layers do not have a shear stress distribution known beforehand. As depicted in figure 4.2, the primary variable that affects the shear stress distribution is the pressure gradient. The equivalent formula to the relationship between the outer layer coordi-
nate and the shear stress (equation 4.8) for boundary layers is

\[ \frac{d(Y/\Delta)}{d(y/\delta)} = \frac{dT}{dt}. \] (4.23)

Unlike channels, though, we have no means to prove that boundary layers satisfy this more general relationship. Instead, we must assume that boundary layer satisfy the more specific outer layer coordinate matching hypothesis:

\[ \left( \frac{Y}{\Delta} \right) = \left( \frac{y}{\delta} \right). \] (4.24)

The difference here between channels and boundary layers is that \( \delta \) is a function of \( x \) and \( \Delta \) is a function of \( X \). In channels these are constants. The transformed wall-normal coordinate is

\[ Y = \left( \frac{\Delta}{\delta} \right) y. \] (4.25)

Similar to the case of channels, the first and second derivatives of the transformed wall-normal coordinate are

\[ \frac{\partial Y}{\partial y} = \left( \frac{\Delta}{\delta} \right) = f(x) > 0, \] (4.26)

\[ \frac{\partial^2 Y}{\partial y^2} = 0. \] (4.27)

Here, I have assumed that the transformed streamwise coordinate \( X \) is a function of the untransformed streamwise coordinate \( x \) only. Chapter 5 demonstrates this result but I assume it for the time being.

As with channels, we expect the second partial derivative of the transformed coordinate to be zero, so any deviation from zero measures the degree that the outer layer coordinates differ.
The partial derivative of the transformed wall-normal coordinate in the streamwise direction also comes into play in any boundary layer transformation. This quantity is

\[
\frac{\partial Y}{\partial x} = y \frac{d}{dx} \left( \frac{\Delta}{\delta} \right) = \left( \frac{y}{\delta} \right) \left[ \frac{dX}{dx} \frac{d\Delta}{d\delta} - \left( \frac{\Delta}{\delta} \right) \frac{d\delta}{dx} \right] = \left( \frac{y}{\delta} \right) \left[ \frac{d\Delta}{d\delta} - \left( \frac{\Delta}{\delta} \right) \right] \frac{d\delta}{dx}.
\] (4.28)

The first term shows that for close to the wall, as \( y/\delta \rightarrow 0 \), we expect the transformed wall-normal coordinate \( Y \) to be a function of only \( y \). However, farther from the wall, the rate of spatial development comes into play through how quickly the boundary layer thickness changes. This equation demonstrates that the rate of spatial development and the outer layer coordinate are directly linked. Chapter 5 discusses this equation in more detail in the context of a two-dimensional extension of the TL transformation.

If the semi-local scaling obeys the outer layer coordinate matching hypothesis, then we can expect equation 4.16 to equal the semi-local scaling:

\[
Y = \left( \frac{\Delta}{\delta} \right) y = \left( \frac{\rho}{\rho_r} \right)^{1/2} \left( \frac{\mu}{\mu_r} \right)^{-1} y.
\] (4.29)

However, this equation differs from its channel counterpart, because now we have spatial development to contend with. The local ratio of transformed-to-untransformed boundary layer thicknesses is

\[
\left( \frac{\Delta}{\delta} \right) = \left( \frac{\rho}{\rho_r} \right)^{1/2} \left( \frac{\mu}{\mu_r} \right)^{-1}.
\] (4.30)

As in the case for channels, the only way for the transformed outer layer coordinate to match the untransformed outer layer coordinate is when a special relationship exists between the mean viscosity and mean density:

\[
\left( \frac{\mu}{\mu_r} \right) \sim \left( \frac{\rho}{\rho_r} \right)^{1/2} f(x).
\] (4.31)

In practice, equation 4.21 satisfies this equation too.
4.4 Results

In practice, no real fluid will obey the relationship between the mean density and mean viscosity given in equation 4.21. This relationship is necessary to match the outer layer coordinates but does not match any expected relationship for gases (either from kinetic theory, statistical mechanics, or otherwise).

To that end, we should examine the second derivative of the semi-local scaling to see how large this quantity becomes. Figures 4.3a, 4.3b, and 4.3c depict the second derivative of the semi-local scaling in a channel, an adiabatic wall boundary layer, and a cold wall boundary layer, respectively.

In all cases, the absolute value of the dimensionless second derivative is small, never exceeding 0.25 in the viscous sublayer or 0.025 in the buffer layer. In all cases, the value of the second derivative approaches a constant value. In the channel case, the second derivative starts out at a highly negative value but rapidly approaches zero after \( y^+ \approx 20 \).

However, in both boundary layer cases, it approaches a small positive value. This observation is critical to understanding the potential source of the error in the TL transformation for boundary layers. In all cases, the second derivative's largest absolute value is in the viscous sublayer. These peaks are meaningless in the context of the outer layer coordinate, though, since the outer layer coordinate in the viscous sublayer is always zero. Therefore a non-zero second derivative there does not contribute to any error in the transformation. However, once the flow is in the buffer layer, the outer layer coordinate is now non-zero for small Reynolds numbers, and any non-zero value of the second derivative could contribute in those cases. As a consequence, the positive second derivative for boundary layers after \( y^+ \approx 20 \) means that...
Figure 4.3: Second derivatives of the TL-transformed coordinate (semi-local scaling) in the near-wall region
transformed the outer layer coordinate does not equal the untransformed outer layer coordinate, and this mismatch should compound the farther from the wall we get.

Why does the second derivative go to zero in channels but not in boundary layers? This property emerges from the location of the temperature profile's peak and the nature of the heat transfer in channels and boundary layers. Channels have no spatial development and are fully-developed flows. The wall temperature is a constant, and viscous heating therefore only adds energy to the flow, heating up only the center of the channel. The peak temperature therefore is always at the channel’s centerline. The turbulence also blunts any temperature gradients outside of the viscous sublayer, so the temperature profile is relatively flat for most of the flow. As a consequence, the temperature gradients rapidly approach zero farther from the wall, and we could therefore expect little to no property variation. The second derivative of the semi-local scaling would then go towards zero.

Figure 4.4a depicts the temperature profile in the near-wall region of a channel flow. Channels are cold wall flows, so the wall temperature is less than “edge” temperature (centerline temperature, in reality). The temperature profile is monotonically increasing, and most of the heat transfer occurs before reaching $y_+ \approx 50$. The mean temperature is quite close to the centerline temperature at $y \approx 100$ even.

Boundary layers have not had the time and space necessary for their wall heating and viscous heating to propagate throughout the whole flow. As a consequence, the temperature profile tends to decrease, and it takes a much longer distance for a boundary layer's temperature to reach the edge temperature (when compared to channels). The temperature peaks are also close to the wall rather than farther from it, sharpening the temperature gradients in the buffer layer especially. Figure 4.4b depicts the temperature profile for an adiabatic wall boundary
Figure 4.4: Mean temperature in the near-wall region
Figure 4.5: Error in the TL-transformed log-law intercept as a function of the RMS of the second derivative of the semi-local scaling in the buffer layer and lower part of the log-law. Dashed line, curve fit for adiabatic wall data.

layer, and 4.4 depicts the temperature profile for a cold wall boundary layer. In both cases, at $y_+ \approx 100$, the temperature is far from the edge temperature. Therefore the temperature gradient will continue to be large for the bulk of the flow. The gradients do not decrease to zero close to the wall. The second derivative of the semi-local scaling will not decrease to zero close to the wall due to all of these factors.

So far I have only considered the second derivative of the semi-local scaling for specific cases. We now can take a more global look at the second derivative and its effect on the error in the log-law intercept of the TL-transformed profile more directly.
Figure 4.5 plots the error in the TL-transformed log-law intercept against the RMS value of the second derivative of the semi-local scaling in the buffer layer and the start of the log-law region. I used this region as the measurement location for several reasons. First, the viscous sublayer is always at \( Y/\Delta \approx 0 \), so the value of the second derivative there will not contribute to any overall error in the transformation. Second, this region is where the error in the TL transformation first appears. Third, the second derivative approaches a constant in the buffer layer, so considering the log-law region would not necessarily change the answer but would take longer to calculate.

In this figure, the data for all adiabatic wall boundary layers for all Reynolds numbers and all Mach number now collapses onto the same line. The filled-in diamond farthest up on the line is a near adiabatic wall boundary layer, so we could also consider that point as lying on the line even though it is not strictly an adiabatic wall boundary layer. The error for channels is small, and we can see that the RMS value of the second derivative for the channels is also small. Note however that later theoretical analysis in subsection 5.10.4 demonstrates that the second derivative does not need to be zero provided that there is no spatial development (provided the flow is a channel). That is, matching the outer layer coordinates is sufficient but unnecessary in some circumstances, since the rate of spatial development mediates the requirement that the outer layer coordinates must match. I discuss this point in more detail later.

The collapse onto a single line greatly improves on the previous figures given in chapter 2, but it does not definitively prove that the transformed outer layer coordinate must match the untransformed outer layer coordinate. At the moment, this plot shows a strong correlation between the RMS second derivative and the error in the TL transformation. This plot is more of an uncontrolled observational study than a controlled study, since we do not directly control
for whether or not the second derivative is identically zero. We merely observe its value in existing data. Observational studies suffice in many circumstances, but in this case we have a way to control for the proposed source of the error. We can run new simulations that control for the second derivative by setting the viscosity relationship to $\mu \sim \rho^{+1/2}$ (equation 4.21). If the outer layer coordinate matching hypothesis is true, then the TL transformation would work well for those new cases. This is the most obvious way to control for this. Until researchers run such new simulations to establish the mechanism as the source of the error, we can only conclude with certainty that a strong correlation exists at present.
Chapter 5

A two-dimensional extension of the Trettel-Larsson transformation

5.1 Motivation

The TL transformation assumes that the flow is one-dimensional. For boundary layers, this assumption fails. Boundary layers fundamentally are two-dimensional flows, and any transformation should consider them as such. To that end, I will derive a two-dimensional extension of the TL transformation that also seeks to address the issues related to Morkovin's hypothesis discussed in chapter 3 and the issues related to the outer layer coordinate addressed in 4. The rest of this section details what changes that we must include to recognize the two-dimensionality of the flow.
5.1.1 Mass conservation

The TL transformation does not consider mass conservation. How could the transformation work without including one of the most basic conservation laws? Mass conservation matters even more in two dimensions, so we cannot exclude it from a two-dimensional extension of the TL transformation.

Classically, boundary layer analyses use the stream function to satisfy the two-dimensional mass conservation equation. However, it is difficult to use the stream function without also requiring that the coordinate is the Howarth-Dorodnitsin transformation (Howarth, 1948; Dorodnitsin, 1942):

\[ Y_{\mathrm{HD}} = \int_{0}^{y} \left( \frac{\rho}{\rho_r} \right) dy. \] (5.1)

Stewartson (1964, pp. 29–30) discusses this coordinate at length. This coordinate achieves several tasks, the most direct being that it adjusts the location of the streamlines such that mass remains conserved between them. The issue with this coordinate, for our purposes, is that we cannot use the semi-local scaling or another similar coordinate while also using this coordinate. The use of the stream function makes the coordinate overdetermined if we need to satisfy both the log-law and some kind of momentum conservation condition. We would have too many equations to satisfy and too few degrees of freedom to satisfy them. This is not to say that we cannot use the stream function. Coles (1962) and Coles (1964) are older transformation theories that use the stream function, but as a consequence they do not and cannot use a log-law condition like the Van Driest transformation does.

Fortunately, there are other methods to satisfy mass conservation without using the stream
function. The most direct is to use the continuity equation with both velocities:

\[
\frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} = 0.
\] (5.2)

As discussed in chapter [3], non-hypersonic turbulent boundary layers do not have large values of the mean dilatation rate. Therefore we may use the incompressible continuity equation to satisfy mass conservation. I will discuss how to implement mass conservation this way later in this chapter.

### 5.1.2 Momentum conservation

As discussed in chapter [3] we can consider a more general stress balance for momentum conservation. This stress balance equation allows for the shear stress to be transformed if desired. The resulting stress balance is

\[
n = \left( \frac{\mu}{t} \right) \frac{\partial u}{\partial y} - \frac{\rho r_{xy}}{t}. \tag{5.3}
\]

### 5.1.3 The log-law

The log-law condition does not change except for the inclusion of partial derivatives:

\[
\frac{1}{k} = y \left( \frac{\rho}{\tau_w} \right)^{+1/2} \frac{\partial u}{\partial y}. \tag{5.4}
\]

### 5.1.4 Energy conservation

The TL transformation does not consider energy conservation. Energy conservation matters for compressible flow, but usually does not come up in incompressible flow unless heat transfer occurs. However, the extended transformation will not include energy conservation due
to our desire for the transformation to be agnostic to the mechanism of density and viscosity variation.

There are many different ways that the local density could vary in a fluid. For compressible gases, the most obvious ways involve changing the temperature or pressure. But this is not the only way that the local density could vary. Consider the density of a binary mixture of two constant density fluids (Sandoval, 1995, p. 11):

$$\frac{1}{\rho} = \frac{C_1}{\rho_1} + \frac{1 - C_1}{\rho_2}. \quad (5.5)$$

Here, $\rho_1$ is the density of fluid 1 in isolation, $\rho_2$ is the density of fluid 2 in isolation, and $C_1$ is the local mass fraction of fluid 1. This kind of equation of state is used frequently in simulations of buoyancy-driven turbulence.

The point here is the transformation should work no matter what causes the density and viscosity to vary. I want the transformation to work just as well in ideal gas, real gas, or binary fluid circumstances, so the transformation should ignore what causes the density and viscosity variation and just treat the mean density and viscosity as known variables. That is how I treated it in chapter 2 and how I will continue to treat it here.

This is not to say that past work has always ignored energy conservation. In fact, it is useful to include energy conservation when you do need a specific form of the more general transformation. For example, Van Driest (1951) does not contain the integral form of the Van Driest transformation, but it does have a less general form, the trigonometric Van Driest transformation, which is the Van Driest transformation assuming an ideal gas and a Crocco-Busemann relation (to satisfy energy conservation). This transformation still is theoretically valid but its application is limited to ideal gases with near unity Prandtl numbers. We seek to surpass such
limitations, so we ignore any equations of state or energy conservation in general[1]

5.2 Coordinate and velocity transformations, and their inverses

We expect the coordinate and velocity transformations that we create to be one-to-one. Each coordinate will map to a single transformed coordinate and vice versa. In one-dimensional problems, discussed in chapter[2] the inversion process is simple. The exact derivatives signify that the inverse of the coordinate transformation inverts the relationship between the variables, letting you find the transformed coordinate from the untransformed coordinate and vice versa. In two dimensions, the relationship between the 2 regimes is not an exact inverse but we can nonetheless generalize the inversion procedure using linear algebra.

We can again use the chain rule to calculate the differentials of the transformed coordi-

[1] There is also another more subtle reason to ignore energy conservation. We want to transform the velocities according to the law-of-the-wall. That is, according to a scaling based on the amount of momentum transfer at the wall (the wall shear stress). When there is no momentum transfer at the wall — for a separating boundary layer — there is no law-of-the-wall. But this is only one law-of-the-wall. There are multiple: one for momentum transfer, one for energy transfer, and even one for the mass transfer. In each case, the law-of-the-wall is defined by the nonzero total amount of transfer of a conserved quantity. For energy transfer, the wall heat flux defines the thermal law-of-the-wall (the law-of-the-wall for temperature profiles). Patel et al. [2017] covers an extension of the TL transformation to the thermal law-of-the-wall in channels, for example. However, adiabatic walls have zero wall heat flux, so it is impossible to define a thermal law-of-the-wall for the adiabatic wall case. For that reason we cannot transform the temperature according to the thermal law-of-the-wall, since it does not exist for adiabatic walls.
nates as functions of the untransformed coordinates:

\[
\begin{align*}
\text{d}X &= \frac{\partial X}{\partial x} \text{d}x + \frac{\partial X}{\partial y} \text{d}y, \\
\text{d}Y &= \frac{\partial Y}{\partial x} \text{d}x + \frac{\partial Y}{\partial y} \text{d}y.
\end{align*}
\]

We can also use the chain rule to find the inverse relationship to calculate the differentials of the untransformed coordinates as functions of the transformed coordinates:

\[
\begin{align*}
\text{d}x &= \frac{\partial x}{\partial X} \text{d}X + \frac{\partial x}{\partial Y} \text{d}Y, \\
\text{d}y &= \frac{\partial y}{\partial X} \text{d}X + \frac{\partial y}{\partial Y} \text{d}Y.
\end{align*}
\]

We can write these sets of equations as matrices:

\[
\begin{bmatrix}
\text{d}X \\
\text{d}Y
\end{bmatrix} = 
\begin{bmatrix}
\frac{\partial X}{\partial x} & \frac{\partial X}{\partial y} \\
\frac{\partial Y}{\partial x} & \frac{\partial Y}{\partial y}
\end{bmatrix}
\begin{bmatrix}
\text{d}x \\
\text{d}y
\end{bmatrix},
\]

\[
\begin{bmatrix}
\text{d}x \\
\text{d}y
\end{bmatrix} = 
\begin{bmatrix}
\frac{\partial x}{\partial X} & \frac{\partial x}{\partial Y} \\
\frac{\partial y}{\partial X} & \frac{\partial y}{\partial Y}
\end{bmatrix}
\begin{bmatrix}
\text{d}X \\
\text{d}Y
\end{bmatrix}.
\]

From these equations, we can see that the coordinate transformation derivatives are in fact related by the inverse of the opposing matrix:

\[
\begin{bmatrix}
\frac{\partial x}{\partial X} & \frac{\partial x}{\partial Y} \\
\frac{\partial y}{\partial X} & \frac{\partial y}{\partial Y}
\end{bmatrix}^{-1} = 
\begin{bmatrix}
\frac{\partial X}{\partial x} & \frac{\partial X}{\partial y} \\
\frac{\partial Y}{\partial x} & \frac{\partial Y}{\partial y}
\end{bmatrix}.
\]

As a consequence, we can solve for the untransformed coordinate derivatives in terms of
the transformed coordinate derivatives:

\[
\frac{\partial x}{\partial X} = \frac{1}{J_{XY}} \frac{\partial Y}{\partial y'},
\]
(5.13)

\[
\frac{\partial x}{\partial Y} = -\frac{1}{J_{XY}} \frac{\partial X}{\partial y'},
\]
(5.14)

\[
\frac{\partial y}{\partial X} = -\frac{1}{J_{XY}} \frac{\partial Y}{\partial x'},
\]
(5.15)

\[
\frac{\partial y}{\partial Y} = +\frac{1}{J_{XY}} \frac{\partial X}{\partial x'},
\]
(5.16)

The coordinate transformation Jacobian determinant plays a role in these equations.

This Jacobian is

\[
J_{XY} = \frac{\partial X}{\partial x} \frac{\partial Y}{\partial y} - \frac{\partial X}{\partial y} \frac{\partial Y}{\partial x}
\]
(5.17)

These derivatives will allow us to state our chain rule purely in terms of variables in one regime.

A similar procedure works for the velocity transformations. This procedure generates the following inverse relations between the velocity transformation derivatives:

\[
\frac{\partial u}{\partial U} = +\frac{1}{J_{UV}} \frac{\partial V}{\partial v'},
\]
(5.18)

\[
\frac{\partial u}{\partial V} = -\frac{1}{J_{UV}} \frac{\partial U}{\partial v'},
\]
(5.19)

\[
\frac{\partial v}{\partial U} = -\frac{1}{J_{UV}} \frac{\partial V}{\partial u'},
\]
(5.20)

\[
\frac{\partial v}{\partial V} = +\frac{1}{J_{UV}} \frac{\partial U}{\partial u'},
\]
(5.21)

The velocity transformation Jacobian determinant is

\[
J_{UV} = \frac{\partial U}{\partial u} \frac{\partial V}{\partial v} - \frac{\partial U}{\partial v} \frac{\partial V}{\partial u}
\]
(5.22)
5.3 The chain rule for two-dimensional flows

The chain rule for a one-dimensional shear flow is simple. It involves only one gradient term. However, the chain rule in two dimensions involves four gradient terms and is much more complex. We can write out this chain rule to express all four of the untransformed velocity gradients as a function of all four of the transformed velocity gradients:

\[
\begin{align*}
\frac{\partial u}{\partial x} &= \frac{1}{J_{UV}} \left[ \frac{\partial X}{\partial x} \frac{\partial u}{\partial X} + \frac{\partial Y}{\partial y} \frac{\partial u}{\partial Y} - \frac{\partial X}{\partial x} \frac{\partial U}{\partial Y} - \frac{\partial Y}{\partial y} \frac{\partial U}{\partial X} \right], \\
\frac{\partial u}{\partial y} &= \frac{1}{J_{UV}} \left[ \frac{\partial X}{\partial x} \frac{\partial u}{\partial X} + \frac{\partial Y}{\partial y} \frac{\partial u}{\partial Y} - \frac{\partial X}{\partial x} \frac{\partial U}{\partial Y} - \frac{\partial Y}{\partial y} \frac{\partial U}{\partial X} \right], \\
\frac{\partial v}{\partial x} &= \frac{1}{J_{UV}} \left[ \frac{\partial X}{\partial x} \frac{\partial v}{\partial X} + \frac{\partial Y}{\partial y} \frac{\partial v}{\partial Y} - \frac{\partial X}{\partial x} \frac{\partial V}{\partial Y} - \frac{\partial Y}{\partial y} \frac{\partial V}{\partial X} \right], \\
\frac{\partial v}{\partial y} &= \frac{1}{J_{UV}} \left[ \frac{\partial X}{\partial x} \frac{\partial v}{\partial X} + \frac{\partial Y}{\partial y} \frac{\partial v}{\partial Y} - \frac{\partial X}{\partial x} \frac{\partial V}{\partial Y} - \frac{\partial Y}{\partial y} \frac{\partial V}{\partial X} \right].
\end{align*}
\]

This equation is not in the most useful form, though, since it involves terms like \(\frac{\partial u}{\partial y}\). It would be much more useful to express the chain rule in terms of the transformed variables only. To achieve that, we will insert the inverse velocity transformation relations to make the right-hand side in terms of derivatives of variables in the transformed regime:

\[
\begin{align*}
\frac{\partial u}{\partial x} &= \frac{1}{J_{UV}} \left[ \frac{\partial X}{\partial x} \frac{\partial u}{\partial X} + \frac{\partial Y}{\partial y} \frac{\partial u}{\partial Y} - \frac{\partial X}{\partial x} \frac{\partial U}{\partial Y} - \frac{\partial Y}{\partial y} \frac{\partial U}{\partial X} \right], \\
\frac{\partial u}{\partial y} &= \frac{1}{J_{UV}} \left[ \frac{\partial X}{\partial x} \frac{\partial u}{\partial X} + \frac{\partial Y}{\partial y} \frac{\partial u}{\partial Y} - \frac{\partial X}{\partial x} \frac{\partial U}{\partial Y} - \frac{\partial Y}{\partial y} \frac{\partial U}{\partial X} \right], \\
\frac{\partial v}{\partial x} &= \frac{1}{J_{UV}} \left[ \frac{\partial X}{\partial x} \frac{\partial v}{\partial X} + \frac{\partial Y}{\partial y} \frac{\partial v}{\partial Y} - \frac{\partial X}{\partial x} \frac{\partial V}{\partial Y} - \frac{\partial Y}{\partial y} \frac{\partial V}{\partial X} \right], \\
\frac{\partial v}{\partial y} &= \frac{1}{J_{UV}} \left[ \frac{\partial X}{\partial x} \frac{\partial v}{\partial X} + \frac{\partial Y}{\partial y} \frac{\partial v}{\partial Y} - \frac{\partial X}{\partial x} \frac{\partial V}{\partial Y} - \frac{\partial Y}{\partial y} \frac{\partial V}{\partial X} \right].
\end{align*}
\]

This equation serves as the basis for the chain rule that we will use later. First, however, we must simplify it further by making the chain rule obey mass conservation.
5.4 Mass conservation for flows with negligible dilatation rates

As stated in the motivation section, we will assume that the flow has a negligible dilatation rate. The incompressible continuity equation then would satisfy mass conservation. The variable-property equation already is written in terms of a constant:

$$\frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} = 0$$  \hspace{1cm} (5.2)

The constant-property counterpart to this equation is

$$\frac{\partial U}{\partial X} + \frac{\partial V}{\partial Y} = 0.$$  \hspace{1cm} (5.31)

The next step is to apply the chain rule to the variable-property equation to write it in terms of constant-property variables:

$$0 = \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} = \frac{1}{J_{UV}} \left[ \frac{\partial U}{\partial X} \left( \frac{\partial X}{\partial x} \frac{\partial V}{\partial v} - \frac{\partial X}{\partial y} \frac{\partial V}{\partial u} \right) + \frac{\partial U}{\partial Y} \left( \frac{\partial Y}{\partial x} \frac{\partial V}{\partial v} - \frac{\partial Y}{\partial y} \frac{\partial V}{\partial u} \right) \right.$$ \hspace{1cm} (5.32)

$$\left. + \frac{\partial V}{\partial X} \left( \frac{\partial X}{\partial x} \frac{\partial U}{\partial v} + \frac{\partial X}{\partial y} \frac{\partial U}{\partial u} \right) + \frac{\partial V}{\partial Y} \left( \frac{\partial Y}{\partial x} \frac{\partial U}{\partial v} + \frac{\partial Y}{\partial y} \frac{\partial U}{\partial u} \right) \right].$$

Finally, we now match each component of the equation. For this equation to match the constant-property version, every coefficient for each velocity gradient component must be equal. As a consequence, the following conditions apply:

$$\frac{\partial U}{\partial X} : \hspace{1cm} + \frac{\partial X}{\partial x} \frac{\partial V}{\partial v} \frac{\partial X}{\partial y} \frac{\partial V}{\partial u} = J_{UV},$$  \hspace{1cm} (5.33)

$$\frac{\partial U}{\partial Y} : \hspace{1cm} + \frac{\partial Y}{\partial x} \frac{\partial V}{\partial v} \frac{\partial Y}{\partial y} \frac{\partial V}{\partial u} = 0,$$  \hspace{1cm} (5.34)

$$\frac{\partial V}{\partial X} : \hspace{1cm} - \frac{\partial X}{\partial x} \frac{\partial U}{\partial v} \frac{\partial X}{\partial y} \frac{\partial U}{\partial u} = 0,$$  \hspace{1cm} (5.35)

$$\frac{\partial V}{\partial Y} : \hspace{1cm} - \frac{\partial Y}{\partial x} \frac{\partial U}{\partial v} \frac{\partial Y}{\partial y} \frac{\partial U}{\partial u} = J_{UV}.$$  \hspace{1cm} (5.36)
We can use linear algebra to solve this system of equations. Mass conservation then becomes a series of relationships between the coordinate transformations and the velocity transformations:

\[
\frac{\partial U}{\partial u} = \frac{\partial X}{\partial x}, \quad \frac{\partial U}{\partial v} = \frac{\partial X}{\partial y}, \quad \frac{\partial V}{\partial u} = \frac{\partial Y}{\partial x}, \quad \frac{\partial V}{\partial v} = \frac{\partial Y}{\partial y}.
\]

A consequence of these relations is that the Jacobian determinants are the same:

\[
J_{UV} = J_{XY} = J.
\]

### 5.5 The chain rule for mass-conserving thin-shear layers

Now that we have the velocity-coordinate relations, we can apply mass conservation to the chain rule itself. This process develops a mass-conserving chain rule written purely in terms of the coordinate transformations. We can then use the coordinate transformations to later solve for the velocity transformations. We can start by inserting the velocity-coordinate relations into the previous chain rule for the velocity gradients:

\[
\frac{\partial u}{\partial x} = \frac{1}{J} \left[ + \frac{\partial X}{\partial x} \frac{\partial Y}{\partial y} \frac{\partial U}{\partial x} + \frac{\partial Y}{\partial x} \frac{\partial U}{\partial y} \frac{\partial U}{\partial x} \frac{\partial X}{\partial y} \frac{\partial V}{\partial x} \frac{\partial Y}{\partial y} \frac{\partial V}{\partial x} \right],
\]

\[
\frac{\partial u}{\partial y} = \frac{1}{J} \left[ + \frac{\partial X}{\partial y} \frac{\partial Y}{\partial x} \frac{\partial U}{\partial x} + \frac{\partial Y}{\partial y} \frac{\partial U}{\partial x} \frac{\partial U}{\partial y} \frac{\partial X}{\partial x} \frac{\partial V}{\partial x} \frac{\partial Y}{\partial y} \frac{\partial V}{\partial y} \right],
\]

\[
\frac{\partial v}{\partial x} = \frac{1}{J} \left[ - \frac{\partial X}{\partial x} \frac{\partial Y}{\partial y} \frac{\partial U}{\partial x} - \frac{\partial Y}{\partial x} \frac{\partial U}{\partial y} \frac{\partial U}{\partial x} - \frac{\partial X}{\partial y} \frac{\partial V}{\partial x} \frac{\partial Y}{\partial y} \frac{\partial V}{\partial x} \right],
\]

\[
\frac{\partial v}{\partial y} = \frac{1}{J} \left[ - \frac{\partial X}{\partial y} \frac{\partial Y}{\partial x} \frac{\partial U}{\partial x} - \frac{\partial Y}{\partial y} \frac{\partial U}{\partial x} \frac{\partial U}{\partial y} - \frac{\partial X}{\partial x} \frac{\partial V}{\partial x} \frac{\partial Y}{\partial y} \frac{\partial V}{\partial y} \right].
\]
The next step is apply the continuity equation itself to combine the fourth term of each equation with the first term. That is, we set

$$\frac{\partial V}{\partial Y} = -\frac{\partial U}{\partial X} \tag{5.46}$$

and simplify the equations accordingly. Boundary layer theory also notes that the third velocity gradient is negligible compared to the others:

$$\frac{\partial V}{\partial X} \approx 0. \tag{5.47}$$

These conditions greatly simplify the chain rule into something much more manageable:

$$\frac{\partial u}{\partial x} = \frac{1}{f} \left[ \frac{\partial}{\partial x} \left( \frac{\partial X}{\partial y} \frac{\partial Y}{\partial x} \frac{\partial U}{\partial X} + \frac{\partial Y}{\partial y} \frac{\partial U}{\partial Y} \right) \right], \tag{5.48}$$

$$\frac{\partial u}{\partial y} = \frac{1}{f} \left[ \frac{\partial}{\partial y} \left( \frac{\partial X}{\partial y} \frac{\partial U}{\partial X} + \left( \frac{\partial Y}{\partial y} \right)^2 \frac{\partial U}{\partial Y} \right) \right]. \tag{5.49}$$

This version of the chain rule we will use in the stress balance condition, but the stress balance condition reveals an additional simplification. We will use that version of the chain rule for the rest of the derivation.

### 5.6 Stress balance condition

We have now set up the problem and are ready to consider more physical conditions. We will start with the stress balance, which approximates inner layer momentum conservation in a simple form. As in chapter 3, we will consider a re-written form of the stress balance that allows for a shear stress transformation.

The first step is to write the stress balance in terms of a constant, as I first did for equation 3.4

$$1 = \left( \frac{\mu}{\tau} \right) \frac{\partial u}{\partial y} - \frac{\rho r_{xy}}{t}, \tag{5.3}$$
The constant-property counterpart to this equation is

\[ 1 = \left( \frac{\mu_r}{T} \right) \frac{\partial U}{\partial Y} - \frac{\varrho_r R_{XY}}{T}. \]  \hfill (5.50)

The next step is to apply the chain rule to the variable-property equation to write it in terms of constant-property variables:

\[ 1 = \left( \frac{\mu}{t} \right) \frac{1}{J} \left[ +2 \frac{\partial X}{\partial Y} \frac{\partial U}{\partial X} + \left( \frac{\partial Y}{\partial Y} \right)^2 \frac{\partial U}{\partial Y} \right] - \frac{\varrho_{rxy}}{t}. \]  \hfill (5.51)

Finally, we can set each corresponding component of this equation equal to its corresponding component in the constant-property equation:

\[ \frac{\partial U}{\partial X} : \quad \left( \frac{\mu}{t} \right) \frac{1}{J} \frac{\partial^2 X}{\partial Y^2} = 0, \]  \hfill (5.52)
\[ \frac{\partial U}{\partial Y} : \quad \left( \frac{\mu}{t} \right) \frac{1}{J} \left( \frac{\partial Y}{\partial Y} \right)^2 = \left( \frac{\mu_r}{T} \right), \]  \hfill (5.53)
\[ R_{XY} : \quad - \frac{\varrho_{rxy}}{t} = - \frac{\varrho_r R_{XY}}{T}. \]  \hfill (5.54)

This results in three equations:

\[ \frac{\partial X}{\partial Y} = 0, \]  \hfill (5.55)
\[ \frac{dX}{dx} = \left( \frac{\mu}{\mu_r} \right) \left( \frac{T}{t} \right) \frac{\partial Y}{\partial Y}, \]  \hfill (5.56)
\[ R_{XY} = \left( \frac{\varrho}{\varrho_r} \right) \left( \frac{T}{t} \right) r_{xy}. \]  \hfill (5.57)

Here, it is important to take a step back and to think about these three equations and what they mean. The third equation was already discussed in chapter [3] it demonstrates that the assuming Morkovin’s scaling is true is that same as assuming that the shear stresses are untransformed. The more interesting point arises with the combination of the first and second equations. The first equation states that the transformed streamwise coordinate is not a function of the untransformed wall-normal coordinate. Geometrically this means that a vertical
profile at a single value of \( x \) transforms to another vertical profile at a single value of \( X \). The second then states that the streamwise coordinate transformation (which is also the streamwise velocity transformation) is a function of the mean viscosity ratio, the shear stress ratio, and part of the wall-normal coordinate transformation. The left-hand side term is a function only of the streamwise coordinate, which the right-hand side should also be a function of the wall-normal coordinate. This contradicts the first equation. As a result, we have another difference between what should work in theory versus what should work in practice. In theory, \( \frac{\partial X}{\partial y} = 0 \), but in practice \( \frac{\partial X}{\partial y} \neq 0 \). This point will be discussed more in a later section on the streamwise coordinate.

If we assume that \( \frac{\partial X}{\partial y} = 0 \), we can further simplify the chain rule:

\[
\frac{\partial u}{\partial x} = \frac{1}{J} \left\{ \frac{dX}{dx} \frac{\partial Y}{\partial y} \frac{\partial U}{\partial X} + \frac{\partial Y}{\partial x} \frac{\partial Y}{\partial y} \frac{\partial U}{\partial Y} \right\},
\]

(5.58)

\[
\frac{\partial u}{\partial y} = \frac{1}{J} \left\{ \frac{dX}{dx} \frac{\partial Y}{\partial y} \frac{\partial U}{\partial X} + \left( \frac{\partial Y}{\partial y} \right)^2 \frac{\partial U}{\partial Y} \right\},
\]

(5.59)

The Jacobian determinant now is

\[
J = \frac{dX}{dx} \frac{\partial Y}{\partial y}.
\]

(5.60)

### 5.7 Log-law condition

As in chapter 2, we will consider the “diagnostic function” version of the log-law:

\[
\frac{1}{\kappa} = y \left( \frac{\rho}{\tau_w} \right)^{1/2} \frac{\partial u}{\partial y},
\]

(5.4)

The constant-property counterpart of this equation is

\[
\frac{1}{\kappa} = Y \left( \frac{\rho_x}{\tau_w} \right)^{1/2} \frac{\partial U}{\partial Y},
\]

(5.61)
Due to the simplifications in the chain rule in the previous section, there is only a single term to consider, so the comparison process is simple. We can start by applying the chain rule to the variable-property equation:

\[
\frac{1}{\kappa} = y \left( \frac{\varrho}{\tau_w} \right)^{1/2} \frac{1}{f} \left( \frac{\partial Y}{\partial y} \right)^2 \frac{\partial U}{\partial Y}. \tag{5.62}
\]

The final step is to match corresponding components. Again, there is only one term we need to match:

\[
\frac{\partial U}{\partial Y} : \quad y \left( \frac{\varrho}{\tau_w} \right)^{1/2} \frac{1}{f} \left( \frac{\partial Y}{\partial y} \right)^2 = \left( \frac{\varrho_r}{\tau_w} \right)^{1/2}. \tag{5.63}
\]

The log-law can therefore be satisfied through the following condition:

\[
\frac{dX}{dx} = \left( \frac{y}{Y} \right) \left( \frac{\varrho}{\varrho_r} \right)^{1/2} \frac{\partial Y}{\partial y}. \tag{5.64}
\]

This equation is almost identical to the equation given in chapter 2. The only difference is the partial derivative in the right-hand side.

I should also note that this equation also does not appear to satisfy \( \frac{\partial X}{\partial y} = 0 \) in practice. Again, I will discuss this contradiction more in the later section on the streamwise coordinate.

## 5.8 The transformed wall-normal coordinate

### 5.8.1 The semi-local scaling and the shear stress transformation

As in chapter 2, we now have 2 equations. However, we have more than two unknowns. Still, we can continue by setting the stress balance condition equal to the log-law condition as done before:

\[
\frac{dX}{dx} = \left( \frac{\mu}{\mu_r} \right) \left( \frac{T}{t} \right) \frac{\partial Y}{\partial y} = \left( \frac{y}{Y} \right) \left( \frac{\varrho}{\varrho_r} \right)^{1/2} \frac{\partial Y}{\partial y}. \tag{5.65}
\]
From this equation, we can see that

\[
\left( \frac{\mu}{\mu_r} \right) \left( \frac{T}{t} \right) = \left( \frac{Y}{Y_{SL}} \right) \left( \frac{\varrho}{\varrho_r} \right)^{1/2}.
\]  

(5.66)

This equation appears odd at first, but we can re-arrange it to reveal a more useful equation:

\[
\left( \frac{T}{t} \right) = \left( \frac{\varrho}{\varrho_r} \right)^{1+1/2} \left( \frac{\mu}{\mu_r} \right)^{-1} \left( \frac{Y}{Y_{SL}} \right) = \left( \frac{Y_{SL}}{Y} \right). \]

(5.67)

We can write this equation in several useful ways:

\[
\left( \frac{Y}{Y_{SL}} \right) = \left( \frac{T}{t} \right)^{-1}, \quad (5.68)
\]

\[
Y T = Y_{SL} t. \quad (5.69)
\]

Note that these equations attribute any difference between the transformed wall-normal coordinate to a change in the shear stress transformation. However, provided that the shear stresses are equal, as observations in previous chapters show, the transformed coordinate must be the semi-local scaling for the log-law to conserve mass and momentum in the inner layer. As in chapter\(^2\) no other coordinate is possible.

### 5.8.2 Outer layer effects

We should stop and re-consider the results in the chapter\(^4\) on outer layer effects. The second derivative of the transformed wall-normal coordinate \(Y\) must be zero for the untransformed

\[
\left( \frac{Y}{Y_{SL}} \right) \approx 2 - \left( \frac{T}{t} \right).
\]

This form could simplify any theory that allows for a shear stress transformation.

\(^2\) Assuming that the shear stresses are close to each other, we can linearize this equation to

\[
\left( \frac{Y}{Y_{SL}} \right) \approx 2 - \left( \frac{T}{t} \right).
\]
outer layer coordinate to match the transformed outer layer coordinate. If the wall-normal coordi-
coordinate is the semi-local scaling, then the only way to satisfy this constraint is to set $\mu \sim \varrho^{+1/2}$
(equation 4.21). However, equation 5.67 has the transformed shear stress as an unknown. We
can always choose a shear stress transformation that sets the coordinate's second derivative
to zero, for example. Consider setting the transformed coordinate equal to the untransformed
coordinate:

$$Y = y.$$  \hspace{1cm} (5.70)

By definition, the second derivative of this transformed coordinate is zero$^3$ Therefore the
outer layer coordinate is never transformed. The transformed shear stress distribution then
becomes “semi-local” in nature:

$$T = \left( \frac{\varrho}{\varrho_r} \right)^{+1/2} \left( \frac{\mu}{\mu_r} \right)^{-1} t. \hspace{1cm} (5.71)$$

But this shear stress transformation does not agree with observations. We should not ex-
pect this idea to work. In fact, the velocity transformation for this transformed coordinate and
shear stress transformation is the Van Driest transformation:

$$\frac{dX}{dx} = \left( \frac{\mu}{\mu_r} \right) \left( \frac{T}{t} \right) \frac{\partial Y}{\partial y} = \left( \frac{\mu}{\mu_r} \right)^{+1/2} \left( \frac{\mu}{\mu_r} \right) = \left( \frac{\varrho}{\varrho_r} \right)^{+1/2}. \hspace{1cm} (5.72)$$

As a consequence, choosing a shear stress distribution to force the transformed outer layer
coordinate to equal the untransformed outer layer coordinate solves one problem, but creates
another, since the Van Driest transformation does not work for cold walls. There is no simple
way to modify the TL transformation theory to match the outer layer coordinates.

$^3$ The first derivative must equal 1, assuming that we non-dimensionalize using wall reference variables.
5.8.3 The assumption of no shear stress transformation

The simplest way forward is to assume that the shear stresses are not transformed:

\[ T = t. \]  \hspace{1cm} (5.73)

The derivation given in chapter 2 required this assumption immediately for the stress balances to match. This derivation is more general but nonetheless cannot avoid this assumption. The transformed wall-normal coordinate then is the semi-local scaling:

\[ Y = Y_{SL} = \left( \frac{\rho}{\rho_r} \right)^{1/2} \left( \frac{\mu}{\mu_r} \right)^{-1} y. \]  \hspace{1cm} (2.29)

For the rest of this chapter, I will not necessarily assume that the shear stresses are untransformed, but at the end I will present all of the answers assuming that.

5.9 The production rates, matching the whole equation

At this point, we have largely considered all of the major components of the TL transformation theory as presented in chapter 2. The TL transformation does not directly specify the Reynolds stress scalings or transformations for the normal Reynolds stresses, only the Reynolds shear stress since the stress balance contains it. To that end, we can transform the production rates themselves to add additional physics to the transformation. This process will directly involve the Reynolds normal stresses, so we would have the means to derive some kind of transformation involving them. The most direct way to do this would be to transform all of the production rate terms in the TKE equation as a single equation. As stated in section 2.2, the choice of corresponding components requires some interpretation. For the production rates, we have two options:
1. transforming all of the production rate terms as a single unit, or

2. transforming each production rate term individually.

Note that the choice is not completely arbitrary. The second option — transforming each term individually — matches the working definition of Morkovin's hypothesis given in chapter 3 in the sense that we transform each turbulence production mechanism individually. However, this option is quite limiting, since we eliminate the possibility that the gradient terms from the chain rule will mix together. Nonetheless, the first option runs into a physical contradiction that reveals why the second option, and its working definition of Morkovin's hypothesis, proves more useful.

The production rate terms of the TKE equation are

$$p = -\rho u_i u_j \frac{\partial \tilde{u}_i}{\partial x_j} = -\rho \left[ r_{xx} \frac{\partial u}{\partial x} + r_{xy} \frac{\partial u}{\partial y} + r_{yx} \frac{\partial v}{\partial x} + r_{yy} \frac{\partial v}{\partial y} \right]. \tag{5.74}$$

As previously stated, in channel flows only one term remains (the second). In boundary layers, there are four terms. Nonetheless, boundary layer theory and mass conservation can simplify the production rate equation into something more useful. Again, boundary layer theory demonstrates that the streamwise gradient of the wall-normal velocity is negligible:

$$\frac{\partial v}{\partial x} \approx 0. \tag{5.75}$$

Mass conservation also allows us to eliminate another term:

$$\frac{\partial v}{\partial y} = -\frac{\partial u}{\partial x}. \tag{5.76}$$

The variable-property production rate equation now becomes

$$p = -\rho \left[ (r_{xx} - r_{yy}) \frac{\partial u}{\partial x} + r_{xy} \frac{\partial u}{\partial y} \right]. \tag{5.77}$$
Our first step is to re-write this equation as a constant:

\[-1 = \left( \frac{\rho}{p} \right) \left[ (r_{xx} - r_{yy}) \frac{\partial u}{\partial x} + r_{xy} \frac{\partial u}{\partial y} \right]. \tag{5.78} \]

The constant-property counterpart to this equation is

\[-1 = \left( \frac{\rho_r}{\rho} \right) \left[ (R_{XX} - R_{YY}) \frac{\partial U}{\partial X} + R_{XY} \frac{\partial U}{\partial Y} \right]. \tag{5.79} \]

Next, we apply the chain to the variable-property equation:

\[-1 = \left( \frac{\rho}{p} \right) \frac{1}{\rho} \left[ \frac{\partial U}{\partial X} \right] + \frac{\partial U}{\partial X} \left[ \frac{\partial Y}{\partial x} \frac{\partial Y}{\partial y} (r_{xx} - r_{yy}) \right] + \frac{\partial U}{\partial Y} \left[ \frac{\partial Y}{\partial x} \frac{\partial Y}{\partial y} (r_{xx} - r_{yy}) \right] + \left( \frac{\partial Y}{\partial y} \right)^2 r_{xy} \right]. \tag{5.80} \]

Finally, we set each corresponding component of this equation to its constant-property counterpart. Here, the component are the gradient terms.

\[\frac{\partial U}{\partial X} : \quad \left( \frac{\rho}{p} \right) \frac{1}{\rho} \frac{\partial Y}{\partial x} \frac{\partial Y}{\partial y} (r_{xx} - r_{yy}) = \left( \frac{\rho_r}{\rho} \right) (R_{XX} - R_{YY}), \tag{5.82} \]

\[\frac{\partial U}{\partial Y} : \quad \left( \frac{\rho}{p} \right) \frac{1}{\rho} \left[ \frac{\partial Y}{\partial x} \frac{\partial Y}{\partial y} (r_{xx} - r_{yy}) + \left( \frac{\partial Y}{\partial y} \right)^2 r_{xy} \right] = \left( \frac{\rho_r}{\rho} \right) R_{XY}. \tag{5.83} \]

This results in the following two equations:

\[\left( \frac{\rho}{\rho_r} \right) \left( \frac{P}{P} \right) (r_{xx} - r_{yy}) = (R_{XX} - R_{YY}), \tag{5.84} \]

\[\left( \frac{\rho}{\rho_r} \right) \left( \frac{P}{P} \right) \left[ (r_{xx} - r_{yy}) \frac{\partial Y}{\partial x} + r_{xy} \frac{\partial Y}{\partial y} \right] = R_{XY} \frac{dX}{dx}. \tag{5.85} \]

These equations create 2 problems, one of them fatal:

1. The equations cannot solve for $R_{XX}$ or $R_{YY}$, only $(R_{XX} - R_{YY})$. As a result, we cannot derive any useful transformation for the Reynolds normal stresses.

2. No single production scaling $P/p$ exists that works for both equations and satisfies known empirical scalings for the Reynolds normal stresses (Morkovin's scaling).
The second is the fatal problem. To see this, we must consider the case of a channel flow (no spatial development in the transformed wall-normal coordinate). We can use Morkovin’s scalings for the answers for the transformed Reynolds stresses:

\[
R = \left( \frac{\rho}{\rho_r} \right) r. \tag{5.86}
\]

At this point, we just need to solve for the production rate transformation that each equation then provides. The first equation is simple to solve:

\[
\left( \frac{\rho}{\rho_r} \right) \left( \frac{P}{p} \right) \left( r_{xx} - r_{yy} \right) = \left( \frac{\rho}{\rho_r} \right) \left( r_{xx} - r_{yy} \right). \tag{5.87}
\]

The production scaling required for the first equation then is

\[
\frac{P}{p} = 1. \tag{5.88}
\]

Now we can consider the second equation. We can use the stress balance condition for \( \frac{dX}{dx} \) in the right-hand side:

\[
\left( \frac{\rho}{\rho_r} \right) \left( \frac{P}{p} \right) r_{xy} \frac{dY}{dy} \frac{dY}{dX} = \left( \frac{\rho}{\rho_r} \right) r_{xy} \frac{dX}{dx} \tag{5.89}.
\]

Using the stress balance condition, this equation becomes

\[
\left( \frac{P}{p} \right) \frac{dY}{dy} = \frac{dX}{dx} = \left( \frac{\mu}{\mu_r} \right) \frac{dY}{dy}. \tag{5.90}
\]

The production scaling then is the scaling considered in chapter 3

\[
\left( \frac{P}{p} \right) = \left( \frac{\mu}{\mu_r} \right). \tag{5.91}
\]

These production scales are inconsistent. This inconsistency means that considering the production terms as a whole cannot make a transformation that works, since either the Reynolds normal stresses will disagree with the empirically known scaling, or the Reynolds shear stress
will, even in the case of channels. Therefore, transforming the production equation as a whole equation is incorrect since it only allows for a single production rate scaling. Instead, we must transform each term of the equation individually (a term-by-term transformation).

## 5.10 The production rates, matching term-by-term

Now we can try to match each production rate term individually. This method harkens back to my working definition of Morkovin’s hypothesis. We will treat each production mechanism as analogous, but the production rates themselves can differ. Unlike before, this method allows for each production mechanism to have its own production rate scaling. This property proves key to making the transformation work.

We can start by decomposing the production rate equation in individual terms:

\[
p = p_{xx} + p_{xy} + p_{yy},
\]

\[
P = P_{XX} + P_{XY} + P_{YY}.
\]

At this point, we just need to transform each term individually, but in a form that allows for the production rates to be different in each regime.

### 5.10.1 The first production rate term

The first production rate term is \( p_{xx} \):

\[
p_{xx} = -\rho r_{xx} \frac{\partial u}{\partial x}.
\]

First, we need to write the equation in terms of a constant:

\[
-1 = \left( \frac{\rho r_{xx}}{p_{xx}} \right) \frac{\partial u}{\partial x}.
\]
The constant-property counterpart to this equation is

\[-1 = \left( \frac{\rho_r R_{XX}}{P_{XX}} \right) \frac{\partial U}{\partial X}. \quad (5.96)\]

Next, we need to apply the chain rule to the variable-property equation:

\[-1 = \left( \frac{\rho r_{xx}}{P_{xx}} \right) \frac{1}{J} \left[ \frac{dX}{dx} \frac{\partial Y}{\partial x} \frac{\partial U}{\partial X} + \frac{\partial Y}{\partial x} \frac{\partial U}{\partial Y} \right]. \quad (5.97)\]

Finally, we set each corresponding component equal to its counterpart. Again, those components are the gradient terms:

\[
\begin{align*}
\frac{\partial U}{\partial X} : & \quad \left( \frac{\rho r_{xx}}{P_{xx}} \right) \frac{1}{J} \frac{dX}{dx} \frac{\partial Y}{\partial x} = \left( \frac{\rho_r R_{XX}}{P_{XX}} \right), \\
\frac{\partial U}{\partial Y} : & \quad \left( \frac{\rho r_{xx}}{P_{xx}} \right) \frac{1}{J} \frac{\partial Y}{\partial x} \frac{\partial Y}{\partial y} = 0. \quad (5.98)
\end{align*}\]

We end up with two equations. The first equation simplifies to

\[R_{XX} = \left( \frac{\theta}{\theta_r} \right) \left( \frac{P_{XX}}{P_{xx}} \right) r_{xx}. \quad (5.100)\]

Conventionally, Morkovin's scaling is the Reynolds stress scaling for this term, but as shown in chapter[2] this scaling does not work well for this particular Reynolds stress. We can attribute the error to an error in the production rate scaling, but we do not have any particular scaling to use or physics to apply. As a result, I will assume the validity of Morkovin's scaling in this section:

\[R_{XX} = \left( \frac{\theta}{\theta_r} \right) r_{xx}. \quad (5.101)\]

If we assume that the Reynolds stresses follow Morkovin's scaling, the production rate scaling for \( P_{XX} \) is

\[\left( \frac{P_{XX}}{P_{xx}} \right) = 1. \quad (5.102)\]
This production rate scaling agrees with the idea stated in the previous section. Physically, it states that this production rate will not be transformed.

The second equation from the decomposition must equal zero. Given that all of the other terms must have a finite value, the only term that should be zero is

\[
\frac{\partial Y}{\partial x} = 0. \tag{5.103}
\]

We will discuss this term in detail later in this chapter.

### 5.10.2 The second production rate term

The second production rate term is \(p_{xy}\):

\[
p_{xy} = -\rho r_{xy} \frac{\partial u}{\partial y}. \tag{5.104}
\]

First, we need to write the equation in terms of a constant:

\[
-1 = \left(\frac{\rho r_{xy}}{p_{xy}}\right) \frac{\partial u}{\partial y}. \tag{5.105}
\]

The constant-property counterpart to this equation is

\[
-1 = \left(\frac{\rho r_{R_{XY}}}{P_{XY}}\right) \frac{\partial U}{\partial Y}. \tag{5.106}
\]

Next, we need to apply the chain rule to the variable-property equation:

\[
-1 = \left(\frac{\rho r_{xy}}{p_{xy}}\right) \frac{1}{f\left(\frac{\partial Y}{\partial y}\right)} \frac{\partial U}{\partial Y}. \tag{5.107}
\]

There is only one term to compare. The resulting equation is

\[
\left(\frac{\rho}{\rho_r}\right) \left(\frac{P_{XY}}{p_{xy}}\right) r_{xy} \frac{\partial Y}{\partial y} = R_{XY} \frac{dX}{dx}. \tag{5.108}
\]
This equation is the same equation as in the chapter 3. If we apply the streamwise coordinate transformation and the Reynolds shear stress from the stress balance equation, we can see that the production rate scaling required is

\[
\frac{P_{XY}}{p_{xy}} = \left( \frac{\mu}{\mu_r} \right) \left( \frac{T}{t} \right)^2.
\]  

(3.13)

Again, this is the same result as in the chapter 3. If we expect Morkovin’s scaling to work, then \( T = t \) and

\[
\frac{P_{XY}}{p_{xy}} = \left( \frac{\mu}{\mu_r} \right).
\]

(3.14)

As demonstrated in chapter 3, this production rate scaling matches the \( P_{XY} \) production rate well for channels but generally only matches the peak and trend of the production rate in boundary layers.

### 5.10.3 The third production rate

The third production rate term is \( p_{yy} \):

\[
p_{yy} = -\rho r_{yy} \frac{\partial v}{\partial y} = +\rho r_{yy} \frac{\partial u}{\partial x}.
\]

(5.109)

First, we need to write the equation in terms of a constant:

\[
+1 = \left( \frac{\rho r_{yy}}{p_{yy}} \right) \frac{\partial u}{\partial x}.
\]

(5.110)

The constant-property counterpart to this equation is

\[
+1 = \left( \frac{\rho_r R_{YY}}{P_{YY}} \right) \frac{\partial U}{\partial X}.
\]

(5.111)

Next, we need to apply the chain rule to the variable-property equation:

\[
+1 = \left( \frac{\rho r_{yy}}{p_{yy}} \right) J \left[ \frac{dX \partial U}{dx \partial Y} + \frac{dY \partial U}{dx \partial Y} \right] .
\]

(5.112)
And finally, we compare each corresponding component:

\[
\begin{align*}
\frac{\partial U}{\partial X} : & \quad \left( \frac{\rho r_{yy}}{p_{yy}} \right) \frac{1}{J} \frac{\partial X}{\partial y} = \left( \frac{\rho r_{YY}}{P_{YY}} \right), \\
\frac{\partial U}{\partial Y} : & \quad \left( \frac{\rho r_{yy}}{p_{yy}} \right) \frac{1}{J} \frac{\partial Y}{\partial y} = 0. 
\end{align*}
\] (5.113) (5.114)

These equations are just like the previous equations for \( p_{xx} \). The resulting production rate scaling to satisfy Morkovin’s scaling is

\[
\left( \frac{P_{YY}}{p_{yy}} \right) = 1. 
\] (5.115)

As in the case of the first production rate, this production rate remains untransformed.

### 5.10.4 The condition that \( \frac{\partial Y}{\partial x} = 0 \)

The analysis for the first and third production rates required that the transformed wall-normal coordinate cannot be a function of the streamwise coordinate:

\[
\frac{\partial Y}{\partial x} = 0. 
\] (5.103)

This equation at first glance appears insignificant but it contains many significant results that explain why the TL transformation works well for channels and why it works poorly for boundary layers. We can consider this variable from two points-of-view. The first is from the point-of-view of the outer layer coordinate:

\[
\frac{\partial Y}{\partial x} = \left( \frac{y}{\delta} \right) \left[ \frac{d\Delta}{d\delta} - \left( \frac{\Delta}{\delta} \right) \right] \frac{d\delta}{dx}. 
\] (4.28)

The second is from the point-of-view of the semi-local scaling:

\[
\frac{\partial Y}{\partial x} = y \frac{\partial}{\partial x} \left[ \frac{\varrho}{\varrho_r} \right]^{1/2} \left( \frac{\mu}{\mu_r} \right)^{-1}. 
\] (5.116)

There are four conditions that make this equation equal zero:
1. in the inner layer (where \( y/\delta \to 0 \)), or

2. in an incompressible flow (where \( \Delta = \delta \)), or

3. in a channel flow (where derivatives in the streamwise direction like \( \frac{\partial \delta}{\partial x} \) are zero), or

4. for flows where \( \mu \sim \rho^{+1/2} \) (see equation 4.21, the viscosity relationship required for the transformed outer layer coordinate to equal the untransformed outer layer coordinate).

The second and third cases are trivial, but the first and fourth require more discussion. Ultimately, both the first and fourth conditions prove why the TL transformation does not work for most boundary layers.

The inner layer of a boundary layer flow, where \( y/\delta \to 0 \), is a simpler and more universal region of the flow. From the point-of-view of the outer layer, provided that \( y/\delta \to 0 \), the value of \( \frac{\partial Y}{\partial x} \) will approach zero. For low Reynolds numbers, the size of the inner layer (strictly speaking here as where \( y/\delta \to 0 \)) is quite small, but for high Reynolds numbers, the size of the inner layer could be substantial in terms of wall units. For example, for a boundary layer at a friction Reynolds number of \( \text{Re}_f = 10^3 \), \( y_+ = 10^2 \) where \( y/\delta = 0.1 \) (one order of magnitude less than the boundary layer thickness). At this Reynolds number, the value of \( \frac{\partial Y}{\partial x} \) should be nearly zero at \( Y_{SL+} \approx 50 \). This property then would allow in theory for the transformation to work. For even higher Reynolds numbers, the size of the inner layer would grow even more and provide more opportunity for the condition that \( \frac{\partial Y}{\partial x} = 0 \). This line of reasoning could explain why the TL transformation appears to work better for higher Reynolds number boundary layers than lower Reynolds number boundary layers. Consider again the Mach 2 adiabatic wall boundary layer results plotted in figure 2.9 (the TL-transformed log-law intercept error plotted as a function of Mach number). Once controlled for the Mach number and the wall heat transfer rate,
the highest Reynolds number case has the smallest error and the lowest Reynolds number case has the highest — just as we expect now — though in none of the cases does the error disappear. We can hypothesize that the error could disappear provided that the Reynolds number is high enough, but the question of what value of the Reynolds number suffices remains open. All that we can say for now is that the Reynolds number must be quite high \((\text{Re}_\tau \to \infty)\).\footnote{This point somewhat invalidates the idea of using the point-wise semi-local friction Reynolds number of Patel, Peeters, et al. \cite{2015} and Patel et al. \cite{2016} in boundary layers. If the data must be at a very high Reynolds number for the TL transformation to even potentially work, the concept of a Reynolds number transformation breaks down. All that we can say is that as the friction Reynolds number tends to infinity \((\text{Re}_\tau \to \infty)\) the point-wise local friction Reynolds number tends to infinity too \((\text{Re}_{\tau,\text{local}} \to \infty)\).}

However, the point-of-view of the outer layer coordinate is not the only point-of-view here, and strictly speaking we cannot assume that the transformed coordinate (the semi-local scale) will obey the outer layer coordinate matching hypothesis. Nonetheless, we can even see that \(\frac{\partial Y}{\partial x} = 0\) is approximately true from the point-of-view of the semi-local scaling applied to boundary layers over isothermal walls. Isothermal walls do not have any streamwise variation in the mean density and mean viscosity at the wall, so they would have little to no streamwise variation near the wall as well. Provided that the Reynolds number is high enough that the size of the inner layer is large in wall units, the value of \(\frac{\partial Y}{\partial x}\) could be close to zero.

The fourth case where \(\frac{\partial Y}{\partial x} = 0\) is when the mean viscosity varies with the square root of the mean density. This condition is in the only condition that allows for the entire boundary layer to be transformed. As discussed in chapter \cite{4}, this kind of viscosity relationship is the only relationship that lets the transformed outer layer coordinate match the untransformed outer layer coordinate when the coordinate is the semi-local scaling. What this means in practice is
that when the second derivative of the transformed coordinate is zero — when the outer layer coordinate matching hypothesis is true — $\frac{\partial Y}{\partial x}$ equals zero identically. The two conditions are actually directly connected. This observation supports the idea that the mismatch in the outer layer coordinates is the source of the error in the TL transformation, because we now see that it is directly related to how well the transformation will match the production rate terms.

Note also that the fourth condition is sufficient but unnecessary in channels. I eluded to this point earlier in section \[4.4\] As long as there is no spatial development, the equation for $\frac{\partial Y}{\partial x} = 0$ does not require that $\mu \sim \rho^{1/2}$. Only boundary layers require that the outer layer coordinates match (what the fourth condition specifies), since channels already satisfy the condition. This observation explains why the error in the TL transformation does not depend on the second derivative of the coordinate for the case of channels (see figure \[4.5\]). Channels always satisfy the condition that $\frac{\partial Y}{\partial x} = 0$, so there is no need for the second derivative of their transformed coordinates to be zero too (though observations show that it is zero for $Y_{SL+t} > 20$).

### 5.11 The transformed streamwise coordinate

If we assume that the shear stress is untransformed ($T = t$), then the streamwise coordinate and velocity transformations become

$$
\frac{dX}{dx} = \frac{dU}{du} = \left( \frac{\mu}{\mu_r} \right) \frac{dY}{dy} = \left( \frac{\rho}{\rho_r} \right)^{1/2} \frac{dY}{dy} = \left( \frac{\rho}{\rho_r} \right)^{1/2} \left[ 1 + \frac{1}{2} \frac{\partial \rho}{\partial y} y - \frac{1}{\mu} \frac{\partial \mu}{\partial y} \right].
$$

This equation is identical to the equation given in chapter \[2\], but our interpretation differs. All of the coordinate derivatives are now exact derivatives (in theory, at least), since $\frac{\partial X}{\partial y} = 0$ and $\frac{\partial Y}{\partial x} = 0$. The partial derivatives remain for the mean fluid properties, however. We also
know that mass conservation states that the streamwise velocity transformation equals the streamwise coordinate transformation, which I will now discuss in detail.

First, we need to discuss the geometric interpretation of \( \frac{dX}{dx} \). There are 3 cases that matter here:

1. \( \frac{dX}{dx} = 1 \). This case corresponds to the streamwise distances being the same in both regimes.
2. \( \frac{dX}{dx} > 1 \). This case corresponds to the transformed streamwise distance being longer than the untransformed streamwise distance. In that case, objects in a compressible flow appear shorter in length than they should in an equivalent incompressible flow since \( dx < dX \).
3. \( \frac{dX}{dx} < 1 \). This case corresponds to the transformed streamwise distance being shorter than the untransformed streamwise distance. In that case, objects in a compressible flow appear longer in length than they should in an equivalent incompressible flow since \( dx > dX \).

Second, we need to discuss why the differentials are exact here. To satisfy the stress balance and log-law condition, the wall-normal derivative of the transformed streamwise coordinate must equal zero:

\[
\frac{\partial X}{\partial y} = 0. \tag{5.55}
\]

This equation makes the differential exact. Equation 5.55 has a simple geometric interpretation. It specifies that an untransformed vertical profile at a single value of \( x \) transforms to another transformed vertical profile at a single value of \( X \). A line perpendicular to the wall transforms to a line perpendicular to the wall, in other words.
Using this equation, we can see that the streamwise coordinate and velocity transformations must be flat by taking the derivative with respect to the wall-normal coordinate here:

\[
\frac{\partial^2 X}{\partial x \partial y} = \frac{\partial}{\partial y} \left( \frac{dX}{dx} \right) = \frac{\partial}{\partial y} \left( \frac{dU}{du} \right) = 0.
\]  \hspace{1cm} (5.117)

This mixed partial derivative term can be thought of like the second derivative of the wall-normal coordinate — a measurement of how well the transformation obeys its underlying equations. In theory, the value of this equation should be zero, but in practice it is not.

Figures \text{5.1a, 5.1b, and 5.1c} plot the values of the streamwise coordinate and velocity transformations \( \frac{dX}{dx} = \frac{dU}{du} \). As stated before, the values plotted are not flat. The streamwise coordinate transformation varies as a function of the wall-normal coordinate. It varies substantially before the log-layer, and in the case of a cold wall boundary layer, continues to vary substantially farther from the wall. Fortunately, for channels and adiabatic wall boundary layers, the streamwise coordinate transformation reaches a plateau after the buffer layer. At this point, the error in the streamwise coordinate is zero, but elsewhere it would be difficult to state with certainty that a vertical line transforms into another vertical line.

How well does this theory about the streamwise coordinate agree with the data? There are some difficulties in validating this theory due to the lack of quantitative information about the spatial development of any flow. Most data collected involves profiles in the wall-normal direction and not the streamwise direction, so it is difficult to validate the theory here precisely. Nonetheless, we can examine the length of the streamwise streaks — long regions of streamwise velocity fluctuations in the buffer layer — to see if this theory agrees qualitatively with the data. We still run into some issues here: the definition of a streamwise streak is somewhat
Figure 5.1: TL-transformed streamwise coordinate transformation and velocity transformation in the near wall region
Figure 5.2: Average of the TL-transformed streamwise coordinate and velocity transformation in the buffer layer ($5 \leq Y_{TL,+} \leq 30$)

vague, so usually no precise lengths or even distributions of lengths of the streaks are measured. Despite these difficulties, the qualitative observations available agree with the theory.

Figure 5.2 plots the average value of $\frac{dX}{dx}$ in the buffer layer as a function of the dimensionless wall heat flux. The trend line follows the data for channels, which are always cold wall. Previous observations (Coleman et al., 1995; Duan et al., 2010) note that the streaks are longer in channels and cold wall boundary layers. This observation agrees with the theory. The channel data and trend line show that the streaks appear longer due to the value of $\frac{dX}{dx}$ being less than 1. In other words, the streaks appear longer because we are not measuring their length using the correct ruler. The streamwise coordinate itself has changed, so the streaks only appear longer when using the untransformed wall units as the Van Driest transformation used. Provided we
use the correct streamwise coordinates, the streaks themselves may not have changed their length at all. However, I do not have the data to support such a precise statement. Future work should examine the streamwise coordinate more closely.

5.12 Summary of the complete transformation

This section summarizes all parts of the TL transformation. It turns out that the one-dimensional TL transformation theory presented in chapter 2 is the same basic answer that this chapter obtains, but the previous derivation does not reveal the limitations of the theory or the transformations for any additional quantities.

5.12.1 The coordinate and velocity transformations

The streamwise coordinate and velocity transformations:

\[
\frac{dX_{TL}}{dx} = \frac{dU_{TL}}{du} = \left( \frac{\rho}{\rho_r} \right)^{+1/2} \left[ 1 + \frac{1}{2} \frac{\partial \rho}{\partial y} y - \frac{1}{\mu} \frac{\partial \mu}{\partial y} y \right].
\]

The wall-normal coordinate and velocity transformations:

\[
\frac{dY_{TL}}{dy} = \frac{dV_{TL}}{dv} = \left( \frac{\rho}{\rho_r} \right)^{+1/2} \left( \frac{\mu}{\mu_r} \right)^{-1} \left[ 1 + \frac{1}{2} \frac{\partial \rho}{\partial y} y - \frac{1}{\mu} \frac{\partial \mu}{\partial y} y \right].
\]

The transformed wall-normal coordinate (the semi-local scaling):

\[
Y_{TL} = Y_{SL} = \left( \frac{\rho}{\rho_r} \right)^{+1/2} \left( \frac{\mu}{\mu_r} \right)^{-1} y.
\]

The dimensionless transformed wall-normal coordinate:

\[
Y_{TL,+} = Y_{SL,+} = \frac{\rho (\tau_w / \rho)^{1/2}}{\mu} y = \frac{(\tau_w \rho)^{1/2}}{\mu} y.
\]
The dimensionless transformed streamwise velocity:

\[ U_{TL^+} = \int_0^{u^+} \left( \frac{\Theta}{\Theta_r} \right)^{1/2} \left[ 1 + \frac{1}{2} \frac{\partial \Phi}{\partial y} y - \frac{1}{2} \frac{\partial \mu}{\partial y} y \right] d\mu^+ = \int_0^{u^+} \left[ 1 + \frac{1}{2} \frac{\partial \rho}{\partial y} y - \frac{1}{2} \frac{\partial \mu}{\partial y} y \right] \frac{d\mu}{\sqrt{\tau_w/\rho}}. \tag{2.38} \]

### 5.12.2 The Reynolds stress and shear stress transformations

The Reynolds stress scaling (Morkovin's scaling):

\[ R_{TL^+} = \left( \frac{\Theta}{\Theta_r} \right) r^+ = \frac{r}{\tau_w/\rho} = \frac{\rho r}{\tau_w}. \tag{2.21} \]

The shear stress transformation:

\[ T_{TL} = t. \tag{5.73} \]

### 5.12.3 The production rate transformations

The primary production rate scaling:

\[ P_{XY,TL} = \left( \frac{\mu}{\mu_r} \right) p_{xy}. \tag{3.14} \]

The other production rate scalings:

\[ P_{XX,TL} = p_{xx}, \tag{5.102} \]

\[ P_{YY,TL} = p_{yy}. \tag{5.115} \]

### 5.12.4 The limiting conditions

The outer layer coordinate matching condition:

\[ \frac{\partial^2 Y_{TL}}{\partial y^2} = 0. \tag{4.27} \]
The stress balance and log-law matching condition:

\[ \frac{\partial X_{TL}}{\partial y} = 0. \]  \hfill (5.55)

The production rate matching condition:

\[ \frac{\partial Y_{TL}}{\partial x} = 0. \]  \hfill (5.103)
Chapter 6

Conclusions

6.1 Conclusions

The requirements that $\frac{\partial Y}{\partial x} = 0$ and $\frac{\partial^2 Y}{\partial y^2} = 0$ prove the difficulty inherent in developing an analogy between compressible turbulent boundary layers and incompressible turbulent boundary layers. These two requirements suggest that such an analogy is impossible in most circumstances. It shows that the previous results for channels are only one of a few edge cases where the transformation theory can work. Channels are the primary edge case, but compressible channels are not real-world flows in many respects. Therefore, the issue of developing a useful analogy between compressible turbulent boundary layers and incompressible turbulent boundary layers is still an open question.

As stated in chapter 1, analogies have limitations and we should not expect them to work in all situations. Nonetheless, the two-dimensional extension to the TL transformation theory does provide many more components than the previous one-dimensional theory, including a new streamwise coordinate and new scalings for the production rates.
The failure of the TL transformation for boundary layers raises a good question: why does Morkovin's hypothesis work better in channels than in boundary layers? Are the turbulence production mechanisms equivalent when there is more than one present? The fit for the Reynolds stresses using Morkovin's scaling is far better for channels than for boundary layers, especially farther from the wall. The same goes for the production rates. A simple answer to the question is that channels only have one turbulence production mechanism and boundary layers have four, so it is much easier to match one mechanism than all four. In short, the more complex the physics are, the more limitations emerge.

Another answer comes from the physics of the situation. Morkovin's hypothesis may not be wrong, but the interpretation of it as an analogy falls apart in some circumstances. None of the results here demonstrate that compressibility plays a role in the turbulence structure (with the exception of the streamwise Reynolds normal stress). This idea lays at the heart of Morkovin's hypothesis. However, the results do show that the turbulence structure itself is not completely analogous to its incompressible counterpart (regardless of the effects of compressibility). While I have not identified the precise difference between the turbulence in compressible and incompressible turbulent boundary layers, the evidence here suggests that a difference exists. There may be no compressibility effects, but that does not mean that the turbulence itself is precisely the same, even if it is similar.

We must also consider that the TL transformation may lack some important physics that it should include. The Van Driest transformation lacked momentum conservation, for example, and its error in the viscous sublayer disappears when momentum is conserved properly. However, the two-dimensional formulation now contains mass and momentum conservation, so it is more difficult for it to ignore certain physical laws. Nonetheless, it may just implement
them incorrectly. For example, my working definition of Morkovin’s hypothesis requires us to interpret each production mechanism individually, and this choice ultimately creates the requirement that \( \frac{\partial Y}{\partial x} = 0 \). A different interpretation of Morkovin’s hypothesis could eliminate that requirement all together, though my attempt eliminate that requirement (see subsection 5.9) runs into contradictions. These contradictions do not emerge when using my working definition of Morkovin’s hypothesis, providing some support for it. Ultimately, the analogy may just fall apart and turbulence in boundary layers may fundamentally differ between the two regimes.

Still, the failure of the TL transformation for boundary layers does not necessarily mean that compressible turbulent boundary layers are beyond scientific understanding. All transformations are analogies and analogies have limitations. Regardless of whether an exact and useful analogy between compressible turbulent boundary layers and incompressible turbulent boundary layers exists, we still can approach the problem of compressible turbulent boundary layers on its own terms rather than forcing it into more familiar territory. New phenomena often call for new concepts, and the new concepts may actually explain compressible turbulent boundary layers better than assuming they are always equivalent to older concepts. And that may be what lies ahead.

6.2 Future work

1. Future work should include new boundary layer simulations that use the viscosity relationship \( \mu \sim \rho^{+1/2} \). If the outer layer coordinate matching hypothesis is true, then we should expect the transformation to work here. These simulations would then verify
or falsify the outer layer coordinate matching hypothesis by directly controlling for the value of the transformed coordinate's second derivative.

2. Future work should include measurements of the entire two-dimensional flow field for a boundary layer. The measurements must include the mean viscosity, the mean wall-normal velocity and all quantities related to the spatial development of the flow, including both Reynolds- and Favre-averaged quantities. Future transformation theories need better data to be validated, and velocity profiles alone no longer suffice.

3. Future work should address why the streamwise Reynolds normal stress does not match when scaled with Morkovin's scaling. The TL theory does not provide an answer for this question, but we can use it to note that perhaps this Reynolds stress needs a different production rate scaling.

4. Future work should include measurements of the distribution and length of the streamwise streaks in the buffer layer for both incompressible and compressible flow scenarios in both channels and boundary layers. The point of these measurements is to provide a basis to quantitatively validate the streamwise coordinate. Channels are the cheapest and best option to validate the theory, but validation in boundary layers also matters too, especially for flows where $\mu \sim \rho^{1/2}$.

5. Future work should investigate the effects of the transformed streamwise and wall-normal coordinates on the spectra and two-point correlations. The question is how the transformation affects the wavenumber and whether the we should also transform the wavenumber too.
6. Future work should investigate whether the shear stress needs to be transformed. The TL theory does not consider a shear stress transformation due to the success of Morkovin's scaling in matching the peak of the Reynolds shear stress, but this observation only makes the lack of a shear stress transformation an assumption underlying the theory. It would be beneficial to have an explanation as to why the shear stress does not need to be transformed at the least.
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