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Abstract

The LITSE Algorithm: Theory and Application

by

Curt Christopher Hansen

Doctor of Philosophy in Biostatistics

University of California, BERKELEY

Professor Alan E. Hubbard, Chair

In this dissertation, we present a novel method – the Learning with Iteration and Tree-

based Search Estimation algorithm – for the estimation of the malarial haplotype compo-

sition in one or more individuals and the corresponding haplotype population frequencies,

focusing in particular on the case where individuals have been infected by more than one

strain. This estimation must take place in the presence of pooled readings of the genetic

composition of the parasites present.

The approach consists of the combination of a parameterized tree-based combinatorial

search and a refinement phase incorporating the Expectation Maximization algorithm.

The EM algorithm is particularly attractive as it is structured to be applied to situations

involving both observed and unobserved information.

A test of an implementation of the algorithm on simulated data demonstrates its

effectiveness in accurately estimating the haplotype compositions, both prior to and

following the refinement. Its effectiveness established, the algorithm is then applied to a

set of laboratory-produced malarial strain data.

In addition, the algorithm has also been made available to other researchers through

a dedicated website allowing submissions and the downloading of results.

While the current research focused on the application of the method to malarial

parasites, the method is general enough to be applied to cases of infection by other

organisms.
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Finally, the dissertation presents several suggestions for future work in enhancing

the algorithm both computationally and statistically and extending its scope to related

research topics.
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Chapter 1

Introduction

In this dissertation, we present a new method – the Learning with Iteration and Tree-

based Search Estimation (LITSE) algorithm – for estimating the haplotype phasing of

pooled samples of genetically distinct strains. By “pooled”, we refer to the cases where

an individual has been infected with multiple strains yet the genetic data collected for

these strains is consolidated across strains in such a way that it is unclear what strains

gave rise to these data.

While the focus is on the Plasmodium genus underlying malarial infections, the

method is not specific to that organism. It is envisioned that the algorithm may be

used in any haplotype phasing setting for any organism where the genetic data are col-

lected in a pooled fashion.

Our aim has been to develop an accurate and computationally efficient statistical

method for estimating the malarial haplotype composition in several, preferably many,

individuals and inferring the relevant parasite population parameters. The primary pa-

rameter of interest is the population frequency of different strains in a region at a par-

ticular point in time.

This brief introduction motivates the development of such an algorithm, discusses in

brief some of the biological considerations of malarial infections, presents the problem as

a statistical one, and then introduces the main sections of the dissertation.
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1.1 Motivation

The primary purpose of the LITSE algorithm is to permit the identification of the trans-

mission networks of malarial strains in a region of interest. By “transmission network”,

we mean the mechanism by which malaraia transmits from one place to another. A key

component of determining such networks is an estimate of the population of malarial

strains in specific geographic areas at particular points in time [25].

As will be discussed in later chapters, existing methods have drawbacks that prevent

them from handling the data inherent in the tracking of malarial strains.

1.2 Background

This section presents a brief background on malarial infection including the parasite

involved, the vector, and some key statistics.

The organism behind malarial infection is the Plasmodium genus of parasitic proto-

zoa [5]. In this genus, there are approximately 200 species including P. falciparum, P.

malariae, P. vivax, P. ovale, and P. knowlesi, the primary species underlying infection

in humans. The species Plasmodium falciparum is of particular interest, as it is the most

deadly in humans. Within a species, there exist separate strains, characterized in some

cases by different phenotypes such as varied susceptibility to antimalarial drugs, and

genotypically by variations in DNA sequence including single nucleotide polymorphisms,

insertion/deletions, and length polymorphisms such as microsatellites.

The Plasmodium falciparum species gives an indication of the genomes involved.

The species has 14 chromosomes and approximately 23.3 million base pairs, compris-

ing roughly 5400 coding genes [14, 29]. This is discussed in more detail in §2.3.

According to the Center for Disease Control (CDC), the vector for malarial disease

is the Anapholes genus of mosquito [5]. Part of the prevention effort is thus to prevent

mosquito bites through protective netting and other means.

Malarial infection is a major disease worldwide and a particular scourge of the devel-

oped world, as depicted in Figure 1.1. Again from the CDC, in 2012 alone an estimated
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Figure 1.1: Global Distribution of Malarial Cases, 2013. Source:
World Health Organization [48]

207 million cases human infections occurred globally, resulting in 627,000 deaths – 85%

of which were children under 5. Approximately 3.2 billion people live in endemic areas

scattered over 106 countries, with close to 91% cases occurring in Africa [5].

Once it has entered the infected individual’s blood stream, the Plasmodium parasites

travel to the liver, multiply, and then infect the host’s blood cells. Symptoms of malar-

ial infection range from relatively mild fever, chills, headache, fatigue, and nausea and

vomiting to death.

An individual infected may have been bitten by more than one mosquito. Whether

or not this is the case, upon testing the individual will often present with a Multiplicity

of Infection (MOI) greater than one, where MOI indicates the number of distinct strains

within a single individual. This feature complicates the identification of the correct

strains in a person since genotypic data will be collected in a pooled fashion.

Unsurprisingly given malaria’s prevalence and severity, there is a long history of re-

search in the area. Four Noble prizes have been awarded for work related to malaria and

the disease is the subject of numerous websites and dedicated journals such as Malaria

Journal, Malaria Research and Treatment, and the International Journal of Malaria Re-

search and Reviews. Many relief organizations – both general (for example, Doctors

without Borders and the Bill and Melinda Gates Foundation) and specific (for example,

NETwork against Malaria and the Malaria Consortium) – exist to promote awareness
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and raise funds for research and treatment. The interest is such that it has spread beyond

the academic and medical communities to the popular press as well; as just one recent

example, consider Wang [45].

1.3 Statistical Context

As discussed in §2.5.4, the LITSE algorithm differs from the majority of related estimation

methods in the following two aspects:

1. It explicitly focuses on cases where the MOI is greater than one within individuals,

and

2. It combines a novel tree search approach that identifies candidate solutions with

an Expectation Maximization algorithm-based framework to estimate the relevant

statistical parameters.

1.4 Outline of Dissertation

The remainder of this dissertation is structured as follows.

Chapter §2 presents the Learning with Iteration and Tree-based Search Estimation

(LITSE) algorithm including its underlying statistical framework and details of the al-

gorithm. It is the primary chapter in this dissertation and serves as the basis for the

remaining two.

Chapter §3 presents an assessment of the algorithm’s performance – both in terms

of runtime and accuracy– on simulated data. In these simulations, we deliberately alter

various “environmental” factors the algorithm may encounter; by environmental, we

mean features of the dataset such as number of loci or number of observations, We

will see that several of these have a major impact on the algorithm’s performance, in

particular the noisiness of the observed proportions.

The effectiveness of LITSE having been established in the preceding chapters, Chapter

§4 demonstrates the application of LITSE to real data supplied by Greenhouse Laboratory.
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Finally, Chapter §5 presents details on how to apply LITSE to new datasets and

interpret the results. A dedicated website has been created and documented to this end

and an R package is under consideration.

Section §?? outlines the notation standards used in this document.
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Chapter 2

The LITSE Algorithm

In this chapter, we present in detail all aspects of the Learning with Iteration and Tree-

based Search Estimation (LITSE) algorithm for haplotype estimation. This is the main

chapter of the dissertation; chapters §4 and §5 discuss the details of an application and

the implementation of this algorithm, respectively.

2.1 Chapter Organization

This chapter is organized as follows. First, to put the remaining sections in context, we

briefly state the objective of the LITSE algorithm. Second, we introduce the relevant

genetics of the Plasmodium falciparum organism and, third, we then present the data that

the LITSE algorithm will use and produce. Fourth, using the concepts just introduced,

we revisit the objective in more detail and discuss some of the previous work on related

problems. Fifth, with the objective in mind, we develop a statistical framework to support

the LITSE approach. Sixth, we then describe in detail the steps of the LITSE algorithm

and how the algorithm addresses the objective. Seventh and last, we perform a set

of simulations to assess the performance of the LITSE algorithm and its sensitivity to

important factors that will be encountered in its use.
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2.2 Brief Statement of Objective

Our objective can be stated as follows.

Objective: Given observed allele proportions across a number of loci, with
one such set of proportions per individual, for one or more individuals,

1. estimate the underlying haplotype set and the proportion of each hap-
lotype for each individual, and

2. infer the haplotype population level parameters

The entities used in this objective statement – alleles, loci, and haplotypes – are

described in detail later in this chapter.

Any method satisfying this objective will need to address the following two consider-

ations:

1. accuracy – compute estimates that are as accurate as possible, and

2. speed – perform this estimation as quickly as possible.

Since part of this estimation will be seen to be a combinatorial search problem, there

is a fundamental conflict between these two goals: computing accurate estimates will

involve considering as many possibilities as possible; but the more exhaustive a search,

the longer its duration.

2.3 Relevant Genomics Concepts

This section briefly discusses the genomics of the Plasmodiumgenus and defines the key

genomic entities used throughout this dissertation.

2.3.1 Highlights of the Plasmodium Genus Genome

The genome of Plasmodium falciparum consists of roughly 23 megabases spread over 14

chromosomes [14]. Other species in the genus Plasmodium have have a similar genome,

in particular the number of chromosomes is the same, though the GC content varies

significantly among species [29]. Each species is believed to possess approximately 5000

genes.
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The genome is characterized by a number of microsatellites or short tandem repeats,

locations scattered across the genome where short sequences of 2-5 base pairs are repeated

a variable number of times.

Within a Plasmodium species, we can distinguish between different strains, as dis-

cussed in §2.3.2.3 below. Each strain is characterized by a particular configuration of

microsatellites.

The Plasmodium falciparum species is haploid throughout the human stage of its life

cycle [46]; that is, it has a single copy of each chromosome1 This naturally simplifies the

identification of malarial haplotypes in a human isolate. However, as will be seen later,

this simplification is lost when a human host has more than one malarial strain present.

2.3.2 Genomic Concepts

There are three key genomic concepts underlying the objective of this dissertation. They

are most logically presented in the following order – locus, allele, and haplotype – as each

concept builds upon its predecessors.

2.3.2.1 Locus

A locus is simply a specific location on a genome. Given our focus on microsatellites, the

loci of interest are simply the locations on the genome where the chosen microsatellites

exist. As such, within the scope of this dissertation, the terms microsatellite and locus

are synonymous; for simplicity, we settle on the term “locus”.

Figure 2.1 depicts the structure of a locus, with its varying number of repeats.

The number and location of loci of interest may vary from one study to the next.

Furthermore, loci may be given particular names carrying meaning; see §3.A for some

examples. To generalize the approach of the LITSE algorithm, this dissertation simply

labels the loci sequentially; that is, “locus 1”, “locus 2”, and so on.

Figure 2.1 implicitly introduces the concept of an allele, a concept which is discussed

next.

1This can be contrasted to the situation for humans, for example, where each organism has two
copies of each chromosome.
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Locus l

Allele1, n=1

or

Allele2, n=2

or, in general,

. . .
Allelek, n=k

Figure 2.1: Diagram of a Locus. A locus is defined by the occur-
rence of one or more repeats. Each of the three verti-
cally stacked bars represents a possible configuration for
a given locus l. The distinguishing characteristic is the
number of times a repeat occurs at the locus of interest.

2.3.2.2 Allele

In the context of this study, an allele exists for a particular locus and is simply the

number of repeats n at that locus for the organism in question. Figure 2.1 above thus

depicts three distinct alleles for the same locus: an allele where the number of repeats

equals one, an allele with two repeats, and the general case where the number of repeats

equals some integer k. The total number of repeats witnessed will vary by locus.

We make the distinction at each locus between existing alleles and present alleles.

The first term refers to all repeat numbers known to exist at the locus in question among

all organisms in the genus, while the second refers to the alleles actually observed in an

individual sample. For example, for a particular locus it may be known that there are

ten existing alleles, n = 33, . . . , 42, in the parasite population, yet in a given infected

individual only two are detected, say n = 35 and n = 38, as present.

We define as locus length the total number of existing alleles at a locus l and denote

this as `(l). Thus the locus length equals 10 in the example in the previous paragraph.

In the context of this study, even though it is defined in terms of a numerical value, an

allele is viewed as a categorical variable. This implies that there is no concept of similarity

between alleles. Consider three possible alleles for a locus l: one with 20 repeats, one

with 40 repeats, and one with 41 repeats. In this study, all are simply distinct values;

there is no sense in which the second and third alleles are “closer” to one another than,



10

say, the first and the third.

2.3.2.3 Haplotype

A haplotype is defined as, given a chosen set of loci, the set of alleles, one per locus,

representing a particular strain.2 An allele can be denoted Alocus #,allele # in locus.

Example 2.1 (Haplotypes). Assume 10 loci. Then the following are two possible

haplotypes.

h1 = A1,33 A2,12 A3,10 A4,9 A5,14 A6,35 A7,67 A8,43 A9,23 A10,4

h2 = A1,33 A2,6 A3,5 A4,56 A5,45 A6,3 A7,34 A8,74 A9,86 A10,7

Each haplotype is distinguished by a unique set of alleles.

Thus a haplotype can be viewed as a genetic “fingerprint” of a parasitic strain.

Let `(l) denote the locus length3 of locus l with Nl loci in total. Then the number of

possible haplotypes is,

Nhaps :=

Nl∏
l=1

`(l). (2.1)

Example 2.2 (Number of Possible Haplotypes). Assume that there are three loci

of interest and thus Nl = 3. Assume further that the loci have 4, 5, and 7 possible alleles,

respectively. Then, regardless of what may be observed in a particular set of individuals,

there are

Nhaps =
3∏
l=1

`(l) = 4 · 5 · 7 = 140

different haplotypes possible.4

Finally, the following assumptions are made regarding haplotypes and their popula-

tion:

• There is a population of parasite haplotypes in each geographic region of interest

(e.g., region in Tanzania).

2Frequently used synonym for haplotype in this context are “strain” and “clone”.
3Or simply, “length”.
4The vast majority of which we would not see in a single observation.
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• This haplotype population is present in parasite-carrying mosquitoes.

• Each possible haplotype has a population frequency, usually zero (meaning it does

not exist).

• Individual mosquitoes may carry multiple haplotypes.

• The probability of infection with a particular haplotype is a increasing function of

that haplotype’s population frequency. An infected individual will more likely be

infected with a common strain than a rare one.

2.3.2.4 Multiplicity of Infection

The multiplicity of infection, or MOI, is the number of unique haplotypes in an in-

fected individual. This is not to be confused with the total number of Plasmodium

falciparumorganisms in an infected individual.

Example 2.3 (MOI). The concept of MOI is straightforward. Nevertheless, consider

the following example. Assume an individual has the following set of unique haplotypes:

Loc1 Loc2 Loc3 Loc4 Loc5 Loc6 Loc7

A1,99 A2,120 A3,123 A4,126 A5,132 A6,150 A1,147

A1,99 A2,120 A3,123 A4,126 A5,132 A6,150 A1,150

While the two haplotypes are nearly identical, they differ at the last locus. Thus the

MOI in this case equals two.

It follows that the MOI is simply a positive integer with no theoretical upper bound.

However, in reality the MOI in infected individuals has been found to typically be in the

range of 1 to 5 [25].

2.4 Data

This section describes the two primary data objects related to the research question and

then presents the mechanism by which data are collected. Briefly, the LITSE algorithm

uses as input a set of observed allele proportions per individual and produces as output
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a set of haplotypes proposed as the origin of the observed allele proportions. Each input

observation may or not be complete, as defined below.

The role of these entities is discussed further in §2.5.

2.4.1 Key Data Components

This section describes the data objects fundamental to the research problem.

2.4.1.1 Chosen Loci

Before any data are collected or analyzed, a choice will have been made regarding which

loci on the malarial genome will be used as markers to identify strains. The criteria

used to choose loci is outside the scope of the current research question and this choice is

treated as given. As will be seen later, the performance of the LITSE algorithm is sensitive

to this choice, particularly in terms of run time; however, the algorithm is flexible enough

to handle a number of loci significantly greater than similar methods.

An important characteristic of a chosen locus is its “noisiness”, formally measured by

the standard deviation in the recorded allele proportions at that locus around the true

allele proportions. This noisiness will vary from locus to locus, as described in §2.4.2,

and is explicitly modeled by the LITSE algorithm.

2.4.1.2 Allele Proportions

The primary input is the set of allele proportions, one per locus, for all malarial strains

found in a single infected individual. Each individual will have one or more alleles

represented at each locus, which are pooled from all strains infecting that individual

(however, as will be seen below, this information may be missing for one or more loci).

We will later make a distinction between proportions that are observed versus those

that are actual. For now, we focus on properties common to both types.

For a given individual, there are two equivalent formats for presenting this allele

information:

1. For each locus, simply list the identifier of each allele along with its proportion.
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2. For each locus, present the locus’s allele proportions in a vector, with each entry

non-negative and the sum of the entries equaling one. The ith entry in this vector

represents the proportion of the ith possible allele at that locus. By “possible”, we

mean known to exist in the population of all strains. The number of possible alleles

will vary by locus.

The following example demonstrates these formats.

Example 2.4 (Allele Proportions). Consider the scenario with three loci with pos-

sible alleles A1,30, A1,33, A1,36, A1,48, A1,51, A1,57, A2,30, A2,33, A2,36, and A3,60, A3,63, A3,66.

Assume an individual has proportions of 0.3 and 0.7 for alleles A1,33, A1,51, 0.2 and 0.8

for alleles A2,30, A2,36, and 1.0 for A3,66, respectively.

Then this information presented using the first format is,

Locus 1 Locus 2 Locus 3
Al,33 : 0.3, Al,51 : 0.7 A2,30 : 0.2, A2,36 : 0.8 A3,66 : 1.0

And the same information presented in the second format is,





p(Al,30) = 0

p(Al,33) = 0.3

p(Al,36) = 0

p(Al,48) = 0

p(Al,51) = 0.7

p(Al,57) = 0

,


p(Al,30) = 0.2

p(Al,33) = 0

p(Al,36) = 0.8

,

( )
p(Al,30) = 0

p(Al,36) = 1.0



In general, under the second the set of allele proportions across all loci takes the

following form,


p(A1,a11)

p(A1,a12)
...

p(A1,a1,`(1))

 ,


p(A2,a21)

p(A2,a22)
...

p(A2,a1,`(2))

 , . . . ,


p(ANl,aNl,1

)

p(ANl,aNl2
)

...

p(ANl,aNl,`(Nl)
)
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where ai,j is the identifier (e.g., 33) for the jth possible allele for the ith locus.

While the first format is more compact, the second format is more suited for many

of the computations in the underlying statistical model to be presented.

Next, we make the distinction below between “true” and “observed” allele propor-

tions. Each class takes the same vector form presented above.

2.4.1.2.1 True Allele Proportions

These are the allele proportions that would be observed in the absence of any mea-

surement error, as discussed in §2.4.2. The true allele proportions for an individual are

implied by two factors:

1. the haplotypes the individual is infected with and

2. the proportion of each haplotype.

This relationship is discussed in greater detail in §2.6.1.4.

Example 2.5 (True Allele Proportions). Consider again the haplotypes h1, h2

in Example 2.1. Assume that an individual is infected with these two haplotypes, and

no others, with proportions 0.7 and 0.3, respectively. Note that there are 10 loci being

tracked, and consider the first two only.

For locus 1, the haplotypes share the same allele – A1,33. Thus for this locus, only this

allele will have a non-zero proportion, in this case equal to 1. If there are three possible

alleles at locus 1, say A1,30, A1,33, A1,36, then the true allele proportion vector would be

the following, (
0 1 0

)T
.

For locus 2, the haplotypes do not share the same allele. Thus for this locus, only the

two alleles represented – A2,12 and A2,6 – will have a non-zero proportion equal to the

proportion of the respective haplotype. If there are four possible alleles at locus 2, say

A2,3, A2,6, A2,9, A2,12, then the true allele proportion vector would be the following,(
0 0.3 0 0.7

)T
.
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The computation of the true allele proportions becomes more complicated as the

number of haplotypes grows, with the possibility that for any particular locus some but

not all haplotypes will share an allele.

2.4.1.2.2 Observed Allele Proportions

The true allele proportions discussed in §2.4.1.2.1 are those that would be observed in the

absence of any measurement error from the process described below in §2.4.2. However,

as explained in that section, such errors can arise for several possible reasons in the

collection process. Possible reasons include (in decreasing order of importance):

1. artifacts, where the locus allele reads of individual parasite organisms are misread

(for example, an A1,33 is read as a A1,36) or their relative proportions are altered

during amplification,

2. an uneven distribution of the haplotypes’ location in the body, with some demon-

strating a greater tendency to be found in the blood versus tissue, or simply an

uneven distribution of the haplotypes within the blood itself, with some relatively

concentrated in the location from which the blood sample was taken.

The second reason becomes an issue only to the extent to which some haplotypes are

favored over others in the collection of a sample.

Observed allele proportion vectors take the same form as true allele proportions vec-

tors and are subject to the same constraints. They are discussed in detail in §2.6.1.6.

At the extreme, the process whereby an individual’s locus allele proportions are mea-

sured may fail to produce any readings at all for a particular locus. We denote such cases

simply as ‘missing loci”.

Example 2.6 (Missing Loci). Consider the case where there are three loci under

review, five observations in total, and the following observed allele proportions, In this

Obs Locus 1 Locus 2 Locus 3

1 A1,33 : 0.80, A1,36 : 0.20 A2,24 : 0.11, A2,27 : 0.89 A3,66 : 0.45, A3,102 : 0.55

2 A2,24 : 0.56, A2,30 : 0.44 A3,60 : 0.40, A3,90 : 0.60

3 A2,24 : 0.30, A2,27 : 0.70 A3,69 : 0.75, A3,102 : 0.25

4 A1,33 : 0.48, A1,36 : 0.52 A2,21 : 0.61, A2,27 : 0.39

5 A1,39 : 0.26, A1,42 : 0.74 A2,24 : 0.37, A2,27 : 0.63 A3,36 : 0.54, A3,102 : 0.46
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example, proportions are clearly missing at locus 1 for observations 2 and 3 and at locus

3 for observation 4.

While limited, the example above illustrates a common occurrence: some loci (in this

case, locus 1) are more prone to missing data than others. What is critical is that each

locus have at least one observation, preferably many, with a reading for that locus.

A key feature of the LITSE algorithm, discussed in §2.7.3, will be to handle such

incomplete datasets, essentially borrowing information across observations to impute the

missing data for such situations.

2.4.1.3 Haplotype Set Solutions

A haplotype set solution (or just “solution”) Soln for an observation n is the set of

haplotypes and their proportions that gave rise to the allele proportions observed. Each

solution takes the following form,

Soln =

ID Loc1 Loc2 Loc3 . . . LocNl
Prop

h1 A1,· A2,· A3,· . . . ANl,· p1

h2 A1,· A2,· A3,· . . . ANl,· p2

...
...

...
...

. . .
...

...

hz A1,· A2,· A3,· . . . ANl,· pz

where Nl indicates the number of loci being considered, hi indicates the ith haplotype,

Aj,· indicates a possible allele for the jth locus, pi indicates the proposed proportion of

hi, and z indicates the number of haplotypes proposed in the solution (i.e., the proposed

MOI).

We make a distinction between the true solution, denoted Soln as above, that gave rise

to the observed allele proportions for observation n and an estimate, denoted Ŝoln,j, of

this true solution where j denotes the sequence or identification number over all estimates

for observation n. As we will see later on, we will typically have many estimates for the

same observation n.
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Among estimates, we make a distinction between those that are feasible and those that

are infeasible. For a proposed solution Ŝoln,j to be feasible, it must meet the following

conditions:

1. Each haplotype, defined by its alleles, must be unique in the set.

2. For each locus, each allele observed (necessarily with a non-zero proportion) must

have a representation in at least one haplotype. For example, if allele A2,9 has been

observed for an individual, at least one of the proposed haplotypes in Ŝoln,j must

contain this allele in the appropriate column.

3. Similarly, any possible locus allele that has not been observed must not be present

in the solution.

4. The proportion of each haplotype must be strictly greater than zero. A negative

proportion makes no sense and a zero proportion is equivalent to saying that the

haplotype in fact does not exist in the solution.

5. The sum of the proportions must equal 1.

2.4.2 Data Collection and Error

The mechanism for collecting the observed allele proportions is described below.

A necessary step before any data collection is to identify the common set of loci

that will be examined across all individuals. Given the goal of using loci information to

“fingerprint” strains, the loci should be selected to ensure mutual independence across

loci.

The initial object of interest is the infected individual. For each individual, the

following steps are performed:

• Draw a blood sample, in which live Plasmodium organisms are assumed to exist.

Note that not all Plasmodium organisms will be found in the blood; as described in

§1.2, many organisms will infect tissues and thus be absent from the bloodstream.

• The Plasmodium organisms in the sample blood are isolated, and their DNA is

amplified through polymerase chain reaction and read through a fluorescence assay.

• The assay produces a pooled set of allele intensities per locus, across all organisms

detected in the individual’s blood sample. Given the microsatellite nature of the
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data, the alleles are identified in terms of repeat length, as discussed in §2.3.2.2.

• The relative intensity of the allele readings is used to compute their proportions.

Inherent in this process are read errors, whereby an allele is incorrectly classified and

a mismeasurement in allele proportions results. Such errors produce “artifacts”, i.e., a

misclassification of a read that results in an erroneous intensity level measurement. In

some cases, such artifacts create “phantom” alleles; i.e., they give a non-zero intensity

to alleles that in fact do not exist. A second complication is the known bias in intensity

readings by allele; specifically, it is known that there is an downward bias in the recording

of allele intensities as the allele length increases.

This process is depicted in Figure 2.2.

Figure 2.2: Genotyping. The genotyping process computes the rela-
tive intensity for each possible allele at a locus. Non-
zero intensities assigned to alleles that are not present
are termed “artifacts”. Source: Greenhouse [15].

The control of these sources of error is the subject of separate research [15]. The key

implication of this data collection process is that measurement error will taint the data

that are the basis for the LITSE algorithm’s haplotype inference. Consistent with intu-

ition, it will be shown in §3 that the accuracy of the algorithm suffers as the measurement

error increases.
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2.5 Research Objective

In this section, we revisit the objective stated in §2.2 and state it more formally using the

concepts introduced in the preceding sections. We then illustrate the problem and frame

it as a combinatorial search problem. Finally, we review some of the work performed on

related problems and explain how the present problem differs.

2.5.1 Restatement of Objective

In light of sections §2.3 and §2.4, we restate the objective in §2.2 as follows,

Objective: For each individual/observation n in a sample of size Nsamp, using
that individual’s observed allele proportions for each locus l ∈ {1, . . . , Nl} but
in the absence of the true allele proportions,

1. identify a collection of feasible haplotype set solutions {Ŝoln,j}, and
2. compute the probability of each of these solutions, and
3. infer the haplotype population level parameters governing those proba-

bilities.

There are two primary benefits of realizing this objective, with the second being of

particular interest:

• Identifying infectious strains at the individual patient level.

• Identifying the predominance of infectious strains across individuals in a particular

region. Here, the focus is on the population of malarial haplotypes. Implementing

such a method in multiple locations or at multiple points in time provides valuable

insight into the population genetics of the Plasmodium genus.

A formal statistical framework for this objective is presented in section §2.6 and the

details of the approach are discussed in §2.7.

2.5.2 Illustration of the Problem

The objective is illustrated in Figure 2.3. As depicted, the goal is to identify candidate,

feasible solutions that might have generated the observed allele proportions. As seen in
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Hap h1 p1 ?Hap h2 p2
. . . or . . .

Hap h1 p1
Hap h2 p2
Hap h3 p3
. . . or . . .

?

... ?

Loc1 p Loc2 p Loc3 p
A1,3 0.6 A2,1 0.2 A3,1 0.1
A1,4 0.1 A2,2 0.5 A3,9 0.6

...
...

...
...

...
...

Figure 2.3: Illustration of Research Question. The left-hand side de-
picts the space of possible solutions, each of which consists
of a set of haplotypes along with proportions for those
haplotypes. The correct set is unknown. This set will
generate the actual observed data, depicted on the right-
hand side. These data come in the form of observed allele
proportions per locus, where Ai,j indicates the jth possi-
ble allele at the ith locus.

the series of examples below, this problem presents a wide range of difficulty depending

on the characteristics of the problem.

A fundamental objective of the LITSE algorithm – inferring the underlying haplotypes

that gave rise to the observed allele proportion data – is a familiar problem in signal

processing, where it is known as the “demixing” problem. See Webster [47] for details

from an engineering perspective.

Example 2.7 (A Trivial Case). Consider the case where Nl = 4 and we are presented

with the following observed non-zero allele proportions5,

p(A1,a1,1) = 0.2

p(A1,a1,2) = 0.3

p(A1,a1,6) = 0.5

 ,


p(A2,a2,2) = 0.3

p(A2,a2,4) = 0.5

p(A2,a2,7) = 0.2

 ,


p(A3,a3,1) = 0.5

p(A3,a3,4) = 0.3

p(A3,a3,5) = 0.2

 ,


p(A4,a4,4) = 0.3

p(A4,a4,5) = 0.5

p(A4,a4,9) = 0.2




In this case, an obvious feasible solution, based on the proportions in each vector, is as

5In this example, there is no need to list all possible loci for each locus. We can focus on only those
that have a non-zero proportion to determine what haplotypes may have given rise to the observed allele
proportions.
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follows,

Ŝoln,j =

ID Loc1 Loc2 Loc3 Loc4 Prop

h1 A1,a1,1 A2,a2,7 A3,a3,5 A4,a4,9 0.2

h2 A1,a1,2 A2,a2,2 A3,a3,4 A4,a4,4 0.3

h3 A1,a1,6 A2,a2,4 A3,a3,1 A4,a4,5 0.5

Note that this proposed haplotype solution will explain perfectly the observed allele

proportions. There is no other solution with the same MOI (3) with this property.

This last statement does not imply that there are no other solutions using higher

MOIs that fit the data as well as the present solution. For example, consider the following

solution for MOI=4,

Ŝoln,j =

ID Loc1 Loc2 Loc3 Loc4 Prop

h1 A1,a1,1 A2,a2,7 A3,a3,5 A4,a4,5 0.2

h2 A1,a1,2 A2,a2,4 A3,a3,1 A4,a4,5 0.3

h3 A1,a1,6 A2,a2,2 A3,a3,4 A4,a4,4 0.3

h4 A1,a1,6 A2,a2,4 A3,a3,1 A4,a4,9 0.2

This solution also has a perfect fit to the observed allele proportions.

The identification of the first solution – and to a slightly lesser extent, the second –

proposed in Example 2.7 is easy because of the following properties of the set of observed

allele proportions:

1. There are few – in this case, four – loci.

2. There are few – in this case, always three – non-zero alleles per locus.

3. Each locus has the same three distinct proportions represented – 0.2, 0.3, and 0.5.

Note that these conditions will rarely be realized in practice since they imply zero mea-

surement error.

The statement concerning using higher MOIs is a general one. With a high enough

MOI, we can always construct a perfect solution. At the extreme, we can always list a

set of haplotypes that are the Cartesian product of the alleles observed. In Example 2.7,

this would involve an MOI of 34 = 81. Yet, as was shown in that example, there is often

no need to attempt such a high MOI. For a given fit, we prefer sparse solutions (those
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with a lower MOI); the LITSE algorithm will address this. Section §2.5.3 covers this in

more detail.

Consider now a slightly more difficult case building from the first.

Example 2.8 (Two Simple Cases). First, consider a slight twist to Example 2.7;

specifically, consider the following observed allele proportions,

p(A1,a1,1) = 0.2

p(A1,a1,2) = 0.3

p(A1,a1,6) = 0.5

 ,

(
p(A2,a2,2) = 0.8

p(A2,a2,7) = 0.2

)
,


p(A3,a3,1) = 0.5

p(A3,a3,4) = 0.3

p(A3,a3,5) = 0.2

 ,


p(A4,a4,4) = 0.3

p(A4,a4,5) = 0.5

p(A4,a4,9) = 0.2




The only difference is that the second locus now has only two non-zero alleles while the

rest still have three. Thus it will be impossible to perform the one-to-one matching as

done in the previous example. Nevertheless, it is possible to neatly split the proportion

(0.8) for A2,a2,2 into two parts (0.3,0.5) and propose the following solution,

Ŝoln,j =

ID Loc1 Loc2 Loc3 Loc4 Prop

h1 A1,a1,1 A2,a2,7 A3,a3,5 A4,a4,9 0.2

h2 A1,a1,2 A2,a2,2 A3,a3,4 A4,a4,4 0.3

h3 A1,a1,6 A2,a2,2 A3,a3,1 A4,a4,5 0.5

Thus the allele A2,a2,2 appears in two different haplotypes, h2 and h3. Once again, the

solution explains the allele proportions perfectly. There is no other solution for the same

MOI that has this quality.

Second, consider a different but still minor modification to Example 2.7 with the

proportions,

p(A1,a1,1) = 0.2

p(A1,a1,2) = 0.3

p(A1,a1,6) = 0.5

 ,

(
p(A2,a2,2) = 0.5

p(A2,a2,4) = 0.5

)
,


p(A3,a3,1) = 0.5

p(A3,a3,4) = 0.3

p(A3,a3,5) = 0.2

 ,


p(A4,a4,4) = 0.3

p(A4,a4,5) = 0.5

p(A4,a4,9) = 0.2




Once again, the second locus now has only two non-zero alleles while the rest still have

three. This time we have a choice regarding which of the two allele proportions we split

since they are both equal. In either case, we split the chosen allele’s proportion into two
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parts (0.2,0.3) and leave the other at 0.5. This gives rise to two solutions,

Ŝoln,j =

ID Loc1 Loc2 Loc3 Loc4 Prop

h1 A1,a1,1 A2,a2,4 A3,a3,5 A4,a4,9 0.2

h2 A1,a1,2 A2,a2,4 A3,a3,4 A4,a4,4 0.3

h3 A1,a1,6 A2,a2,2 A3,a3,1 A4,a4,5 0.5

and

Ŝoln,j =

ID Loc1 Loc2 Loc3 Loc4 Prop

h1 A1,a1,1 A2,a2,2 A3,a3,5 A4,a4,9 0.2

h2 A1,a1,2 A2,a2,2 A3,a3,4 A4,a4,4 0.3

h3 A1,a1,6 A2,a2,4 A3,a3,1 A4,a4,5 0.5

the first of which correspond to splitting the allele A2,a2,4 and the second of which corre-

sponds to splitting the allele A2,a2,2 . Both solutions fit the data perfectly.

Two additional lessons can be drawn from the results discussed in Example 2.8 that

will be relevant to many situations,

1. Despite the presence of a locus, in this case the second, whose number of non-zero

alleles is only two, given that there are other loci with three non-zero alleles we

would never consider solutions with an MOI less than 3. Indeed, the rule is that we

will consider MOIs only equal to or greater than the maximum number of non-zero

alleles across all loci.

2. There will be cases where several solutions tie for a particular fit with the data.

Example 2.9 (A Hard Case). Finally, consider the following problem,

p(A1,a1,1) = 0.21

p(A1,a1,2) = 0.39

p(A1,a1,5) = 0.40

 ,


p(A2,a2,7) = 0.56

p(A2,a2,4) = 0.19

p(A2,a2,1) = 0.25

 ,


p(A3,a3,5) = 0.27

p(A3,a3,4) = 0.14

p(A3,a3,1) = 0.59

 ,


p(A4,a4,9) = 0.21

p(A4,a4,4) = 0.54

p(A4,a4,5) = 0.25




In this case, each locus has three non-zero proportions. Yet it is clear from inspection

that there is no solution of MOI=3 that will fit the data. In fact, the above proportions
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were generated by the following haplotype solution of MOI=5,

Soln =

ID Loc1 Loc2 Loc3 Loc4 Prop

h1 A1,a1,1 A2,a2,7 A3,a3,5 A4,a4,9 0.02

h2 A1,a1,2 A2,a2,7 A3,a3,4 A4,a4,4 0.14

h3 A1,a1,1 A2,a2,4 A3,a3,1 A4,a4,9 0.19

h4 A1,a1,2 A2,a2,1 A3,a3,5 A4,a4,5 0.25

h4 A1,a1,5 A2,a2,7 A3,a3,1 A4,a4,4 0.40

To put the preceding examples in perspective, note that in all cases the number of

loci equaled 4. In the real-world application of the LITSE algorithm, it is envisioned to

run on cases with circa 30 loci.

2.5.3 A Combinatorial Search

Realizing the first part of the objective – identifying candidate solutions for an individ-

ual – necessarily involves a search over many potential solutions. This involves both

estimating the MOI and, given that MOI, the precise haplotypes and their proportions.

In practice, we will identify a number of possible solutions per individual and assign a

probability to each.

We envision scenarios where the number of loci under investigation reaches the region

of 30. As we will see later, the number of solutions to the phasing problem increases

exponentially as the number of loci increases.

This problem can be viewed as a combinatorial search. In all cases, we are looking for

combinations of haplotypes whose implied allele proportions are close to what is actually

observed. If there are Nhaps possible haplotypes and we assume MOI = z, then there are(
Nhaps

z

)
different possible solutions. Restricting solutions to those that are feasible helps

but only to an extent. This is demonstrated in Table 2.1.
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Nl `(l) Nhaps z Number of Poss Solutions

5 5 3125 3 5,081,381,250
10 5 9,765,625 3 1.55e+20
20 5 9.54e+13 3 1.45e+41
30 5 9.31e+20 3 1.35e+62
30 5 9.31e+20 4 3.13e+82

Table 2.1: Sample Potential Number of Solutions. The quantity Nl

denotes the number of loci, `(l) denotes the number of
alleles per each locus, Nhaps denotes the implied number
of possible haplotypes given Nl, `(l) (as demonstrated in
equation 2.1), and z denotes the assumed MOI. While `(l)
normally denotes the number of existing alleles, here it
can be interpreted as the number of non-zero alleles for a
particular observation. The number of possible solutions
grows exponentially with Nhaps and z.

The key point from Table 2.1 is that it will be impractical to perform exhaustive

searches of the solution space. The LITSE algorithm will need to search through the

space in an intelligent, targeted manner. To this end, the method should recognize that

a proposed solution is more likely to be correct if the following conditions are true,

1. the haplotypes and their proportions imply observed allele proportions close to

those observed, and

2. the suggested haplotypes are common in the haplotype population, and

3. the proposed MOI is common among infected individuals.

This intuition is the foundation for the statistical framework described in §2.6.

2.5.4 Previous Work and LITSE Contribution

This section presents the previous work attempting to solve the current problem and

explains where the LITSE method differs. The research is divided into two categories:

those studies that are most closely related, typically because the corresponding method

relies on previously computed allele proportions, and those studies that are more loosely

related, typically because they are solving a similar problem but are using as input

individual reads.
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2.5.4.1 Studies Concerning Malarial Haplotype Estimation

The work of Li et al. [24] is the first chronologically in the series of articles closely related

to the current study. The authors apply the expectation maximization algorithm to the

problem of estimating haplotype phases in Plasmodium falciparum but limit themselves

to 12 loci, 10 of which are variable. Unlike the LITSE algorithm, the authors explicitly

model the total number of organisms in each individual as either a constant or truncated

Poisson.6 In their simulation, the authors consider only two three loci, each of which has

only two to three possible alleles. In addition, the authors consider only three different

haplotype parameter sets rather than allowing this to vary. In this setting, the algorithm

performs relatively well, with coverage rates in the range of 95% and confidence intervals

with a width typically below 0.10.

Of all research published, the study of Taylor et al. [43] is perhaps closest to that

of the current dissertation. Their focus is on estimating frequencies specifically of the

Plasmodium falciparum species, and their input data are alleles at predetermined loci.

Their method shares with the LITSE algorithm the goal of imputing the values for missing

locus readings though – unlike the current study – they do not consider measurement

errors. The method uses a Bayesian framework and includes a Markov Chain Monte

Carlo (MCMC) implementation to estimate the posterior distribution of the haplotype

population frequencies. In this regard, as will be explained in detail later, it differs from

the LITSE algorithm, which uses an implementation of a tree search and the Expecta-

tion Maximization algorithm. The authors’ focus is on single nucleotide polymorphisms

(SNPs), while LITSE focuses on microsatellites. In particular, the authors focus on two

genes known to play a role in drug resistance and consider a total of five loci, each of

which takes on one of two possible alleles; the current study considers cases with twenty

loci (and is capable of handling higher numbers) with the number of possible alleles per

locus in the high single digits (again, higher values can be handled with no change to the

method). Less significantly, while the study explicitly considered the concept of MOI,

they used only the average MOI in the patient population; as will be seen in §2.6, the

6A “truncated Poisson” assigns a non-zero mass to only a subset of the integers x ∈ N and deliberately
sets the mass for x = 0 to the value zero.
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LITSE algorithm differs in that it estimates the MOI per isolate. The authors evaluate

their algorithm using both simulated and field data and report strong results.

Hastings and Smith [18] make the distinction (as do Taylor et al. [43]) between the

prevalence of a mutation among blood samples and its frequency in a parasite population,

with the latter being more meaningful from a public health perspective. In particular,

the former is influenced by both the latter and the average MOI. To this end, the au-

thors present their MapHaploFreq algorithm, which takes as input the MOI (unlike the

LITSE algorithm, for which this is estimated) but not the haplotype definitions. Because

of the increased time complexity in considering longer haplotypes, the authors limit the

program to estimating haplotypes of up to three codons (analogous to loci), unlike the

LITSE algorithm which has no limit. The authors assume a multinomial distribution

for the selection of haplotypes in a blood sample, though it is not clear that they have

considered the fact that this multinomial assumes draws with replacement.7 The authors

test MapHaploFreq using both simulated and field data. For the simulation study, they

claim success based on frequency point estimates lying in a 95% confidence interval over

95% of the time (the authors do not give much more detail than this). For the field

study, where a comparison of the estimates to the truth is impossible since the latter

is unknown, the authors content themselves with the fact that, using many different

datasets from the same region, the frequency estimates are similar. The operation of the

algorithm is discussed in detail in [17]. In Hastings et al. [19], a similar team of authors

discuss in more detail the distinction between haplotype frequencies and prevalence in

blood samples.

Takala et al. [42] propose an EM-based algorithm for malarial haplotype frequency

estimation based on SNP data, albeit focusing on a single protein within Plasmodium

falciparum. The authors limit themselves to a maximum MOI of three and a maximum

number of loci equal to six loci. Of particular interest is the authors’ comments regard-

7Indeed, the authors state the multinomial probability mass function of selecting 3, 1, and 1 drawn
from three categories with frequencies x, y, z as(

5

3, 1, 1

)
3x1y1z,

thus mistakenly switching the bases and the exponents in the expression. The authors presumably
corrected this in their actual implementation.
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ing the need to debias raw allele frequency data before submitting it to any haplotype

estimation algorithm; the LITSE algorithm indeed benefits from such pre-processing and

this has been performed on the data obtained from the Greenhouse lab for use in §4.

Focusing on a problem less similar to the current problem, Cheesman et al. [7] propose

an adaptation to Real-Time Quantitative - PCR (RTQ-PCR) that aims to measure the

relative proportion of rodent malarial parasites carrying different alleles (based on codons)

of the same gene with the prerequisite that allele-specific primers are prepared. The

authors limited themselves to the case of two strains mixed in a laboratory setting. As

such, the method deals primarily with the adaptation of a PCR technique than haplotype

phasing; nevertheless, it represents an alternative approach to proportion estimation.

Hunt et al. [20] later developed a method extending the work of Cheesman et al. [7]

to single nucleotides. The authors test their method successfully by preparing known

proportion mixtures of two different malarial strains.

Of all studies, including those unpublished, perhaps the most similar is Chaffee et al.

[6], an earlier study by the author and classmates to find a solution to the same funda-

mental research question. In this study, the input is the same as for the LITSE algorithm.

However, the underlying algorithm – termed here the IMH algorithm (from the paper’s

title, “Inference of Malarial Haplotypes”) – differs substantially. Perhaps the greatest

difference is that, as a simplification, the IMH algorithm assumes the MOI is equal to

the longest locus length; there are clearly cases where this assumption will be false. The

IMH algorithm proceeds by identifying the set of loci that each have the greatest number

of allele proportions among all loci.8 Each locus in this group has its allele proportions

placed in ascending order, and these form the foundation for the solution. The algorithm

then proceeds to fill in all remaining loci, one locus at a time, with combinations of ob-

served alleles for that locus. For each locus individually, the algorithm aims to identify

the permutation of alleles that minimizes the sum of squared differences between the

observed and implied allele proportions (implied by the assumed haplotype proportions).

There are 2× 2 = 4 variants, corresponding to the four combinations arising from which

of two options has been selected for each of two procedural choices. The first decision

8Put differently, it identifies the largest locus block by determining the number of distinct alleles per
locus and placing in this block all loci presenting with this locus “length”.
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is whether or not the estimated haplotype percentages should be fixed using only the

longest locus block or all loci. The second is whether to use assumed population allele

frequencies for each locus; this differs from the LITSE approach, which makes no such

assumption. In simulations, there was little variance in the accuracy performance of the

four methods; to quote [6, p. 28], “[t]he four algorithms all gave very similar results”, with

a decrease in accuracy as the variance or true MOI increased. The conclusion includes

the following,

“Our algorithms yield fairly accurate results for simulations with two unique

haplotypes, even with a measurement error ∼ N(0, 0.052), but they rapidly break

down when more strains are present. . . . Indeed, we have only tested the algorithm

using simulated samples where our estimate of the number of true haplotypes would

be correct. . . .”

The IMH algorithm will be compared to the LITSE algorithm in §3 and it is this algorithm

and its possible improvements that served as the inspiration for the current study.

2.5.4.2 Related Studies Concerning Haplotype Estimation

This category comprises three subcategories: first, studies investigating diploid organisms

such as humans rather than an infectious organism such as Plasmodium falciparum;

second, studies investigating the deliberate or inevitable pooling of genetic data across

individuals; and third, studies directly incorporating sequencing techniques.

In the first subcategory, Clark [8] first proposed an iterative method for haplotype

reconstruction that first identified all unambiguous haplotypes (from isolates with zero

or one heterozygous loci). The algorithm then adds to this list by searching through

ambiguous isolates for cases where a previously identified haplotype is feasible; in such

cases, the complement of the first haplptype is added to the list of possible haplotypes.

The algorithm continues until either all isolates have been phased or it is impossible

to complete the exercise. The author acknowledges that one of the weaknesses of the

method is that it will be impossible to start the algorithm in the event that all isolates

are ambiguous.
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As the name of their article implies, Excoffier and Slatkin [13] use an implementation

of the Expectation Maximization algorithm to estimate haplotype frequencies in a diploid

population. Within the context of the current dissertation, this is similar to considering

cases where the MOI is either one or two. The authors limit themselves to considering

haplotypes up to 16 loci in length, with a total number of possible haplotypes less than or

equal to 16,384; the proposed LITSE algorithm in the current dissertation surpasses these

constraints. In fairness to the authors, this constraint presumably reflects the computing

power available to them in the mid-1990s. To evaluate the performance of the haplotype

estimation, the authors use a similarity measure proposed in Renkonen [33], which is

employed in this dissertation and is explained in more detail in §3.3.5.2. A noteworthy,

and expected, result is that the accuracy of the authors’ method improves as the sample

size increases. The article concludes by suggesting its application to micro-satellite data,

the focus of the LITSE algorithm.

A number of studies have been performed on a slightly different problem from that

which LITSE attempts to address: the imputation of haplotypes per individual in pooled

sample; that is, samples containing genetic information from multiple individuals in one

set of results. Quade et al. [32] presents an overview of such studies. This situation

typically arises when either individual samples are pooled to reduce genotyping expenses

or when it is difficult or impossible to separate samples (e.g., from cancerous tissue).

Initially proposed by Stephens et al. [40] and refined by Stephens and Donnelly [38],

Stephens and Scheet [39], and Pirinen et al. [28], the PHASE algorithm is a frequently

cited algorithm for estimating haplotypes among diploid individuals by explicitly mod-

eling the mutation and recombination processes.

Yang et al. [49] propose an EM algorithm for haplotype estimation under DNA pooling

using the EM algorithm and demonstrate through simulations its accuracy when the

pooled groups are limited to a few individuals.

Kirkpatrick [22] propose the HaploPool method, which estimates haplotypes and

their frequency in pooled samples. The method is limited to bi-allelic loci (i.e., each

locus has at most two possible alleles). The method uses two algorithms, one using the

previously introduced “perfect phylogeny model” and a second using regression. While

the objective is similar, this setup differs from that of LITSE, whose key input is allele
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frequencies at the individual level, which handles any number of alleles per locus, and

which has no phylogenetic component. The author performs a simulation study and finds

the method to be superior to existing methods in terms of both accuracy and runtime.

Finally, several studies have proposed methods for determining the genetic composi-

tion of pathogens directly using sequencing reads. As such, they do not use microsatellite

reads as input and thus differ somewhat from the present study. Nevertheless, their end

goal is similar and it is worthwhile to consider several such studies for perspective.

Zagordi et al. [50] and Zagordi et al. [51] present the ShoRAH (Short Read Assembly

into Haplotypes) algorithm to quantify the genetic diversity in mixed samples of bacteria,

viruses, and cancerous tumors. As a method to address sequencing errors, the algorithm

clusters similar results to form consensus haplotypes from which it is assumed the ob-

served reads were obtained. The algorithm uses a Bayesian framework with a Dirichlet

process mixture for haplotype reconstruction and maximum likelihood estimation to es-

timate all parameters including frequency. The authors test ShoRAH on both simulated

and experimental data and report excellent recall (in the range of 0.95 to 1) but with

less impressive precision (0.45 to 1).

Similarly, Prosperi et al. [31] present a method for reconstructing viral quasispecies

using next-generation sequencing from infected individuals. Their goal is to identify all

such variants within a population along with their prevalence. Their method requires that

sequence fragments be aligned against an available reference genome with overlapping

regions. Similar to the present dissertation, the MOI is explicitly modeled, unknown,

and to be estimated. The authors compare their method to the ShoRAH method of

[50] using simulated data, where they find similar results, and on clinical data involving

the Hepatitis B virus, where their method shows similar recall and superior precision.

The algorithm, later named QuRe (QuasiSpecies Reconstruction), is documented in a

separate implementation note [30].

Long et al. [26] present PoolHap, an algorithm using Next Generation Sequencing

(NGS) reads to estimate haplotype frequencies from pooled data where the haplotypes

are already known.

Kessner et al. [21] develop and test the harp method to estimate haplotype frequencies

from pooled sequence reads using the Expectation Maximization algorithm. However,
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their method assumes that the constituent haplotypes are known, whereas the LITSE algo-

rithm attempts to reconstruct these haplotypes. The method harp uses the base quality

scores from the reads in determining the probabilities for each solution. The authors per-

form simulation studies and evaluate the accuracy using the metric
∑H

h=1(f trueh − f esth )2,

where H denotes the total number of haplotypes under consideration; this metric is iden-

tical to squared L2 norm used in the present study for the same purpose. The authors

find that their method outperforms all others under consideration, though it remains

unclear the degree to which this is due to the advanced knowledge of the haplotype

constructions.

2.5.4.3 LITSE Contribution

The details of the LITSE algorithm appear in the following sections. Nevertheless, it

is useful to summarize now how LITSE extends and improves upon existing methods.

In comparing this algorithm to those from previous studies, LITSE stands out in the

following ways:

1. Number of loci. Due to the computational considerations, previous methods lim-

ited themselves to considering haplotypes up to approximately 10 loci in length;

LITSE has been tested on 20 loci and, crucially, demonstrates an approximately

linear relationship between run time and the number of loci considered.

2. Number of alleles. Previous methods considered up to three possible alleles per

locus; LITSE faces no such limitation.

3. Modeling of the MOI. Most other work considers the role of the MOI, but only

LITSE models this explicitly. For example, Li et al. [24] model not the MOI but the

total number of infections the individual has suffered, which may include duplicates

(e.g., the individual may been bitten by two different mosquitoes carrying the same

haplotype; this counts as two different infections under their approach whereas

under LITSE only completely new [to the individual] haplotypes increase the MOI).

4. Imputation of missing data. LITSE imputes missing locus reads for particular indi-

viduals; of the preceding methods, only Taylor et al. [43] features such an approach.
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2.6 Statistical Framework

In this section, we present the statistical framework for the problem.

2.6.1 Variables and Constants

In this section, we discuss the key random variables representing the data and their

assumed distributions.

In structuring the underlying problem in terms of random variables, our basic ap-

proach is to “chain together” a series of variables according to an assumed data gener-

ating process, with the distribution of each variable conditional on its predecessors. The

exception will be the first variable in the chain, whose distribution is not conditional on

any other variable.9

2.6.1.1 Z - Multiplicity of Infection

The first variable, Z, represents the multiplicity of infection in an individual. Recall that

the multiplicity of infection indicates the number of distinct strains in an individual. As

such, the variable takes on strictly positive integer values; that is,

Z ∈ N+ = {1, 2, . . . }.

This variable is unobserved but will serve as the starting point in constructing the

set of variables. It is specific to an infected individual; therefore, we index the variable

with the subscript n as Zn to denote the variable for the nth individual.

Our assumption regarding the distribution of Z is as follows, 10

fZ(z) =

Multinomial(1; p = {p1, . . . , pmaxMOI}) z ∈ {1, 2, . . . ,maxMOI}

0 o.w.
(2.2)

where

9We have to “start somewhere”.
10We might consider a Bayesian approach with a posterior multinomial distribution, in which case

the conjugate prior would be the Dirichlet distribution. The prior distribution we put on the p’s would
penalize higher values.
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1. the constant maxMOI is the assumed maximum MOI an individual may achieve and

is set based on both domain knowledge and computational considerations (higher

values of maxMOI will involve larger search spaces for a solution),

2. the vector p, with
∑maxMOI

i=1 pi = 1, is the maxMOI-length vector of probabilities

governing the distribution of MOIs across all infected individuals in the geographical

region of interest.

Equation 2.2 can be interpreted as saying that an individual randomly is “assigned”

a single (hence 1 in the probability function) MOI from maxMOI different possibilities

according to the same probability distribution as all other infected individuals.

We also note that given that in equation 2.2 since the number of trials is one, the

probability that Z = j (i.e., the jth possible MOI) is

fZ(j) =
1!

0!0! . . . 0!︸ ︷︷ ︸
1 to j−1

1!︸︷︷︸
j

0! . . . 0!︸ ︷︷ ︸
j+1 to maxMOI

p0
1p

0
2 . . . p

0
j−1p

1
jp

0
j+1 . . . p

0
k

= pj

That is, the probability simply reduces to pj.

Example 2.10 (Z - Multiplicity of Infection). As a simple example, we may have

Zn = 3, implying that the nth individual is infected with exactly three distinct strains

(with some set of proportions).

2.6.1.2 H - Haplotypes Chosen

The second random variable, H, represents which haplotypes are present in an infected

individual. Like Z, this variable is unobserved. This variable takes the form of an

indicator vector; that is,

H ∈ {0, 1}Nhaps (2.3)

where

Hi =

1 haplotype i is present in the individual

0 o.w.
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with the condition
Nhaps∑
i

Hi = Z. (2.4)

Recall that Nhaps indicates the total number of possible haplotypes given the loci under

consideration, with the haplotypes in a fixed order.

We must have the summation condition in (2.4) to remain consistent with the assumed

MOI. This condition, plus the property that Hi ∈ {0, 1} ∀i, implies that precisely Z

entries have value 1 with the rest equal to 0. Thus H is an indicator vector.

Our assumption regarding the distribution of H is as follows,

fH|Z(h, z) = Multinomial(z,π = {π1, . . . , πNhaps
}) (2.5)

In equation (2.5), the unknown parameter π is a vector of probabilities, with each πi

representing the population frequency of the ith haplotype among all haplotypes in the

geographic region of interest. We are thus assuming the likelihood of a haplotype being

present in an individual is directly dependent on its population frequency, with a hap-

lotype’s chance of being present in an individual increasing as its population frequency

increases.

Since we are assuming that hi ∈ {0, 1} ∀i, let ι = {ι1, ι2, . . . , ιz} = {i : hi = 1} denote

the indices of the elements in h that equal 1. Then equation (2.5) reduces to,

fH|Z(h, z) = z!πι1 . . . πιz (2.6)

We use this simplified expression going forward.

Note that this probability is also consistent with equation (2.4). There are, however,

two caveats to the use of the multinomial distribution in this context:11

1. The multinomial distribution reflects selecting with replacement. Here, we are

assuming selection (of haplotypes) without replacement. However, first we not

that Nhaps >> Z; that is, of all possible haplotypes, we are choosing only a very

few. Second, we make the informal assumption that the population frequencies

11An alternative would be to use the multivariate hypergeometric distribution; however, the density
function for this distribution is more complex and the two distributions converge as the sample grows
large.
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of the existing haplotypes are spread over many haplotypes; in other words, we

assume that there is no haplotype or small group of haplotypes that dominates

the population in terms of frequency. With these two assumptions, the distinction

between sampling with or without replacement decreases in importance.

2. The multinomial distribution does not enforce equation (2.3). Specifically, it would

support vectors where the count for a particular haplotype is greater than one.

Nevertheless, once again given that Nhaps >> Z, the event under the multinomial

that Hi > 1 for some i is improbable.

Note that H says nothing about the proportions of the various haplotypes in an

individual; it only indicates the (binary) presence. This use of H is consistent with our

assumption that the overall haplotype population frequencies do not influence haplotype

concentrations in the individual; they do, however, influence the probability of a haplotype

being present.

Example 2.11 (H - Haplotype Indicator). Consider the case where we have 3 loci,

the first and third of which have 3 possible alleles and the second of which has 2 alleles.

Then Nhaps = 3 ·2 ·3 = 18 and there are 18 possible haplotypes. Thus H will have length

18, with each entry corresponding to a particular haplotype. Assume that Z = 3. Then

the following vector,

h =
(

0 1 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0
)T

is valid while

h =
(

0 1 0 0 0 1 0 0 0 0 1 0 0 0 0 1 0 0
)T

is not (since it has 4 non-zero entries, suggesting that there are 4 6= Z haplotypes present).

If, for example,

h =
(

0 1 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0
)T

,

and π2 = 0.01, π6 = 0.08, π15 = 0.1, then

fH|Z(h, z = 3) =
3!

0! · 1! · (0!)3 · 1! · (0!)8 · 1! · (0!)3
0.0110.0810.11
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= 6 · 8 · 10−5

= 4.8 · 10−4

2.6.1.3 Y - Haplotype Proportions

The third random variable, Y, is a vector representing the haplotype proportions in an

individual. Like the previous two variables, Y is unobserved. Also like H, Y is of length

Nhaps. Specifically,

Y ∈ [0, 1]Nhaps (2.7)

with Yi indicating the proportion of haplotype i among all haplotypes present in the

individual. Since Yi represents a proportion, we also have the condition,

Nhaps∑
i=1

Yi = 1 (2.8)

Furthermore, Y needs to be consistent with H. Specifically, we must have,

Yi > 0 iff Hi = 1

Yi = 0 iff Hi = 0
(2.9)

In other words, a haplotype has a non-zero proportion if and only if it is indicated as

present in the individual (as indicated by H).

For the distribution of Y, we condition on H given this dependency in equation (2.9).

At the same time, we must recognize the assumption that Yi is not a function of Hi when

Hi = 1.12 To capture this, we express the distribution as follows,

fY|H(y,h) =

ξ yi > 0 ⇐⇒ hi = 1, eTy = 1

0 o.w.
(2.10)

In words, equation (2.10) states that when the conditions are satisfied by a candidate

vector y, the likelihood of y is constant at ξ > 0 and equal to the likelihood of any

12When Hi = 0, clearly the opposite is the case: Yi is a constant and is equal to 0.



38

other feasible candidate vector y′. When the conditions are not met, the likelihood is

zero. In short, the conditional distribution is uniform. The value of ξ is unimportant;

the parameter ξ is simply a normalizing constant to ensure that fY|H(y,h) integrates to

1.

Example 2.12 (Y - Haplotype Proportions). Continuing with Example 2.11 from

§2.6.1.2, assume that

h =
(

0 1 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0
)T

is valid. Then consider four candidate y vectors. First, the vector

y =
(

0.1 0 0 0 0 0.7 0 0 0 0 0 0 0 0 0.2 0 0 0
)T

is invalid because it violates condition (2.9) since y1 > 0 yet h1 = 0 while y2 = 0 yet

h2 = 1. Second, the vector

y =
(

0 0.1 0 0 0 0.6 0 0 0 0 0 0 0 0 0.2 0 0 0
)T

is invalid because it violates condition (2.8) although it satisfies equation (2.9). Under

equation (2.10), both have a likelihood of zero. Next consider the two vectors,

y′ =
(

0 0.2 0 0 0 0.6 0 0 0 0 0 0 0 0 0.2 0 0 0
)T

and

y′′ =
(

0 0.7 0 0 0 0.2 0 0 0 0 0 0 0 0 0.1 0 0 0
)T

.

Both of these vectors are valid, yet they represent very different distributions for the

three implied haplotypes. Despite this difference, each has a likelihood of ξ conditional

on h.

2.6.1.4 S(l) - Signature Matrices

Next, we construct a series of constant matrices, one per locus, called “signature matri-

ces”.13 Each of these is labeled S(l), where l = 1, . . . , L denotes the locus in question.
13We call these “signature matrices” because they capture the important identifying feature - in this

case, allele composition - of each haplotype.
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Each S(l) documents which allele each haplotype features for that locus. The matrix S(l)

takes the form,

S(l) =


S

(l)
1,1 S

(l)
1,2 . . . S

(l)
1,Nhaps

S
(l)
2,1 S

(l)
2,2 . . . S

(l)
2,Nhaps

...
...

. . .
...

S
(l)
`(l),1 S

(l)
`(l),2 . . . S

(l)
`(l),Nhaps


with

S
(l)
i,j =

1 Haplotype j has allele i at locus l

0 o.w.

where `(l) indicates the number of different possible alleles for locus l and Nhaps, as

before, indicates the total number of possible haplotypes. Thus S(l) is a very wide,

short matrix.14 It follows from the fact that each haplotype will have exactly one allele

represented at a locus that the sum of each column will equal 1; in other words, there

will be exactly one entry per column equal to 1 with the rest equal to 0.

Example 2.13 (S - Signature Matrix). Consider the simple case where we have

a total of only two loci, the first of which has 3 possible alleles (A, B, and C) and the

second of which has 4 possible alleles (A, B, C, and D). Recall that by “possible”, we mean

known to exist but not necessarily present in any sample observation under investigation.

Table 2.2 lists the 3 · 4 = 12 possible haplotypes in this example. The ordering of the

Haplotype
Locus 1 2 3 4 5 6 7 8 9 10 11 12

1 A A A A B B B B C C C C
2 A B C D A B C D A B C D

Table 2.2: Sample Haplotypes

haplotypes is important. Here, as always, we order the haplotypes by ascending allele

within locus 1, then within locus 2, and so on.

14In practice, there will be no need to construct the entire S(l) since for any particular observation
the vast majority of columns will exist for infeasible haplotypes. Instead, we will restrict its construction
to only those haplotypes that are relevant.
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Since the first locus has 3 possible alleles, S(1) will be a 3× 12 matrix as depicted in

equation (2.11).

S(1) =


1 1 1 1 0 0 0 0 0 0 0 0

0 0 0 0 1 1 1 1 0 0 0 0

0 0 0 0 0 0 0 0 1 1 1 1

 (2.11)

As always, the ith row depicts the ith allele within the locus (here, locus 1) and the

jth column depicts the jth haplotype. For example, since the first 4 haplotypes all have

allele A, the first row has 1’s in the first four positions.

Since the second locus has 4 possible alleles, S(2) will be a 4× 12 matrix as depicted

in equation (2.12).

S(2) =


1 0 0 0 1 0 0 0 1 0 0 0

0 1 0 0 0 1 0 0 0 1 0 0

0 0 1 0 0 0 1 0 0 0 1 0

0 0 0 1 0 0 0 1 0 0 0 1

 (2.12)

Here, since the 4 possible alleles cycle as we proceed from one haplotype to the next as

depicted in Table 2.2, this is represented in S(2).

2.6.1.5 U(l) - Implied Allele Proportions for Locus l

The use of the signature matrices is as follows. Consider the product S(l)Y,

S(l)Y =


S

(l)
1,1 S

(l)
1,2 . . . S

(l)
1,Nhaps

S
(l)
2,1 S

(l)
2,2 . . . S

(l)
2,Nhaps

...
...

. . .
...

S
(l)
`(l),1 S

(l)
`(l),2 . . . S

(l)
`(l),Nhaps





Y1

Y2

Y3

...

...

YNhaps
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=



∑Nhaps

j=1 S
(l)
1,jYj∑Nhaps

j=1 S
(l)
2,jYj∑Nhaps

j=1 S
(l)
3,jYj

...∑Nhaps

j=1 S
(l)
`(l),jYj



:=



U
(l)
1

U
(l)
2

U
(l)
3

...

U
(l)
`(l)


= U(l) (2.13)

Thus the scalar U
(l)
i is the implied proportion of allele i for locus l by summing each

haplotype’s contribution to that proportion. Each U
(l)
i – for any locus l and for any allele

i at that locus – is entirely determined by Y. Given this dependence, we can state the

conditional pdf as follows,

fU(l)|Y(u(l),y) =

1 u(l) = S(l)y

0 o.w.
(2.14)

That is, the density for a candidate u(l) equals one if and only if it equals (is consistent

with) what is implied by y; otherwise the density equals zero.

Example 2.14 (U - Implied Allele Proportions). Consider again S(2) from equation

(2.12) in Example 2.13. Assume that

y =
(

0 0.05 0 0.34 0 0 0 0.26 0 0 0 0.35
)T
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is valid. Then the implied allele proportions for locus 2 are as follows,


U

(l)
1

U
(l)
2

U
(l)
3

U
(l)
4

 =


1 0 0 0 1 0 0 0 1 0 0 0

0 1 0 0 0 1 0 0 0 1 0 0

0 0 1 0 0 0 1 0 0 0 1 0

0 0 0 1 0 0 0 1 0 0 0 1





0

0.05

0

0.34

0

0

0.26

0

0

0

0

0.35



=


0

0.05

0.26

0.69



As demonstrated in Example 2.14, we can have certain alleles with an implied pro-

portion of zero (e.g., allele i = 1 in the example).

In section §2.6.1.6 it will be clearly desirable to remove any allele proportions in U(l)

equal to zero. To this end, define

NZ(U(l)) := {j : U
(l)
j > 0}. (2.15)

That is, NZ(U(l)) is the set of indices of the non-zero implied allele proportions at locus

l.

Example 2.15 (NZ - Extraction of Non-Zero Proportions). Continuing with

Example 2.14, given U(l), we have NZ(U(l)) = {2, 3, 4} since U
(l)
1 = 0 and U

(l)
i > 0, i 6= 1.

Thus NZ(U(l))1 = 2,NZ(U(l))2 = 3,NZ(U(l))3 = 4 and |NZ(U(l))| = 3.
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Example 2.16 (NZ(U(l) - Implied Non-Zero Proportions). Continuing with

Example 2.15, here

U
(l)

NZ(U(l))
=


U

(l)

NZ(U(l))1

U
(l)

NZ(U(l))2

U
(l)

NZ(U(l))3

 =


0.05

0.26

0.69


The only difference between this quantity and that presented in the last line of 2.13 is

that the former has deliberately removed all zero entries while still retaining the order

of all non-zero entries. This filtering is indicated by the subscript in the leftmost term

above.

Let U n = {U(1)
n ,U(2)

n , . . . ,U(Nl)
n } denote the collection of implied allele proportions

across all loci for observation n.

2.6.1.6 X(l) - Observed Allele Proportions at Locus l

The final random variable, X(l), denotes the observed allele proportions at locus l. This is

the first, and only, observed random variable in the data generating distribution. Similar

to Y, which represents the proportion of haplotypes in a population, X(l) has the following

properties,

X(l) ∈ [0, 1]`(l) (2.16)

withX
(l)
i indicating the proportion of allele i at locus l. SinceX

(l)
i represents a proportion,

the following conditions also hold,

X
(l)
i ≥ 0;

`(l)∑
i=1

X
(l)
i = 1 (2.17)

That is, for any locus l, each observed allele proportion for that locus must be non-

negative and the sum of all such proportions must equal one.

Similar to the setNZ(U(l)), which denotes the indices of non-zero implied proportions

of locus l, let NZ(X(l)) denote the indices of non-zero observed proportions of locus l.
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Example 2.17 (X - Observed Allele Proportions). Returning to Example 2.14,

recall that it is assumed that `(l) = 4 for locus l = 1. One possible X(l) would be

X(l) =


0

0.04

0.30

0.66


which is reasonably “close” to U(l) itself. Another possible X(l) is

X(l) =


0

0.25

0.37

0.38


which is far more dissimilar. In each case, NZ(X(l)) = {2, 3, 4}.

A final assumption is that X(l) will have exactly the same zero entries, if any, as U(l);

in other words, the two should be consistent in which alleles are expressed (though the

actual values can differ significantly, albeit with decreasing likelihood). This requirement

is captured formally in the conditional distribution of X(l) as stated below,

fX(l)|U(l)(x,u) =

Dirichlet
(
x; c(l)u + 1

)
NZ(u) = NZ(x)

0 o.w.
(2.18)

where c(l) > 0 is a dispersion parameter for locus l. We will discuss this distribution in

detail below, but as a very brief introduction we can say that the above distribution will

serve to center the observed allele proportions X(l) around U(l) and control the dispersion

from this center via the parameter c(l).

The use of the distribution in equation (2.18) can be justified by reviewing some

of the general properties of the Dirichlet distribution and demonstrating how it can be

incorporated in the current framework.
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2.6.1.6.1 Properties of the Dirichlet Distribution

The standard representation of the probability density function for a random vector o

under this distribution is as follows,

f(o;α) =


1

B(α)

∏d
i=1 o

αi−1
i oi ≥ 0 ∀i;

∑
i oi = 1

0 o.w.
, (2.19)

where d is the length of o,

α = {α1, . . . , αd}, αi > 0 (2.20)

is the set of parameters15, and

B(α) =

∏d
i=1 Γ(αi)

Γ
(∑d

i=1 αi

) , (2.21)

incorporating Γ(·), the gamma function.

Note that the requirement that
∑

i oi = 1; oi ≥ 0 in equation (2.19) lends itself to

using the Dirichlet distribution to model proportions, since proportions naturally follow

such constraints.

The mean of each oi is

E[oi] =
αi
α0

, (2.22)

where

α0 =
∑
i

αi.

That is, each oi is centered at the proportion of αi vis-à-vis the sum of all αi.

The variance is as follows,

Var[oi] =
αi(α0 − αi)
α2

0(α0 + 1)
. (2.23)

Note that the variance decreases as a0 increases, a useful property that we will exploit.

The covariance between oi, oj; i 6= j is

Cov[oi, oj] =
−αiαj

α2
0(α0 + 1)

; i 6= j.

15Note that there is no requirement that
∑

i αi = 1. The only requirement is that each αi be strictly
positive. However, from equation (2.24), we see that we need the more restrictive condition that αi > 1
for the mode to exist. Since we will make use of the mode, we will need this restriction.
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In particular, this covariance is negative as all constants in the expression are strictly pos-

itive by definition. This is intuitive; whenever any one proportion increases (decreases),

one would expect the others to decrease (increase).

Finally, the mode of the distribution occurs at the following point,

mode(f(o;α)) =

(
α1 − 1

a0 − d
,
α2 − 1

a0 − d
, . . . ,

αd − 1

a0 − d

)
;αi > 1 (2.24)

which converges to the mean as the elements of α increase. Note that for the mode to

exist, we have the condition αi > 1. Since this dissertation will implicitly make use of the

mode in the parameter estimation procedure described in §2.7.4.1, it is further assumed

that αi > 1.16

2.6.1.6.2 Application of the Dirichlet Distribution

Because the only requirement on αi in equation (2.19) is that αi > 1, the Dirichlet

distribution can be reparameterized as follows. When modeling X(l), it is desirable to

ensure that the expected location where the likelihood is maximized is consistent with the

parameterization. As such, one makes use of the mode in equation (2.24) and proceeds

as follows. We first assume that the entries of the vector α are positive and sum to 1;

that is, α is a vector of proportions. One constructs a new α′ vector as α′i = cαi + 1 ∀i.
Here c > 0 represents a scaling factor whose value will control the concentration of the

distribution. Now, by construction, α′i > 1 ∀i.
Under this reparameterization, the pdf in equation (2.19) becomes

f(o;α′) =


1

B(α′)

∏d
i=1 o

α′i−1
i oi ≥ 0 ∀i;

∑
i oi = 1

0 o.w.

=


1

B(cα+1)

∏d
i=1 o

cαi
i oi ≥ 0 ∀i;

∑
i oi = 1

0 o.w.
(2.25)

and equation (2.20) becomes

α′ = {cα1 + 1, . . . , cαd + 1};αi > 0,
∑
i

αi = 1, c > 0. (2.26)

16Rather than simply carrying forward with the less restrictive condition that αi > 0 as stated in
equation (2.20).
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Consider the mean and variance under this new form, which we can compute through

substitution in equations (2.22) and (2.23). First, note that α′0 =
∑

i α
′
i =

∑
i(cαi + 1) =

c+ d. The mean of each oi is thus

E[oi] =
α′i
a′0

=
cαi + 1

c+ d
,

with

lim
c→∞

cαi + 1

c+ d
= lim

c→∞

αi + 1/c

1 + d/c

=
αi
1

= αi.

That is, the expectation of the ith element in o converges to the proportion αi as the

concentration increases.

For the variance,

Var[oi] =
α′i(α

′
0 − α′i)

(α′0)2(α′0 + 1)

=
(cαi + 1)(c+ d− cαi − 1)

(c+ d)2(c+ d+ 1)

with

lim
c→∞

(cαi + 1)(c+ d− cαi − 1)

(c+ d)2(c+ d+ 1)
= 0.

Since α′0 > α′i > 0, the variance will always be non-negative. We see that the variance

decreases (increases) as c increases (decreases) for any fixed value of αi, with the variance

converging to zero asymptotically. Thus c determines the dispersion of the distribution.

This property of c is depicted in Figure 2.4. We fix α = 0.2/0.3/0.5 and investigate

the behavior of the Dirichlet pdf in equation (2.25) as c varies across values 10, 20, 50,

and 100. Each panel has two components: a ternary diagram (see Stover [41] for an

explanation) on the left and a 3D wireframe plot on the right depicting the value of the

pdf for all valid combinations of o = {o1, o2, o3}17. In Figure 2.4(a) for c = 10, the region

of peak values is relatively disperse. As c increases, the ternary diagram shows a tighter

region of peak values and the wireframe plot has a sharper peak.

To consider this property of c from a slightly different perspective, consider the

distribution of n = 1000 iid samples from the Dirichlet distribution as c varies but
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α = 0.2/0.3/0.5 , c= 10000
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(d) c = 10000

Figure 2.5: Scatter plots for α = 0.2/0.3/0.5. Each of the four panels
above presents the a scatter plot of n = 1000 points in
blue randomly generated under the Dirichlet distribution
when α = 0.2/0.3/0.5 but c varies. As c increases, the
region where the points are present shrinks and converges
to 0.2/0.3/0.5.

α = 0.2/0.3/0.5 remains fixed. This is depicted in Figure 2.5. Analogous to the previous

result, we see that the range of values shrinks as c→∞.

Having reviewed some of the properties of the Dirichlet distribution, we are in a

position to explain equation (2.18) as the conditional distribution for X(l), the observed

allele proportions at locus l. The vector X(l) will take the place of the o vector in

equation (2.25). Since we want the non-zero observed allele proportions to be centered

at the implied non-zero proportions represented by U
(l)

NZ(U(l))
, this vector replaces α in

equation (2.26). The justification is as follows. Note that any X(l) will be composed

of at least one non-zero allele (perhaps all of the alleles will be non-zero) with possibly

one or more zero alleles. As such, the entire X(l) vector is determined when only the

17Recall that we must have oi ≥ 0 and
∑

i oi = 1.
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non-zero alleles have been determined. Given the previously mentioned assumption that

NZ(U(l)) = NZ(X(l)), we would view as incompatible proposed pairing between implied

and observed proportions with, for example, a U(l) vector with U
(l)
3 = 0 and an X(l) vector

with X l
3 = 0.23 (or vice versa). With this assumption, we base the conditional probability

of X(l) on U
(l)

NZ(U(l))
and c(l). The parameter c(l), to be estimated from the data, allows

us to control the dispersion around the mean for the locus l in question and let this

dispersion vary by locus. “Noisy” loci – those subject to relatively high measurement

error – would be expected to have a low value for c(l) while “clean” loci would be expected

to have a high value for c(l); modeling this concentration parameter per locus allows for

a mixture of noisy and clean loci.

Example 2.18 (Observed vs. Implied Allele Proportions). Consider the case

where

u(l) =
(

0 0.1 0 0.2 0 0.4 0.3
)T

.

From u(l), we see that in this example, the total number of alleles at the locus is 7

and the number of non-zero alleles is 4. Thus `(l) = 7, NZ(u(l)) = {2, 4, 6, 7}, and

|NZ(u(l))| = 4.

So we have,

u
(l)

NZ(u(l))
=
(
u

(l)

NZ(u(l))1
u

(l)

NZ(u(l))2
u

(l)

NZ(u(l))3
u

(l)

NZ(u(l))4

)T
=
(
u

(l)
2 u

(l)
4 u

(l)
6 u

(l)
7

)T
=
(

0.1 0.2 0.4 0.3
)T

Consistent with equation (2.26),

α′ =
(
cl · 0.1 + 1 cl · 0.2 + 1 cl · 0.4 + 1 cl · 0.3 + 1

)
for some cl > 0.

Now consider four different candidate x(l): x(l)∗, x(l)∗∗, x(l)∗∗∗, and x(l)∗∗∗∗. Let

x(l)∗ =
(

0 0 0 0.5 0 0.35 0.15
)

The vector x(l)∗ is not compatible with u(l) since there is a mismatch in the non-zero

elements. While x
(l)∗
i is indeed zero whenever u

(l)
i is zero, it is also true that xl∗2 = 0 while

u
(l)
2 = 0.1. Thus fX(l)|U(l)(x(l)∗,u(l)) = 0.
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Similarly, let

x(l)∗∗ =
(

0 0 0 0.5 0.05 0.3 0.15
)

The vector x(l)∗∗ is also incompatible with u(l) since there is a mismatch in the non-zero

elements. Specifically, u
(l)
2 = 0.1 while x

(l)∗∗
2 = 0 and u

(l)
5 = 0 while x

(l)∗∗
5 = 0.05. Thus

fX(l)|U(l)(x(l)∗∗,u(l)) = 0 as well.

Now let

x(l)∗∗∗ =
(

0 0.05 0 0.5 0 0.3 0.15
)

and

x(l)∗∗∗∗ =
(

0 0.09 0 0.19 0 0.4 0.32
)

Both vectors are compatible with u(l) since both have zero entries in precisely the same

location as u(l). Their pdf values are

f(x(l)∗∗∗;α′) =
1

B(α′)

(
0.05c·0.1+10.5c·0.2+10.3c·0.4+10.15c·0.3+1

)
and

f(x(l)∗∗∗∗;α′) =
1

B(α′)

(
0.09c·0.1+10.19c·0.2+10.4c·0.4+10.32c·0.3+1

)
,

respectively.

We note that x(l)∗∗∗∗ is “closer” to u(l) in terms of the distribution of the proportions

represented. Figure 2.6 presents the value of the pdf in equation (2.25) for each of the

two vectors for different values of c. We see that, as expected, the second vector has

a higher density value for all values of c(l) investigated. As the value of c(l) increases,

the relative advantage of the x(l)∗∗∗∗ increases due to its closeness to the mode while the

density for x(l)∗∗∗ remains relatively flat.

Applying the discussed reparameterization of the Dirichlet distribution to the original

likelihood function stated for X(l) in equation (2.18) yields,

fX(l)|U(l)(x,u) =


1

B({c(l)ui+1;i∈NZ(u)})
∏

i∈NZ(u) x
c(l)ui
i NZ(u) = NZ(x)

0 o.w.
(2.27)

It is this representation that will be used going forward.
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Figure 2.6: Density values for Example 2.18. The vector x(l)∗∗∗∗

clearly dominates x(l)∗∗∗, increasingly so as c→∞.

Finally, analogous to U , let X = {x(1),x(2), . . . ,x(Nl)} be the collection of observed

allele proportions across all loci and let c = {c(l); l = 1, . . . , Nl} denote the collection of

concentration parameters.

2.6.1.7 Recap of Variables, Constants, and Parameters

Table 2.3 summarizes the variables and constants discussed in this section.

Symbol Description Obs? Type Form |? Params

Z MOI N variable scalar none p
H Indicator of haplotypes N variable vector Z π
Y Proportions for haplotypes N variable vector H ξ
S(l) Signature matrix Y constant matrix none none

U(l) Implied allele proportions N variable vector S(l),Y none

X(l) Observed allele proportions Y variable vector U(l) c(l)

Table 2.3: Summary of Variables and Constants. “Obs?” states
if observed. “|?” indicates any conditioning variable(s).

S(l),U(l),X(l) exist for locus l, l = 1, . . . , Nl.

Table 2.4 summarizes the parameters in the distributions of the random variables.

All parameter values are unknown and will need to be estimated with the exception of ξ.
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Symbol Description Form

p MOI population frequencies Vector of length maxMOI
π Haplotype population fre-

quencies
Vector of length Nhaps, one entry per
haplotype denoted πi

c Concentration parameters Vector of length Nl, one entry per locus
denoted c(l)

ξ Constant pdf value for valid
Y vectors

Scalar > 0

Table 2.4: Summary of Parameters. There are three primary param-
eters – p,π, c – while ξ is a nuisance parameter.

2.6.2 Data Generation

In this section, we discuss the process by which the data are generated. This process is

the same for all observations.

Figure 2.7 presents a high level overview of the process. The steps in the process

correspond closely to the random variables discussed in §2.6.1. The diagram demonstrates

the chain structure of the random variables in the ultimate production of a set of observed

allele proportions for each locus.

Each step is discussed in more detail below.

2.6.2.1 Determine MOI

In this step, the individual is assigned an MOI according to the distribution outlined

in §2.6.1.1. We assume that there is a standard parameter p valid for all observations.

All observations are assigned an MOI in an independent and identical fashion. While it

might be argued that the MOI is a characteristic of an individual’s infection, we model

it explicitly. It is convenient to start with this variable in the chain since other variables

are naturally dependent on it.

2.6.2.2 Determine Haplotypes

In this step, the specific haplotypes infecting the individual are selected. The number of

distinct haplotypes must be consistent with the MOI, hence the dependence in Figure 2.7
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p Determine MOI

Determine
Haplotypes

π

Determine
Haplotype

Proportions

Determine
Implied Allele
Proportions

S(l)

Determine
Observed Allele

Proportions
c(l) X(l)

Z

H

Y

U(l)

Figure 2.7: Data Generating Process for an Observation.Each step is
represented by a box. Incoming parameters for a process
are to the left of the relevant box with an incoming dotted
arrow. Outgoing random variables are to the right of the
relevant box next to the arrow leading in to the following
process. Each process typically uses a combination of pa-
rameters and previously produced random variables. The
process ends when X(l), the observed allele proportions,
are produced.

on the variable Z. The haplotypes are chosen according to how prevalent they are in the

relevant geographic region, as captured by the haplotype population frequency vector π

and described in §2.6.1.2.

2.6.2.3 Determine Haplotype Proportions

In this step, the proportions of the MOI distinct haplotypes in the individual are deter-

mined, as described in §2.6.1.3. A person infected infected with multiple strains (i.e., the

case where MOI> 1) may well see strains propagate at different rates and we have no

basis on which to favor one strain over another, we assume that all proportion combina-

tions are equally likely, with probability equal to ξ. The only requirement is that it is
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precisely the strains indicated in the random variable H that have non-zero proportions.

Since ξ does not influence the selection of haplotype proportions in this step, it does

not appear in Figure 2.7.

2.6.2.4 Determine Implied Allele Proportions

In this step, we simply derive the implied allele proportions for each locus l in the form

of U(l), as described in §2.6.1.4 and §2.6.1.5. By “implied”, we mean what would be

observed based solely on the haplotypes chosen and their relative proportions and in the

absence of any measurement error. Recall that S(l) is fixed and known; its only role

is to generate U(l) through matrix multiplication. Figure 2.7 presents S(l) as an input

parameter to this process; while this is technically true, it is also true that it never varies

and there is no need to estimate it. It is constructed from our knowledge of the entire

set of haplotypes and loci in question.

2.6.2.5 Determine Observed Allele Proportions

In this final step, as discussed in §2.6.1.6, we derive the only variable that is actually

observed: X(l), the observed allele proportions at locus l. This is a function of two quan-

tities: U(l)
τ , the implied non-zero allele proportions and c(l), a concentration parameter

that controls the error in the observed values around the implied values.

2.6.3 Data Likelihood

In this section, we discuss the likelihood function for the data. This is with the view to

estimate certain parameters that will influence the likelihood of individual solutions.

2.6.3.1 Background

Recall that we are assuming a collection of blood samples, one from each person tested.

As such, all the variables discussed in §2.6.1 and summarized in Table 2.3 – with the

exception of S(l) which is a constant – need to be indexed for the individual in question.

To do this, we add the subscript n = 1, . . . , Nsamp to the variable for the nth individual;
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e.g., X3
5 will denote the observed allele proportions for the 5th sample at the 3rd locus

and Z10 will denote the MOI for the 10th observation.

2.6.3.2 Key Assumptions

We make the following key assumptions when deriving the likelihood equations:

1. The parameter p governing the choice of the MOI is constant and identical across

all individuals.

2. The parameter π representing the haplotype population frequencies is constant and

identical across all individuals. Put differently, there is a single set of haplotype

frequencies that is independent from the individuals under consideration.

3. The parameter c(l) representing the concentration of oberved allele proportions

around the mean at locus l is constant and identical across all individuals. It can,

however, vary from locus to locus. Some loci will likely be “noisier” than others.

4. The loci have been chosen such that they are independent within each sample.

More precisely, we assume that U(l1)
n and U(l2)

n are independent for sample n for

all loci l1 6= l2. The justification for this assumption is that the loci are scattered

across all 14 chromosomes.

5. All variables are independently and identically distributed across all samples.

2.6.3.3 Joint Likelihood for One Sample

Each sample will have realized a value for each of the following random variables, in the

following order:

1. Zn

2. Hn

3. Yn

4. U n := {U(l)
n ; l = 1, . . . , Nl}, determined entirely by Yn (see §2.6.1.4 )

5. X n := {X(l)
n ; l = 1, . . . , Nl}

where each of the last two variables is a set of variables with one instance occurring at

each locus. This is depicted in Figure 2.8, which shows the dependence relationships

among the variables for a single sample. We see two features of the data structure:
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1. the pair of variables labeled U
(l)
n , X

(l)
n is represented once for each locus; hence the

stacking from 1, . . . , Nl

2. the variables Yn,U n are all derived from the same single source – the haplotype

proportions.

Zn Hn Yn U(l)
n X(l)

n

...
...

U(1)
n X(l)

n

...
...

U(Nl)
n X(Nl)

n

Figure 2.8: Graph of Variables for a Single Observation. Each vari-
able is represented as a node with its name inside. The
variables can be split into four groups, as indicated by the
four node colors; in particular, the variables in light pur-
ple are all determined entirely by the haplotype propor-
tions. Each arrow indicates the dependence of the second
node on the first. The “loci variables” are represented by
nodes with dotted borders, with each row representing
the same pair of variables (Ul

n,X
l
n) that occur together

at locus l. The superscript in the variable name indicates
to which locus it belongs.

Let

Θ := {p;π; c} (2.28)

and consider the single sample n. The joint likelihood of all data, both observed and

unobserved, for a single sample n is as follows:

L(Θ|Zn = z,Hn = h,Yn = y,U n = u ,X n = x )

=

[
Nl∏
l=1

f
X

(l)
n |U

(l)
n

(x,u; c)f
U

(l)
n |Yn

(u,y)

]
fYn|Hn(y,h; ξ)fH|Zn(h, z;π)fZn(z; p) (2.29)
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2.6.3.4 Joint Likelihood for All Samples

Under the assumption that all variables above are distributed iid18, the joint likelihood

for all data in all samples,

C = {Zn,Hn,Yn,U n,X n}n=1,...,Nsamp , (2.30)

is simply

L(C) =

Nsamp∏
n=1

[
Nl∏
l=1

f
X

(l)
n |U

(l)
n

(x,u; c)f
U

(l)
n |Yn

(u,y)

]
fYn|Hn(y,h; ξ)fHn|Zn(h, z;π)fZn(z; p).

(2.31)

We use the letter “C” in equation (2.30) to indicate that this represents the complete data,

most of which is actually unobserved. This is discussed in further detail in §2.7.4.1.

2.7 Details of the LITSE Algorithm

In this section, we discuss the details of the Learning with Iteration and Tree-based Search

Estimation (LITSE) algorithm. As the name implies, the algorithm is iterative in that

it repeatedly re-estimates the underlying population parameters to refine the predictions

for individual observations.

2.7.1 Overview

The algorithm is summarized in Algorithm 1 below.

18Note that all variables other than Zn have conditional distributions.
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LITSE() Summary
Main Input(s) : li, loci information; oap, observed allele proportions per

locus/observation; p̂(0), π̂(0), ĉ(0), initial parameter estimates;
run parameters.

Main Output(s): finalSols, proposed haplotype solutions per observation;
p̂, π̂, ĉ, final parameter estimates.

1 Initialize all parameters and counts/totals.
2 Perform validity checks.
3 propSols← SolutionSetIdentification(li, oap).
4 propSols← SolutionSetCompletion(li, propSols).

5 [finalSols; p̂, π̂, ĉ]← SolutionSetRefinement(li, propSols, p̂(0), π̂(0), ĉ(0)).
6 Return (finalSols; p̂, π̂, ĉ).

Algorithm 1: Summary of LITSE Algorithm. Summary; details excluded.

The LITSE algorithm operates in three main steps:

1. Solution Set Identification (SSI). In this first step, depicted on line 3, the algo-

rithm identifies candidate solutions for each observation individually based solely

on the degree to which a proposed solution aligns with the observed allele propor-

tions. In the case where an observation is missing observed allele data for a locus,

all candidate solutions for that observation will be blank for the locus in question.

2. Solution Set Completion SSC. In this second step, depicted on line 4, the al-

gorithm identifies and completes all partial solutions from the previous step with

missing locus information.

3. Solution Set Refinement (SSR). In this third step, depicted on line 5, the al-

gorithm iteratively computes the probability of each solution by computing the

probability of all the components of each solution. The results returned include a

set of proposed solutions for each observation and the probability of each, along

with the computed parameter estimates.

As the names imply, the SSI procedure is a precursor to the SSR procedure. The

SSI procedure determines a set of possible solutions for each individual observation in

isolation, the SSC step imputes the allele composition for each solution missing data for

one or more loci, and the SSR procedure refines features of these proposals.

The LITSE algorithm can be viewed as a tree-based search with a refinement through
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the Expectation-Maximization (EM) algorithm. While the SSR procedure, given its

iterations of expectation and maximization sub-steps, can be more closely identified with

the EM algorithm, the SSI and SSC steps can be viewed as precursors.

2.7.2 Solution Set Identification

The primary purpose of the SSI procedure is to identify per individual observation but

without regard to the results obtained for other observations, a set of candidate solutions

Sfn for an observation as described in §2.7.4.1.5 and Table 2.10. Members of this set will

be those whose solution error, as discussed below, is low.

The fundamental task of the SSI procedure, discussed in detail below, is to search

through potential solutions for the observation and to structure this solution space as

a tree. Each level in the tree processes a single locus, with the order in which the loci

are processed determined beforehand. Thus the total number of levels in the tree equals

Nl + 1, counting a root node from which the search begins.

Consistent with the form a solution takes as outlined in §2.4.1.3 – a set of ordered

columns, one per locus – the SSI procedure builds a solution by starting out with a

“blank” solution (i.e., one whose number of rows equals the assumed MOI and with

one column per locus). It progressively fills in columns, one by one, in a predetermined

order. Since there will typically be many feasible vectors for a given column, the process

of filling in the columns can be viewed as a search, organized in a tree data structure,

whereby each node represents a partial solution that “inherits” a presumed set of alleles

for previously completed loci and is now considering a configuration for the locus at its

level.

This section introduces the definition of the error, gives an overview of the composite

steps, and gives details on some of the most involved steps, in particular the tree search

for solutions.

2.7.2.1 Summary

The component steps of the SSI procedure are specified in Algorithm 2, with each line

explained below.
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LITSE Solution Set Identification() Procedure
Main Input(s) : li, loci information; oap, observed allele proportions per

locus/observation; run parameters incl smnc, hmnc, mfl, and mer.
Main Output(s): propSols, proposed haplotype solutions per observation/MOI.

1 Initialize all variables.
2 Preprocess input data.
3 for n = 1 to Nsamp do
4 lblocks← GetLocusBlockOrder(oapn, li).
5 Identify set MOIsn to explore using am.
6 for z ∈ MOIsn do
7 [combs, perms]← GetCombsPerms(oapn, z).
8 propSols← SearchSolSpace(oapn, li, lblocks, combs, perms, z, run pars).
9 Remove infeasible solutions from propSols.

10 Assess MOI and break if minz(error)/minz−1(error) > mer.

11 Return (propSols) [for all observations].

Algorithm 2: LITSE Solution Set Identification Procedure. Summary; details excluded.

Lines 1 and 2 perform standard validation and initialization.

Line 4 analyzes all loci for the observation and determines the order in which the loci

will be processed in the tree; it is discussed in more detail in §2.7.2.2.

Line 5 computes the range of MOIs that will be attempted for the observation. We

first determine the minimum value minMOIn for z, as described in §2.7.4.2.3 and illus-

trated in Example 2.29. The range is then computed as {minMOIn, . . . ,minMOIn +am},
where am is discussed in Table 2.5.

Line 7 determines the combinations and permutations used at each level to construct

the tree; it is discussed in more detail in §2.7.2.3.

Line 8 represents the most important step in the procedure, the actual tree search,

and is discussed in detail in §2.7.2.4. Three key parameters are smnc, hmnc, and mfl.

Finally, in line 9 the procedure removes any infeasible solutions that may have been

produced during the tree search. In line 10, the entire MOI is assessed for the observa-

tion with one of two outcomes: (1) the MOI is deemed invalid or incorrect, all solutions

pertaining to the MOI are dropped, and no further MOIs are investigated for the obser-

vation (i.e., the algorithm breaks out of the loop) or (2) the MOI is deemed valid, all
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solutions are retained, and the next MOI is attempted (assuming this is permitted by

the am parameter).

Among the inputs to the SSI step, there are five run time parameters or “settings” –

not to be confused with the population-level parameters p,π, c to be estimated – that

control the precise functioning of the SSI procedure. These are presented in Table 2.5

below. The first parameter will be used to control the width of the search tree search, as

Parameter Description

smnc the “soft” maximum number of nodes, after all nodes for a level
have been placed in ascending order by error, chosen at one level to
spawn children at the next level. This parameter is used to control
the size of the search tree and is discussed in detail in §2.7.2.4.2.

hmnc the corresponding “hard” maximum number of nodes chosen at one
level to spawn children at the next level. This parameter is related
to the one above and is also discussed in detail in §2.7.2.4.2.

mfl the maximum floating level (the lowest level in the tree at which
proportions for partial solutions will be recomputed, after which
the proportions for all descendants remain fixed).

am the additional MOI increment. This is the maximum over the min-
imum feasible MOI for an observation for which the LITSE al-
gorithm is applied. For example, a value of 2 indicates that an
observation with minMOIn = k will be checked at assumed MOIs
of k, k + 1, k + 2.

mer the maximum error ratio. This is the maximum permissible value
for the ratio of the lowest error among all solutions for one MOI
versus the equivalent value for the preceding MOI. Any ratio above
this maximum will result in LITSEdropping the MOI for the obser-
vation and ceasing to explore higher MOIs. Discussed in detail in
§2.7.2.5.

Table 2.5: Key Solution Set IdentificationParameters.

discussed in §2.7.2.4 below, while the second is used to determine the number of different

MOIs to try. As either increases, the breadth of the search widens and the runtime

increases.

The remainder of section §2.7.2 describes three key steps – ordering the loci, de-

termining the combinations/permutations and performing the tree search – in greater

detail.
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2.7.2.2 Get Locus Blocks

In this step, the procedure groups the alleles at each locus by their number of non-zero

alleles and creates a sorted list of loci numbers. The underlying idea is that when we

create the search tree, with one locus per level, we want to start with the longest loci

and proceed in descending fashion to those with the fewest non-zero alleles (perhaps just

one allele if that is all that is observed at a particular locus). We group the loci first into

blocks, sort within a block when the number of members is greater than two based on a

hierarchical clustering procedure in which we first take those loci that are “closest” to

one another in the group, and produce an ordered list of loci.

Example 2.19 (Computing Locus Blocks and Order). Consider the case where

there are eight loci with the following observed allele proportions, at first sorted within

each locus by allele label.

Locus

1 2 3 4 5 6 7 8

A1,2:0.30 A2,2:0.20 A3,2:1.00 A4,1:0.10 A5,3:0.19 A6,2:0.35 A7,3:0.70 A8,2:0.15

A1,3:0.39 A2,4:0.16 A4,4:0.81 A5,4:0.40 A6,3:0.35 A7,4:0.20 A8,4:0.85

A1,6:0.20 A2,5:0.29 A4,5:0.09 A5,5:0.30 A6,5:0.30 A7,7:0.10

A1,9:0.11 A2,6:0.11 A5,7:0.11

A2,9:0.24

As a first step, group the loci according to their number of non-zero alleles into blocks

and order the locis in each block by descending proportion. Each shade represents a dif-

ferent block.

Locus

1 2 3 4 5 6 7 8

A1,3:0.39 A2,5:0.29 A3,2:1.00 A4,4:0.81 A5,4:0.40 A6,2:0.35 A7,3:0.70 A8,4:0.85

A1,2:0.30 A2,9:0.24 A4,1:0.10 A5,5:0.30 A6,3:0.35 A7,4:0.20 A8,2:0.15

A1,6:0.20 A2,2:0.20 A4,5:0.09 A5,3:0.19 A6,5:0.30 A7,7:0.10

A1,9:0.11 A2,4:0.16 A5,7:0.11

A2,6:0.11
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Here, locus 2 alone belongs to the first block (composed of all loci with length 5), loci

1 and 5 belong to the next block (length 4), and so on.

Thus we know we will first process the block of length 5, then of length 4, then of

3, 2, and 1, in that order. It remains to determine the order within each block with

more than one member. For blocks with two members, such as the block including loci

1 and 5, we choose arbitrarily as first and let the other be second. For blocks with more

than two members, such as the block including loci 4, 6, and 7, we perform hierarchical

clustering and first choose the closest pair, then the third member that is closest to this

first pair, and so on. In this example loci 4 and 7 are the closest of the three possible

pairs, so they are included first (in either order) for the block. Locus 6 is the remainder,

so it comes last in the block.

Putting this all together, the ordered loci list is {2, 1, 5, 4, 7, 6, 8, 3}. Thus locus 2 will

be processed at the first level and locus 3 will be processed at the eighth level, will all

other loci processed in between.

The ordered list is used later in the tree building step.

2.7.2.3 Identify Combinations and Permutations

As indicated in Algorithm 2, this step takes as input the observed alleles and the presumed

MOI z and generates all feasible columns for each locus of length z. A column is feasible

for a locus if it meets the following two conditions:

1. it has length z, and

2. every allele with non-zero proportion has at least one entry

The actual observed proportions for the alleles are irrelevant for this purpose; what

matters is simply the set of alleles.

In addition, we make a distinction between combinations and permutations. In the

former, the position of an entry does not matter, while in the latter it does. We will

start out choosing a combination for a particular locus and then insert permutations in

the solution columns for the remaining loci.
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Example 2.20 (Feasible Locus Column). Assume that for a given locus l the

following three alleles are observed with non-zero proportions: {Al,1, Al,3, Al,7}.
Now assume that z = 3. Then there is only one feasible combination column,

Al,1

Al,3

Al,7


and there are six feasible permutation columns,

Al,1

Al,3

Al,7

 ,


Al,1

Al,7

Al,3

 ,


Al,3

Al,1

Al,7

 ,


Al,3

Al,7

Al,1

 ,


Al,7

Al,1

Al,3

 ,


Al,7

Al,3

Al,1


The following columns are infeasible,(

Al,1 Al,3 Al,1

)T
,
(
Al,1 Al,3 Al,7 Al,1

)T
,

the first because it is missing an allele and the second because it is incompatible with

z = 3.

If, instead, z = 4, then there are three feasible combination vectors,
Al,1

Al,3

Al,7

A1,1

 ,


Al,1

Al,3

Al,7

A1,3

 ,


Al,1

Al,3

Al,7

A1,7

 ,

and 36 different feasible permutation columns.

Note in particular that the number of feasible columns – combinations or permutations

– grows exponentially with z. In the example above, with the same set of observed alleles,

the number of combinations tripled and the number of permutations grew sixfold when

moving from z = 3 to z = 4. This property is discussed in more detail in the next section.

The combinations and permutations are computed once per locus for a given MOI.

Each set forms of a collection of possible entries in the locus column of interest.
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2.7.2.4 Search Solution Space

This step, the most computationally intensive of the algorithm, explores the solution

space for an observation and assumed MOI for that observation. By solution space, we

mean the set of all possible feasible solutions of a given assumed MOI.

The step adopts a tree search approach whereby each solution, partial or complete,

is represented by a node and each level in the tree represents the processing of a given

locus. This process is illustrated in Figure 2.9. Here, all nodes other than the leaves

root

1

1.1

...

1.1. . . 1 1.1. . . 2

...

1.2

...
...

2

2.1

...
...

2.2

...
...

2.2. . . 1 2.2. . . 2 Level Nl

...

Level 2

Level 1

Level 0

Figure 2.9: Diagram of Search Tree. The tree begins at the top with
a root node, indicating an empty solution. The tree is
built layer by layer starting at level 0, then level 1, and so
on down to level Nl. Each node not at level Nl represents
a partial solution, which inherits (except for the root) a
partial solution from its parent and furthers the construc-
tion of the solution by proposing a feasible combination
or permutation vector for the relevant locus. The nodes
at level Nl, outlined in blue, are leaves in the tree and
represent complete solutions; i.e., all loci columns have
been filled. The edges represent the inheritance of a par-
tial solution from a parent. In this illustration, the tree
is binary. This is a specific case; in general, the number
of children will vary by node.

represent partial solutions and all leaves represent final solutions. The step begins with a

a root node at the top with an empty solution. It then descends level-by-level, each level

representing the processing of a particular locus, and with each node having a parent
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from which it inherits a partial solution. This inherited partial solution is augmented

with a proposed feasible combination or permutation vector (see §2.7.2.3) to construct

a solution one locus closer to completion. Thus each edge from one node to another

represents the addition of a feasible column for the corresponding locus in the solution

matrix. This implies that the number of outbound edges from a node is equal to the

number of feasible columns for that locus (e.g., 36 in Example 2.20).

Example 2.21 (Tree Search Path). Consider this sample path, one of many, through

the first few levels of the tree presented in Figure 2.9 in the case where the assumed MOI

equals 4,

ID Loc1 Loc2 Loc3 Loc4 Loc5 . . . LocNl
Prop

h1 A1,? A2,? A3,? A4,? A5,? . . . ANl,? ?

h2 A1,? A2,? A3,? A4,? A5,? . . . ANl,? ?

h3 A1,? A2,? A3,? A4,? A5,? . . . ANl,? ?

h4 A1,? A2,? A3,? A4,? A5,? . . . ANl,? ?

ID Loc1 Loc2 Loc3 Loc4 Loc5 . . . LocNl
Prop

h1 A1,? A2,2 A3,? A4,? A5,? . . . ANl,? 0.30

h2 A1,? A2,2 A3,? A4,? A5,? . . . ANl,? 0.23

h3 A1,? A2,3 A3,? A4,? A5,? . . . ANl,? 0.43

h4 A1,? A2,5 A3,? A4,? A5,? . . . ANl,? 0.04

ID Loc1 Loc2 Loc3 Loc4 Loc5 . . . LocNl
Prop

h1 A1,? A2,2 A3,? A4,? A5,1 . . . ANl,? 0.31

h2 A1,? A2,2 A3,? A4,? A5,3 . . . ANl,? 0.25

h3 A1,? A2,3 A3,? A4,? A5,4 . . . ANl,? 0.39

h4 A1,? A2,5 A3,? A4,? A5,5 . . . ANl,? 0.05

. . .

corresponding to the following path in the tree,
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root

1

1.1

...

. . . 1 . . . 2

...

1.2

...
...

2

2.1

...
...

2.2

...
...

. . . 1 . . . 2 Level Nl

...

Level 2

Level 1

Level 0

as indicated in red. Note that in this example, the first locus processed was 2 and the

second was 5. This is evident by looking at which column has been newly completed at

each level. Also, the proposed proportions were tentatively set at level 1 but were then

refined at the next level. The fixing of proportions is discussed in more detail below.

As stated previously, the number of outbound branches of a node – equivalent to

the number of feasible solutions for the corresponding locus – grows exponentially with

several quantities. This is stated formally below as a proposition, illustrated in more

detail, and then proven in §2.A.

Proposition 1 (Outbound Node Degree). Let m denote the assumed MOI for an

observation and let n denote the number of unique observed alleles for locus l (i.e., the

“locus length”) at level v in the search tree. Then the number of outbound edges from

each node at level v − 1 to level v equals

C(m,n) =

(
m− 1

m− n

)
, m ≥ n,

if the algorithm is considering combinations for locus l and

P(m,n) =
n−1∑
j=0

(−1)j
(
n

j

)
(n− j)m, m ≥ n,

if the algorithm is considering permutations for locus l.



69

Recall that by construction, m ≥ n. Furthermore, the algorithm considers combina-

tions only when branching from the root node to level 1. For all other levels, it considers

permutations.

Given this result, it is clear that the number of combinations, and particularly permu-

tations, grows exponentially with m and n. Table 2.6 presents the number of outbound

edges for various combinations of m and n, while 2.7 does the same for permutations.

m
n 1 2 3 4 5 6 7 8 9 10

1 1 1 1 1 1 1 1 1 1 1
2 1 2 3 4 5 6 7 8 9
3 1 3 6 10 15 21 28 36
4 1 4 10 20 35 56 84
5 1 5 15 35 70 126
6 1 6 21 56 126
7 1 7 28 84
8 1 8 36
9 1 9

10 1

Table 2.6: Outbound Node Degree for Combinations. The number
of valid combinations for each value of m (MOI) and n
(number of distinct alleles) is presented. The results form
a Pascal triangle.

These values were derived using the equations in Proposition 1 and confirmed by gener-

ating all combinations and permutations for each combination of m,n and counting only

valid combinations and permutations.

As a concrete illustration of how the number of nodes in a tree expands as the number

of levels (corresponding to loci) and MOI (corresponding to the length of the combina-

tion and permutation vectors) vary, consider Figure 2.10 below, generated by constructing

unrestricted trees in LITSE for a variety of values for number of loci and MOI. By “un-

restricted”, we mean in the absence of any control on the branching from one level in

the search tree to the next. In Figure 2.10, it is evident that as any one of the three

factors increases, the number of nodes grows exponentially. Indeed, the values grow so

quickly that it is problematic to observe the tree sizes for lower factor values when plotted
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m
n 1 2 3 4 5 6 7 8 9 10

1 1 1 1 1 1 1 1 1 1 1
2 2 6 14 30 62 126 254 510 1022
3 6 36 150 540 1806 5796 18150 55980
4 24 240 1560 8400 40824 186480 818520
5 120 1800 16800 126000 834120 5103000
6 720 15120 191520 1905120 16435440
7 5040 141120 2328480 29635200
8 40320 1451520 30240000
9 362880 16329600

10 3628800

Table 2.7: Outbound Node Degree for Permutations. The number
of valid permutations for each value of m (MOI) and n
(number of distinct alleles) is presented.

together with higher values. This behavior is the primary justification for introducing

controls on the branching of the tree, as discussed in detail in §2.7.2.4.2.

For each node, whether an interim node with a partial solution or a leaf node with

a final solution, the solution error is computed as described in §2.7.2.4.1. Recall that

the computation of the error involves the corresponding S matrix for the solution. Since

this S matrix is a representation of the chosen allele at each locus for a haplotype, and

by definition a partial solution has one or more locus columns blank, the sections in the

matrix relevant to the unprocessed loci will be all zeros.

2.7.2.4.1 Solution Error

The primary method for assessing a solution Ŝoln,j, in the absence of any likelihood

data regarding the MOI chosen or haplotypes involved, is the solution error denoted as

err(Ŝoln,j). This error is the mean squared error, defined as follows,

err(Ŝoln,j) =
1∑
l `(l)

∥∥∥Sy(Ŝoln,j)− x
∥∥∥2

2
(2.32)

where S is the set of stacked matrices S(l), x is the set of stacked observed allele propor-

tions x(l) by the same set of loci, and `(l) is the number of alleles in locus l and
∑

l `(l) is

the count of all possible alleles. This definition simply takes the L2 norm of the difference
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Figure 2.10: Unrestricted Treesize versus MOI. Each panel presents
the distribution of the unrestricted number of nodes in
a tree for different values of true MOI. The panels are
faceted by number of loci (horizontally) and estimated
MOI (vertically).

between the implied allele proportions and the observed allele proportions, each in the

form of a column vector of length
∑

l `(l), squares the entries, sums the squares, and

then takes the average.

The justification for using the solution error is that it compares a proposed solution

to the only observed data we have, namely, the observed allele proportions and measures

the compatibility between the two.
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Example 2.22 (Solution Errors). Assume there are three loci, each with three

possible alleles labeled Al,{1,2,3}, and we have the following observed allele proportions,

x =
(

0 0.2 0.8 | 0.3 0.7 0 | 0 0.4 0.6
)T

where the vertical bars simply separate the proportions belonging to a particular locus

from those of other loci.

Now consider the several proposed solutions. First, consider

Ŝoln,j =

ID Loc1 Loc2 Loc3 Prop

h1 A1,2 A2,1 A3,3 0.2

h2 A1,2 A2,1 A3,2 0.3

h3 A1,3 A2,2 A3,3 0.5

The S matrix corresponding to this solution is the following,

ST =


0 1 0 1 0 0 0 0 1

0 1 0 1 0 0 0 1 0

0 0 1 0 1 0 0 0 1


Thus

Sy(Ŝoln,j)− x =



0 0 0

1 1 0

0 0 1

1 1 0

0 0 1

0 0 0

0 0 0

0 1 0

1 0 1




0.2

0.3

0.5

−



0

0.2

0.8

0.3

0.7

0

0

0.4

0.6


=
(

0 0.5 0.5 0.5 0.5 0 0 0.3 0.7
)T
−(

0 0.2 0.8 0.3 0.7 0 0 0.4 0.6
)T

=
(

0 0.3 −0.3 0.2 −0.2 0 0 −0.1 0.1
)T



73

and

err(Ŝoln,j) = (02 + 0.32 + (−0.3)2 + 0.22 + (−0.2)2 + 02 + 02 + (−0.1)2 + 0.12)/9

= 0.28/9 = 0.0311

Second, consider another solution,

Ŝoln,j =

ID Loc1 Loc2 Loc3 Prop

h1 A1,2 A2,2 A3,3 0.25

h2 A1,3 A2,1 A3,2 0.25

h3 A1,3 A2,2 A3,2 0.2

h4 A1,3 A2,2 A3,3 0.3

Now,

Sy(Ŝoln,j)− x =
(

0 0.25 0.75 0.25 0.75 0 0 0.45 0.55
)T
−(

0 0.2 0.8 0.3 0.7 0 0 0.4 0.6
)T

=
(

0 0.05 −0.05 −0.05 0.05 0 0 0.05 −0.05
)T

and it follows that err(Ŝoln,j) = 0.015/9 = 0.00167. This second solution was clearly a

better one in terms of the implied fit to the observed allele proportions, as witnessed in

the error.

Third, consider the proposed solution,

Ŝoln,j =

ID Loc1 Loc2 Loc3 Prop

h1 A1,2 A2,1 A3,2 0.2

h2 A1,3 A2,1 A3,2 0.1

h3 A1,3 A2,2 A3,2 0.1

h4 A1,3 A2,2 A3,3 0.6

In this case,

Sy(Ŝoln,j) =
(

0 0.2 0.8 0.3 0.7 0 0 0.4 0.6
)T

,

which is the same as the observed allele proportions x, so err(Ŝoln,j) = 0.
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Finally, consider the following solution, different from the third,

Ŝoln,j =

ID Loc1 Loc2 Loc3 Prop

h1 A1,2 A2,2 A3,3 0.2

h2 A1,3 A2,1 A3,2 0.3

h3 A1,3 A2,2 A3,2 0.1

h4 A1,3 A2,2 A3,3 0.4

Here again, Sy(Ŝoln,j) = x, and thus err(Ŝoln,j) = 0. There are two differences between

this and the previous solution: the first haplotype has changed slightly and the propor-

tions have changed. Since there can be only one true solution, a maximum of one (and

perhaps none) of these solutions can be correct.

The last case in Example 2.22 demonstrates an important point: a solution with an

error of zero is not necessarily the correct one. In the absence of measurement error, the

converse is true; yet in the presence of measurement error, the converse is also false: a

correct solution’s implied allele proportions may not equal those observed.

On the basis of the solution error alone, there is nothing to recommend either the

third or the fourth solution over the other. However, when the probabilistic framework

from §2.7.4.2.4 is applied in the SSR procedure, the presence of different haplotypes in the

solutions will lead (assuming different population frequencies for the differing haplotypes)

to different probabilities for the two solutions.

Example 2.23 (Computation of Error for Partial Solution). In Example 2.21,

node 1.2 corresponds to the following partial solution,

ID Loc1 Loc2 Loc3 Loc4 Loc5 . . . LocNl
Prop

h1 A1,? A2,2 A3,? A4,? A5,1 . . . ANl,? 0.31

h2 A1,? A2,2 A3,? A4,? A5,3 . . . ANl,? 0.25

h3 A1,? A2,3 A3,? A4,? A5,4 . . . ANl,? 0.39

h4 A1,? A2,5 A3,? A4,? A5,5 . . . ANl,? 0.05

Here only two of the Nl loci have been filled in; all others are blank. Assume further that

Nl = 6,`(l) = 5 for all loci, and that the observed allele proportions are as follows,
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x =
[
0 0.2 0.8 0 0 | 0.3 0.7 0 0 0 | 0 0.4 0.6 0 0 |

0 0.1 0.9 0 0 | 0 0.7 0.2 0.1 0 | 0 0 0.3 0.4 0.3
]T

Then if S is the relevant signature matrix and Ŝoln,j denotes the partial solution, the

error vector is,

Sy(Ŝoln,j) − x =



0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
1 1 0 0
0 0 1 0
0 0 0 0
0 0 0 1
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
1 0 0 0
0 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0




0.31
0.25
0.39
0.05

 −



0
0.2
0.8
0
0

0.3
0.7
0
0
0
0

0.4
0.6
0
0
0

0.1
0.9
0
0
0

0.7
0.2
0.1
0
0
0

0.3
0.4
0.3



=



0
−0.2
−0.8

0
0
−0.3
−0.14
0.39

0
0.05

0
−0.4
−0.6

0
0
0
−0.1
−0.9

0
0

0.31
−0.7
0.05
0.29
0.05

0
0
−0.3
−0.4
−0.3


and thus err(Ŝoln,j) = 3.2994. Note in particular that the S matrix for the solution

contains all zeros for the loci (1,3,4,6) that have not yet been processed in the tree. All

nodes at the same level will have the same zeroed locus blocks in the S matrix.
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The details of the SSS routine are presented in Algorithm 3. There are several details

worth noting in this procedure.

2.7.2.4.2 Branching Control for a Heuristic Search

On lines 3 and 25 in Algorithm 3, the routine identifies the top node(s) at the current

level in the tree (either root or elsewhere) deemed most likely to lead to a low error final

solution.19 This is to address the issue discussed in §2.7.4.1.5 and Example 2.30: if left

unbound, the number of potential solutions grows exponentially as z or Nl increases.

The solution is to adopt a heuristic search approach that limits the number of solutions

considered. Here, the error of the partial solution at a particular level is used as the

heuristic, an indicator that the error of the final solutions below this node in the tree

will also have low errors. We identify two parameters, smnc, hmnc ∈ N, smnc ≤ hmnc (soft

and hard “maximum nodes chosen”), to control how many nodes will have children in

the next level. All nodes for a level are first ordered by error in ascending order. Note

that there may be ties in this ordering. The procedure then steps through the ordered

list and chooses each node until one of the following happens:

1. all nodes at the level have been chosen, or

2. at least smnc, but no more than hmnc, nodes have been chosen and the next node

has an error strictly greater than that of each of the chosen nodes.20

The parameters smnc and hmnc work together in such a way that smnc sets a general

goal regarding the number of nodes desired, allowing all members of ties of sufficiently

low error to be included while hmnc ensures that in cases where there are many members

in such ties the final number of accepted nodes remains reasonable. Thus the parameter

smnc will typically be lower than, but never greater than, the parameter hmnc. Once

hmnc nodes have been chosen, no further nodes will be selected, even if their error is

equal to that of one of the selected nodes. The parameter hmnc should thus be set to a

19In the case of the root node, this is chosen automatically as by definition it is the only node at its
level.

20As shown in Example 2.24, while nodes are processed in order of increasing error, within a series of
nodes of the same error the order is arbitrary. Thus the parameter hmncmay eliminate nodes that were
simply arbitrarily placed late in a queue of nodes of identical error. As long as hmncis set high enough,
such eliminated nodes will have a small chance of leading to a correct solution.
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Search Solution Space() Routine
Main Input(s) : oapn,li,lblocks,combs,perms,z,smnc,hmnc.
Main Output(s): propSols for z.

1 Create root node with empty solution.
2 Compute root node solution error vs. oapn for reference.
3 Mark root node as chosen.
4 Create lociOrdered from lblocks.
5 Set fixedProps to FALSE.
6 Initialize set cumAlleles of all allele proportions so far.
7 for l = 1, . . . , Nl do
8 Identify current locus from lociOrdered(l).
9 Identify chosen nodes chosenParNodes from level l − 1.

10 if !fixedProps then
11 Add locus alleles to cumAlleles.

12 if l == 1 then
13 configs← combs.
14 else
15 configs← perms.

16 for chosenNode in chosenParNodes do
17 for config in configs do
18 Create node at level l, establish parent-child relationship, inherit solution

from chosenNode and set current locus column to config.
19 if fixedProps then
20 Inherit existing proportions from parent node.
21 else
22 Compute revised proportions through NNLS.

23 Compute and record solution error of node.

24 Rank all nodes by solution error.
25 Identify top smnc nodes by solution error, allowing for ties, but cut off at

hmnc nodes. Mark these as chosen.
26 if l == Nl then
27 propSols← all nodes at level.

28 Determine whether to fix proportions (fixedProps← TRUE).

29 Return (propSols).

Algorithm 3: LITSE Search Solution Space() Routine. Summary; details excluded.
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high enough value to ensure that nodes with a non-negligible chance of being on the path

to the correct solution will be included while excluding those with no reasonable chance.

The setting of these parameters will be discussed in §3. We use the term “branching

control” to denote this process of selecting a subset of nodes for continuation.

Their use is illustrated in Example 2.24 below.

Example 2.24 (Application of smnc and hmnc). Consider the case where the routine

is processing level l in the search tree and all nodes have been ordered by increasing error

(possibly with ties at certain points in the series). As such, it needs to select which nodes

from level l− 1 will have children at level l. Assume that level l− 1 has 100 nodes. The

set of selected nodes depends on the specific characteristics of the nodes at level l − 1

and the choice of parameter values.

1. If smnc ≥ 100, all nodes will be chosen.

2. If smnc < 100 and

a) (case 1) err(Ŝoln,smnc+1) > err(Ŝoln,smnc), then only the first smncnodes will be

chosen,

b) (case 2) there exists some k > 0 such that err(Ŝoln,smnc+k) = err(Ŝoln,smnc) but

err(Ŝoln,smnc+k+1) > err(Ŝoln,smnc), then the first min{ssmnc+ k, hmnc} nodes

will be chosen

Consider some concrete cases with 100 nodes. Say smnc = hmnc = 30; then the first

30 nodes will be chosen, even if the 31st shares the same error as the 30th. Say

smnc = 30, hmnc = 50 and err(Ŝoln,38) = err(Ŝoln,30) but err(Ŝoln,39) > err(Ŝoln,30);

then 38 nodes will be chosen. Finally, say Say smnc = 30, hmnc = 50 and err(Ŝoln,51) =

err(Ŝoln,30); then only the first 50 nodes will be chosen even though the 51st had a

“sufficient” error.

Using these parameters, we can roughly control the “width” of the search tree, since

levels are capped in terms of the number of nodes they will contain. Under this approach

the maximum number of nodes at a level will equal hmnc · |configs| (permutations or

combinations), where configs is the object of the same name appearing in line 17.

In summary,
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• low values for smnc and hmnc correspond to a restrictive search,

• high values correspond to a more exhaustive search,

• in the limit, as smnc→∞, we evaluate all possibilities.

2.7.2.4.3 Compute Proportions

In any tree search, the SSS routine will need to compute the proportions of the proposed

haplotypes. The proportions should be such that, when applied to the composition of

the haplotypes, they generate allele proportions close to what was observed. In all cases,

any set of proportions computed must meet the following two obvious conditions,

1. they must be non negative, and

2. they must sum to 1.

These two conditions are obvious for any set of proportions. A third condition, related

to the MOI, is discussed in §2.7.2.4.4.

The general idea is to choose one of the tree levels as a “proportion fixation” level in

the tree. Before and at this level, the proportions are updated as the routine descends

the tree. That is, while each new node inherits the (partial) haplotype definitions from

its parent, it does not inherit the proportions; instead, these are recomputed to reflect

the additional data, in particular, the new locus added. Beyond the fixation level, each

node inherits the proportions from its parent and no recomputation is performed.

The check on whether to fix the proportions at the current level is stated on line 28

in Algorithm 3. There are two broad conditions under which the proportions are fixed:

1. the level in the tree reaches the value of the parameter mfl, discussed below, and/or

2. the level in the tree represents the end of the processing of one or more locus blocks,

split into the following two sub-cases,

a) when the assumed MOI z is equal to the length of the longest locus block, and

the level represents the last locus in that block, or

b) when the assumed MOI z is greater than this length, 21 and the level represents

the last locus of the second block.

21Recall that we will never have the case where the assumed MOI is less than this number.
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Regarding the first condition, the purpose of the parameter mfl is to avoid the com-

putational cost of redetermining the proportions at each node when the solutions have

reached a point where their proportions are likely to change little from one level to the

next. Thus a high (low) value for mfl corresponds to a lax (restrictive) approach to re-

computing proportions. Use of this parameter will prevent cases where the algorithm is

recomputing proportions deep into the tree when the second condition has not yet been

met.

Regarding the second condition, the idea is to stop recomputing proportions when

sufficient information, in the form of loci allele proportions, has been processed. The

first sub-case is straightforward; here, there are one or more loci that can determine the

proportions since their length equals the assumed MOI. The second sub-case is stated on

line 22 in Algorithm 3. Here, since the assumed MOI z is greater than the length of any

of the loci, the goal is to determine how to best split each locus’s allele proportions over

z haplotypes whose number is greater than the number of allele proportions for any one

locus.

Given the constraints on the proportions, the routine uses non-negative least squares

(NNLS), an iterative procedure, to find proportions that minimize the squared error of

the difference between the optimal haplotype proportions across the loci being considered.

When performed, this procedure is cumulative operates on two or more loci at once.

In the standard NNLS setup, we seek to solve the following constrained optimization,

min ‖Av− b‖2 s.t. v ≥ 0

where A is a matrix and b is a vector that are both given. The vector v is to be

determined [23].

Applying this framework to the problem of determining haplotype proportions with

information on two or more loci,

1. the matrix A represents the structure of the locus data along with the constraints

of the problem, with number of columns equal to |loci| · z,

2. the vector b represents the stacked observed allele proportions, with one block per

locus, and
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3. the vector v represents the stacked proportions to be determined, with one block

per locus.

Note that by matrix compatibility, the vector v will have dimensions (|loci| · z)× 1

Once the NNLS regression has been performed and a v vector has been identified, this

v vector will be a set of stacked proportions, one per locus. If the loci have aligned well,

the proportions will be similar. In any event, we need a single set of final proportions,

which we compute by averaging for each haplotype. This is similar to what was performed

in the first case.

The details of the computation are best explained through an illustration as provided

in Example 2.25.

Example 2.25 (Compute Proportions). Assume that the Search Solution Space rou-

tine is currently at level 3 and is processing a particular node. Assume that the proposed

solution corresponding to this node is as follows,

ID Loc1 Loc2 Loc3 Loc4 Loc5

h1 A1,? A2,3 A3,? A4,1 A5,1

h2 A1,? A2,2 A3,? A4,2 A5,3

h3 A1,? A2,2 A3,? A4,2 A5,4

h4 A1,? A2,5 A3,? A4,5 A5,4

In this example, z = 4. Since we are at level 3, exactly three of the loci have been filled

(2, 4, and 5). Also, each of the loci has exactly three (< z) unique alleles represented,

thus categorizing this as a case 2 problem.

Assume further that the observed allele proportions for the relevant loci are as follows:

Loc2 p Loc4 p Loc5 p

A2,2 0.40 A4,1 0.20 A5,1 0.15

A2,3 0.20 A4,2 0.50 A5,3 0.20

A2,5 0.40 A4,5 0.30 A5,4 0.65
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The A matrix is as follows,

A =



δ 0 0 0 −δ 0 0 0 0 0 0 0

0 δ 0 0 0 −δ 0 0 0 0 0 0

0 0 δ 0 0 0 −δ 0 0 0 0 0

0 0 0 δ 0 0 0 −δ 0 0 0 0

0 0 0 0 δ 0 0 0 −δ 0 0 0

0 0 0 0 0 δ 0 0 0 −δ 0 0

0 0 0 0 0 0 δ 0 0 0 −δ 0

0 0 0 0 0 0 0 δ 0 0 0 −δ
1 0 0 0 0 0 0 0 0 0 0 0

0 1 1 0 0 0 0 0 0 0 0 0

0 0 0 1 0 0 0 0 0 0 0 0

0 0 0 0 1 0 0 0 0 0 0 0

0 0 0 0 0 1 1 0 0 0 0 0

0 0 0 0 0 0 0 1 0 0 0 0

0 0 0 0 0 0 0 0 1 0 0 0

0 0 0 0 0 0 0 0 0 1 0 0

0 0 0 0 0 0 0 0 0 0 1 1

1 1 1 1 0 0 0 0 0 0 0 0

0 0 0 0 1 1 1 1 0 0 0 0

0 0 0 0 0 0 0 0 1 1 1 1


The entire matrix is constructed as a series of vertically stacked blocks, as indicated

by the horizontal lines. In addition, the matrix is viewed as three (due to three loci)

vertical strips, each with a number of columns equal to z. Thus the number of columns is

3 · 4 = 12. The first block contains diagonal entries of value δ, where δ defaults to 1e− 3

is a small constant. The purpose of this block is to steer the proportions proposed for

the first locus to equal the proportions for the second. This will become clearer when the

b vector is constructed. Similarly, the second block guides the proportions of the second

locus to equal those of the third. The value δ is chosen to be small because we want this

“guidance” towards equality to avoid conflicting with the constraints, to be discussed
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next. The first set of constraints, represented by blocks 3-5, is that the proportions for

each locus generate the observed allele proportions for that locus. Thus the third block

governs locus 2 (the first of the loci to be filled), block 4 governs locus 4, and block 5

governs locus 5. Finally, one of the constraints is that the proportions sum to 1. To

achieve this constraint, we introduce blocks 6-8, one per locus as before.

We next construct the b vector as follows,

b =
[
0 0 0 0 | 0 0 0 0 |0.2 0.4 0.4 | 0.2 0.5 0.3 | 0.15 0.2 0.65 |1 | 1 | 1

]T
Here, the first two blocks of entries are always zero. The idea is that if the proportions

for the first pair of loci are the same or similar, their difference (as constructed using

the A matrix) should be zero. The next three blocks are the observed allele proportions

per locus. The corresponding entries in the A matrix will sum the relevant rows in the

haplotypes, and these sums are expected to equal the observed allele proportions. Finally,

the last three blocks, coupled with their corresponding entries in the A matrix, ensure

that each of the proposed haplotype proportions sum to 1.

When we submit A and b to the Lawson-Hanson NNLS routine, we get the following

result for v (rounded to the nearest thousandth),

v =
[
0.200 0.133 0.267 0.400 | 0.200 0.183 0.317 0.300 | 0.150 0.200 0.333 0.317

]T
and the final set of proportions that will be proposed for this node are,

(0.200 + 0.200 + 0.150)/3 = 0.183, (0.133 + 0.183 + 0.200)/3 = 0.172,

(0.267 + 0.317 + 0.333)/3 = 0.306, (0.400 + 0.300 + 0.317)/3 = 0.339

We see that the sum of these proportions is 1 as required. Thus the solution for the node

will have its proportions updated, as follows,

ID Loc1 Loc2 Loc3 Loc4 Loc5 Prop

h1 A1,? A2,3 A3,? A4,1 A5,1 0.183

h2 A1,? A2,2 A3,? A4,2 A5,3 0.172

h3 A1,? A2,2 A3,? A4,2 A5,4 0.306

h4 A1,? A2,5 A3,? A4,5 A5,4 0.339
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This single set of proportions will then be used to compute the error. The relative

“goodness of fit” of this node will be determined by comparing its error to those of all

other nodes at the same level.

2.7.2.4.4 Assess Validity of Solution

The LITSE algorithm is designed to ensure that all proposed solutions, no matter quality

of the fit with the observed allele proportions, are feasible as defined in §2.4.1.3.

The validity check here is thus an extension of the two conditions regarding propor-

tions mentioned at the beginning of §2.7.2.4.3. There is an additional constraint that

every proportion in a solution meet or exceed some user-defined minimum ε > 0. The

purpose of this control is identify and eliminate solutions where one or more haplotypes

is essentially non-existent.

This control is particularly useful when attempting higher MOIs on observed data

for which a lower MOI already gives an excellent fit. Consider the following example,

generated using code for simulating observational data and analyzed using LITSE.

Example 2.26 (Valid and Invalid Proportions). Assume five loci and an observa-

tion with the following true haplotypes.

ID Loc1 Loc2 Loc3 Loc4 Loc5 p

h1 A1,3 A2,8 A3,3 A4,5 A5,1 0.70995

h2 A1,5 A2,8 A3,3 A4,3 A5,1 0.29005

This implies that the true MOI is 2. Assume that with some level of measurement

error the observed proportions are as follows,

Loc1 Loc2 Loc3 Loc4 Loc5

A1,3 : 0.7173 A2,8 : 1 A3,3 : 1 A4,5 : 0.7362 A5,1 : 1

A1,5 : 0.2827 A4,3 : 0.2638

Since loci 1 and 4 have length 2 and the others length 1, the LITSE algorithm will start

with the assumption that 2 is the correct MOI and will compute the following proportion
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estimates for one solution.22

ID Loc1 Loc2 Loc3 Loc4 Loc5 p

h1 A1,3 A2,8 A3,3 A4,5 A5,1 0.7268

h2 A1,5 A2,8 A3,3 A4,3 A5,1 0.2732

Since it provides a good fit, this solution will produce a low error vis-à-vis the observed

allele proportions.

When the algorithm begins attempting solutions with an MOI of 3, it will consider

all combinations/permutations of the alleles expressed per locus. One such potential

solution will be the following,

ID Loc1 Loc2 Loc3 Loc4 Loc5 p

h1 A1,3 A2,8 A3,3 A4,5 A5,1 0.7268

h2 A1,5 A2,8 A3,3 A4,3 A5,1 0.2732

h3 A1,3 A2,8 A3,3 A4,3 A5,1 1.34e-13

This solution is clearly feasible, in that it meets all the criteria of §2.4.1.3. Yet it is

also clear that by forcing a solution with three haplotypes, the solution simply added a

feasible but erroneous haplotype and assigned it a miniscule proportion.

This solution of three haplotypes would be deemed invalid if ε was set to anything

greater than 1.34e− 13.

The purpose of this control is to identify and remove such forced solutions, as these

are indicative of attempting an excessively high MOI.

While the value of ε > 0 can be defined by the user, for all simulations in §3 it was

set to 0.001; that is, for a solution to be valid, each haplotype must have a proportion

equal to at least 1/1000.

2.7.2.5 Assess Attempted MOI

One of the key tasks facing the LITSE algorithm is to correctly identify the MOI for each

observation. In an effort to achieve this, and similar to assessing individual solutions,
22This is one among many solutions. In this case, we know that it is correct even if the proportions

are slightly off. The estimated proportions were computed by averaging the proportions of loci 1 and 4.
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the algorithm will assess the entire set of solutions for an observation/MOI combination.

Once all solutions for a particular MOI and particular observation have been gathered,

the algorithm will reject the entire MOI for that observation if each individual solution

at that MOI for that observation was deemed invalid. It will also reject the entire MOI

if the best solution from that MOI does not significantly improve on the best error

from the preceding MOI. More precisely, the MOI k + 1 will be rejected if the ratio

min(error)k+1/min(error)k > mer and no greater MOIs will be attempted.

The reasoning behind this filtering is as follows. As the attempted MOI increases,

the solutions have more flexibility to more closely match the observed allele proportions

and achieve lower errors. Yet when the correct MOI is attempted, we expect at least

some solutions to produce implied allele proportions close to those observed.23 Thus the

next higher (and incorrect) MOI will not produce significantly better results in terms of

error.

To illustrate, consider the case where the maximum locus length for an observation

is 2 and am = 2. This means that LITSE will normally consider MOIs of z ∈ {2, 3, 4}.
However, if the MOI 3 is rejected for the reasons mentioned above, then the algorithm

will retain solutions for z = 2, reject all solutions from z = 3, and no longer attempt

solutions for z = 4. This early termination also has the advantage of eliminating costly

computations for MOIs unlikely to be correct.

2.7.2.6 Illustration of a LITSE Tree

To provide some additional context for the simulation exercise and the trees produced,

please refer to §2.B in the Appendix for an illustration of a simple tree generated by

LITSE for a single observation.24 The LITSE algorithm includes an interface to the igraph

package [9] in R , enabling the production of graphs of the smaller trees produced.

23This is complicated by the presence of measurement error, whose impact will be assessed in §3.
24This tree was not part of any simulation run and was produced separately.
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2.7.3 Solution Set Completion

As presented in Algorithm 4 below, the SSC step imputes any missing loci data for each

solution produced in the SSI step.

LITSE Solution Set Completion() Procedure
Input : propSols, proposed solutions for each observation/MOI from Solution Set

Identificationstep.
Output: propSols, complete proposed solutions for each observation/MOI.

1 incompleteSols←Create list of incomplete solutions in propSols.
2 incompleteHaps←Create list of unique incomplete haplotypes in incompleteSols.
3 distMat←Build matrix (using Hamming distance) with distance between (a) each

member incompleteHap of incompleteHaps and (2) all haplotypes in propSols not
sharing missing loci with incompleteHap.

4 for incompleteSol in incompleteSols do
5 for incompleteHap in incompleteSol do
6 closestHaps(incompleteHap)←Identify closest haplotype(s) from distMat.

7 Split incompleteSol into Cartesian product of incompleteSol and
closestHaps(incompleteHap) over all members in
closestHaps(incompleteHap).

8 Remove incompleteSol from propSols.
9 Add (newly formed) complete solutions to propSols.

10 Return (propSols).

Algorithm 4: LITSE Solution Set Completion Procedure. Summary; details excluded.

Note that, as explained in §2.4.1.2.2, it is a particular observation/locus combination

that will be complete or incomplete. When an observation has an incomplete locus, this

will be present for all solutions belonging to that observation since none of these solutions

will have had the necessary observed allele information for that locus. Because distances

are computed only for haplotype pairs with no shared missing loci, it follows that an in-

complete solution will never have its haplotypes measured against other haplotypes from

other solutions for the same observation. It may well, however, have its haplotypes mea-

sured against other haplotypes from other incomplete solutions for different observations

(as long as they share no missing loci).

In cases where all solutions from the previous step are complete, the Solution Set

Completion step is unnecessary and is skipped.
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To illustrate this process, consider the following example.

Example 2.27 (Impute Missing Locus Information). Consider the case where

there are four loci in question and one solution is as follows,

ID Loc1 Loc2 Loc3 Loc4 Prop

h1 ? A2,33 A3,12 A4,42 0.5

h2 ? A2,102 A3,21 A4,51 0.4

h3 ? A2,36 A3,30 A4,54 0.1

That is, the solution is missing data for locus 1 only.

Now consider two scenarios. In the first, each of the haplotypes has a single closest

haplotype. Assume that these are (A1,6, ?, A3,12, A4,42), (A1,9, A2,102, A3,21, A4,54), and

(A1,9, A2,36, A3,30, A4,54) for haplotypes 1,2, and 3, respectively. Then we replace the

existing incomplete solution with 1× 1× 1 = 1 solution, namely,

ID Loc1 Loc2 Loc3 Loc4 Prop

h1 A1,6 A2,33 A3,12 A4,42 0.5

h2 A1,9 A2,102 A3,21 A4,51 0.4

h3 A1,9 A2,36 A3,30 A4,54 0.1

This example demonstrates two points. First, there may be cases where the closest

haplotype also has missing loci, albeit in different locus positions. Second, we never

overwrite a non-missing locus value in the original solution; for example, for the second

haplotype, we retained the fourth locus as A4,51 even though the nearest haplotype had

A4,54 in this position.

In the second scenario, for the same incomplete solution, assume that the first haplo-

type had a total of three distinct haplotypes that tied for proximity, the second haplotype

still had only one, and the third had two. The new haplotypes in each of the three sets

differ at the first locus, so when “merging” each with the corresponding original haplo-

types they produce different results.25 Then the original incomplete solution would be

replaced by 3 × 1 × 2 = 6 separate complete solutions, the Cartesian product of the

adjusted haplotype sets. One of these six solutions would be that appearing above.

25Here, by “set” we mean the collection of proximal, replacement haplotypes for a given haplotype.
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2.7.4 Solution Set Refinement

This procedure essentially implements the EM algorithm using the proposed solution

identified in Solution Set Identification. At this point in the overall LITSE algorithm,

solutions have been identified for each MOI considered for each observation. The details

of the SSR procedure are presented in Algorithm 5 below.

LITSE Solution Set Refinement() Procedure
Input : propSols, proposed solutions for each observation/MOI from Solution Set

Identification procedure; p̂(0), π̂(0), ĉ(0), parameter estimates; run settings.
Output: finalSols, per observation, a list of possible solutions with probability of

each; p̂, π̂, ĉ, final parameter estimates

1 Determine unique haplotypes in propSols.
2 finalSols← propSols.
3 while itercnt < itermax and convergence criteria not met do
4 Increment itercnt.
5 Do Expectation step (will update finalSols).
6 Do Maximization step (will update p̂, π̂, ĉ).
7 Compute value of Q function.

8 Return (finalSols).

Algorithm 5: LITSE Solution Set Refinement Procedure. Summary; details excluded.

In line 1, the procedure identifies all unique haplotypes used across all solutions for

all observations. This list forms the set of haplotypes deemed to have some evidence for

existing in the population.

Line 5 executes the Expectation step of the EM algorithm, as documented in 2.7.4.2.4.

Similarly, line 6 executes the Expectation step of the EM algorithm, as documented in

2.7.4.2.5. The result of these two steps will be a constantly evolving set of probabilities for

the solutions and estimates for the parameters. Finally, line 7 computes the Q function

value, whose change from the previous iteration is one of the stopping criteria.

2.7.4.1 Role of the Expectation-Maximization Algorithm

In this section, we briefly discuss the general setup of the Expectation Maximization

algorithm and then cover how it is applied in the current situation.
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2.7.4.1.1 General Framework

The Expectation-Maximization (EM) algorithm is used to find the maximum likelihood

parameters of a model in cases where there is no closed form solution for the parameter

estimates. Such situations frequently involve latent variables in addition to data obser-

vations. Presented in Dempster et al. [10], it has been used widely across many areas in

applied statistics.

To paraphrase [4], the EM algorithm can be thought of as reversing the generative

process to find the hidden structure that likely generated the observed data.

As suggested by its name, the EM algorithm comprises two steps – an expectation step

and a maximization step – which are performed iteratively until some stopping criterion

has been reached. Typical choices for a stopping criterion include convergence in the

parameter estimates, convergence in the likelihood of the data, or maximum number of

iterations reached.

There are several things to consider in the application of the EM algorithm to the

current problem.

1. the distinction between the observed, unobserved, and complete data

2. the parameters to be estimated

3. the Q(Θ(t)|Θ(t−1)) function

4. the implementation of the expectation step

5. the implementation of the maximization step

2.7.4.1.2 Data classification

The EM algorithm considers three sets of data,

1. the observed data, denoted Ω = {Ωn}n=1,...,Nsamp

2. the unobserved/latent data, denoted Υ = {Υn}n=1,...,Nsamp

3. the complete data, which is simply the union of the two previous sets, denoted

C = {Ωn,Υn}n=1,...,Nsamp
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2.7.4.1.3 Parameters

The set of parameters across all variables in C is denoted as Θ. There will be two versions

of Θ: Θ(t) represents the current values for the parameter estimates and Θ(t−1) represents

the set of values estimated in the previous iteration.

2.7.4.1.4 Q(Θ(t)|Θ(t−1)) function

Within the general framework of the EM algorithm, the Q(Θ(t)|Θ(t−1)) function is defined

as follows

Q(Θ(t)|Θ(t−1)) := E[log f(C; Θ(t))|Ω,Θ(t−1)] (2.33)

This function is the expectation of the log of the likelihood of the complete set of data

conditional on the observed data.

2.7.4.1.5 Expectation Step

In the expectation step, we compute the expectation in equation (2.33). As we will see in

§2.7.4.2.4, given the structure of Q(Θ(t)|Θ(t−1)), this typically involves computing several

probabilities. These probabilities will be a function of Θ(t−1).

2.7.4.1.6 Maximization Step

In the maximization step, we recompute the parameter values to maximize theQ(Θ(t)|Θ(t−1))

function. Note that the probabilities computed in equation (2.7.4.1.5) remain unchanged

in this step (though they will be recomputed in the next iteration’s E step).

2.7.4.2 Application of EM Algorithm to LITSE

Each aspect of the general EM algorithm is considered below.

2.7.4.2.1 Data classification

As shown in Table 2.3, all variables other than the observed allele proportions X n are

latent. Thus Ωn = {X n} and Υn = {Zn,Hn,Yn,Un}.
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2.7.4.2.2 Parameters

As shown in Table 2.4, the parameters to estimate include p,π, c. There will be no need

to estimate ξ. Thus Θ = {p,π, c} in our implementation.

2.7.4.2.3 Q(Θ(t)|Θ(t−1)) function

Consider the first component of the Q(Θ(t)|Θ(t−1)) function, f(C; Θ(t)). We already have

a representation for this from equation (2.31); that is,

f(C; Θ(t)) = L(C)

=

Nsamp∏
n=1

[
Nl∏
l=1

f
X

(l)
n |U

(l)
n

(x,u; c)f
U

(l)
n |Yn

(u,y)

]
fYn|Hn(y,h; ξ)fHn|Zn(h, z;π)fZn(z; p).

One feature of this expression is that all variables are indexed by n; that is, for each

observation n we include only the realized values for the variables, only one (Xn) of

which we will have actually observed.

With the definition of Q(Θ(t)|Θ(t−1)) in mind, one can rewrite this expression initially

as the following,

f(C; Θ(t)) =

Nsamp∏
n=1

∏
u∈U

∏
y∈Y

∏
h∈H

∏
z∈Z

[[
Nl∏
l=1

f
X

(l)
n |U

(l)
n

(x,u; c)f
U

(l)
n |Yn

(u,y)

]
·

fYn|Hn(y,h; ξ)fHn|Zn(h, z;π)fZn(z; p)

]In(u ,y,h,z)

(2.34)

where

In(u ,y,h, z) := 1(Un = u) · 1(Yn = y) · 1(Hn = h) · 1(Zn = z) (2.35)

and the sets over which we are computing the product (i.e., the terms under the mul-

tiplication operators in the first part of equation (2.35)) are documented in Table 2.8.

Note that In(u ,y,h, z) defines a proposed solution for observation n, as it stipulates the

MOI, haplotypes, haplotype proportions, and implied allele proportions.
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Set Description

Z Set of all numbers {1, 2, . . . ,maxMOI} (the maximum MOI
considered). This set is finite and countable.

H Set of all vectors comprising numbers {0, 1} and of length Nh
(the total number of possible haplotypes). This set is finite
and countable.

Y Set of all vectors comprising numbers between 0 and 1 inclu-
sive and of length Nhaps (the total number of possible haplo-
types). This set is uncountable.

U Collection of all sets of size Nl, all of whose members are
vectors meeting certain criteria. Let uλ ∈ U . Then uλ will
have Nl elements with the jth element uλ,j being a vector of
length `(j) with entries between 0 and 1 inclusive. In other
words, uλ,j ∈ [0, 1]`(j). This set is uncountable.

Table 2.8: Search Set - Exhaustive (S = {Z,H,Y,U }). These sets
include few restrictions on the values for each variable. S
is simply the collection of these four sets. Note that these
sets are identical for all observations.

We call these sets “exhaustive” because they include minimal restrictions on the

elements in each set. The sets in Table 2.8 are intended to include all possible values

that each variable may take on; indeed, as we will see below, they cover many infeasible

values as well. The sets are illustrated in the next example.

Example 2.28 (Search Sets). Assume that there are 3 loci in total, the first two of

which have two possible alleles and the third of which has three possible alleles. Then

Nl = 3, Nhaps = 2 · 2 · 3 = 12, and `(j) = 2, 2, 3 for j = 1, 2, 3, respectively.

If, for example, maxMOI = 5, then Z is simply Z = {1, 2, 3, 4, 5}.
The set H will contain all vectors of length 12 with 0’s and 1’s throughout. For

example, (
0 0 0 0 0 1 0 0 1 1 0 1

)T
and (

0 0 1 1 0 1 0 0 1 1 0 1
)T

would be just two elements of H. Based on their number of non-zero entries, the first

vector is consistent with z = 4 while the second is consistent with z = 6. Since maxMOI =
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5, the second vector would be infeasible when assessed as a potential haplotype indicator

vector as described in §2.6.1.2.

Similarly, the set Y will contain all vectors of length 12 with values between 0 and 1

throughout. For example,(
0 0 0 0 0 0.20 0.11 0 0.24 0 0 0.45

)T
and (

0.1 0.9 1 0.34 0 0.89 0.11 0.43 0.24 0.87 0.12 0.98
)T

would be just two elements of Y . While both are included in Y , when assessed as potential

haplotype proportion vectors as described in §2.6.1.3 the first vector is feasible while the

second vector falls afoul for two reasons: first, it implies that z = 11, which is clearly

greater than maxMOI, and second, the sum of the entries exceeds 1.

Finally, every element of the collection U will itself be a set with Nl = 3 vectors.

The first of these vectors will have two entries, the second will have two, and the third

will have three. Each vector will have entries in the range 0 through 1. Thus two sets in

the collection U would look like the following,{(
0.23 0.77

)T
,
(

0.33 0.67
)T

,
(

0.31 0.34 0.35
)T}

and {(
0.23 0.98

)T
,
(

0.13 0.45
)T

,
(

0.34 0.34 0.87
)T}

.

While both are included in U , when assessed as potential implied allele proportions as

described in §2.6.1.5 the first set is feasible while the second is invalid because for none

of the three locis does the total of the implied proportions sum to 1.

The alternative formulation in equation (2.34) achieves the same result as equation

(2.31) but does so in a different way. Here, we are theoretically computing products over

a much larger space, as indicated by the sets below each product symbol and documented

in Table 2.8. For example, the product range for z is Z, the entire set of integers in the

range 1 to maxMOI, rather than using the single value zn as in equation (2.31). The

same is true for all other variables in the equation. However, we are controlling this



95

larger space for each variable through the use of equation (2.35). In In(u ,y,h, z), we

use indicator functions to “switch on” a particular multiplicand only when all the values

used in the multiplicand equal the correct values for the relevant variables for observation

n. Note that In(u ,y,h, z) = 1 if and only if all component indicator functions equal 1;

otherwise, In(u ,y,h, z) = 0. When In(u ,y,h, z) = 1 the multiplicand is used in the

product; when In(u ,y,h, z) = 0, the base is raised to power of 0 and the result is to

simply multiply by 1.26 In summary, equation (2.34) can be viewed as the product of

many, many terms, the vast majority of which equal 1 and a small minority of which

equal the values corresponding to the true complete data.

Note that the sets in Table 2.8 do not distinguish between what is compatible and

incompatible with X n, the observed allele proportions for each locus for observation n,

or indeed even what is feasible in general (as discussed in Example 2.28). While equation

(2.34) is correct, it implies computing many bases whose exponent we know will equal

zero, resulting in a multiplicand equaling 1, because we know that a particular variable

will be incompatible with X n. As such, the sets in Table 2.8 are needlessly large.

It is to our advantage to shrink each set in Table 2.8 by selecting for each a subset

limited to feasible values. The method we propose is to start with the simplest variable,

Zn, the assumed MOI. Since X n includes the observed proportions for each allele at each

locus and each haplotype contains exactly one allele per locus, the MOI generating X n

must be at least equal to the maximum number of non-zero alleles across all loci.27 We

call this minimum value minMOIn.

Example 2.29 (Minimum Value for z). Assume that there are three loci and

X n = {x1
n,x

2
n,x

3
n,x

4
n}

26To avoid any confusion, note that equation (2.34) takes the form

f(C; Θt) =
∏

baseexponent︸ ︷︷ ︸
multiplicand

.

That is, the string of f functions form the base and In(u ,y,h, z) forms the exponent. This is the view
we have in mind when discussing the properties of the likelihood function.

27This is the minimum MOI for observation n; a higher MOI is possible in the case where haplotypes
“double up”.
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The number of non-zero alleles in X n per locus is 3,3,4,2. Thus we know that at least

4 = max{3, 3, 4, 2} haplotypes must have generated the data; that is, minMOIn = 4. So

in this case, we would want to consider only {z ∈ Z : 4 ≤ z ≤ maxMOI}; that is, we

would skip z ∈ {1, 2, 3}.

Having identified valid values for Zn, we then work our way backwards through the

sets, starting with H and reducing each set to only what is feasible given all previous

assumptions. Note that we do this per observation. This exercise leads to the sets in

Table 2.9. We call these sets “feasible” search sets because they include only values that

are feasible for each variable. To be clear, the purpose of these sets is to reduce the

number of computations while still evaluating all valid variable values.28

With these search sets, we can state the likelihood as follows,

f(C; Θ(t)) =

Nsamp∏
n=1

∏
u∈U f

n,y

∏
y∈Yf

n,h

∏
h∈Hf

n,z

∏
z∈Zf

n

[[
Nl∏
l=1

f
X

(l)
n |U

(l)
n

(x,u; c)f
U

(l)
n |Yn

(u,y)

]
·

fYn|Hn(y,h; ξ)fHn|Zn(h, z;π)fZn(z; p)

]In(u ,y,h,z)

=

Nsamp∏
n=1

∏
u∈U f

n,y

∏
y∈Yf

n,h

∏
h∈Hf

n,z

∏
z∈Zf

n

[[
Nl∏
l=1

f
X

(l)
n |U

(l)
n

(x,u; c) · 1

]
·

ξ · fHn|Zn(h, z;π)fZn(z; p)

]In(u ,y,h,z)

(2.36)

28By “feasible”, we simply mean mathematically possible as opposed to computationally practical.
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Set Description

Zfn Set of all integers {z : z ≤ minMOI}.
Hf
n,z Set of all vectors comprising numbers {0, 1}, of length Nhaps,

with precisely z 1’s, and consistent with the non-zero alleles
observed in X n. By “consistent”, we mean having only hap-
lotype sets that span all alleles observed in the data and only
those alleles. This set can be constructed only once z has been
chosen.

Yfn,h Set of all vectors comprising numbers between 0 and 1 (inclu-
sive), of length Nhaps, summing to 1, and consistent with h.
Ensuring a candidate vector is consistent with h will ensure
it is consistent with X n, the observed data. By “consistent”,
we mean yi > 0 ⇐⇒ hi = 1, i ∈ {1, 2, . . . , Nhaps}. This set
can be constructed only once h has been chosen.

U f
n,y The set of vectors {U(l), l = 1, 2, . . . , Nl} consistent with y.

Note that any given y will completely determine this set; thus
there is only one such set. This implies that, despite the
possible appearance to the contrary, |u ∈ U f

n,y| = 1. This set
can be constructed only once y has been chosen.

Table 2.9: Search Set - Feasible (Sfn = {Zf
n ,Hf

n,z,Y
f
n,h,U

f
n,y}). Each

set is a subset of its counterpart in S while still including
all valid variable values. For example, Hf

n,z ⊂ H. The

entity Sfn is simply the collection of these four sets. Note
that these sets are observation-specific, hence the n in the
subscript.

=

Nsamp∏
n=1

∏
u∈U f

n,y

∏
y∈Yf

n,h

∏
h∈Hf

n,z

∏
z∈Zf

n

[[
Nl∏
l=1

f
X

(l)
n |U

(l)
n

(x,u; c)

]
ξfHn|Zn(h, z;π)fZn(z; p)

]In(u ,y,h,z)

(2.37)

after applying the sets from Table 2.9 and where In(u ,y,h, z) was introduced in equation

(2.35). Note that equation (2.36) follows from the construction of the sets Yfn,h and U f
n,y

and equations (2.10) and (2.14).

Applying the definition of the Q(Θ(t)|Θ(t−1)) function from §2.7.4.2.3 to equations

(2.37) and (2.35), in the current implementation,

Q(Θ(t)|Θ(t−1)) = E[log f(C; Θ(t))|Ω,Θ(t−1)]
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= E

[
log
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u∈U f
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n
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f
X
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n
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]
·
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]

= E

[[
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∑
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∑
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∑
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∑
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n

In(u ,y,h, z) log

[[
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f
X

(l)
n |U

(l)
n

(x,u; c)
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]]∣∣∣∣Ω,Θ(t−1)

]
(2.38)
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∑
h∈Hf

n,z

∑
z∈Zf

n

In(u ,y,h, z)

[
Nl∑
l=1

log
(
f
X

(l)
n |U

(l)
n

(x,u; c)
)

+

log ξ + log
(
fHn|Zn(h, z;π)

)
+ log (fZn(z; p))

]]∣∣∣∣Ω,Θ(t−1)

]
(2.39)

=

Nsamp∑
n=1

∑
u∈U f

n,y

∑
y∈Yf

n,h

∑
h∈Hf

n,z

∑
z∈Zf

n

E

[
In(u ,y,h, z)

∣∣∣∣Ω,Θ(t−1)

][
Nl∑
l=1

log
(
f
X

(l)
n |U

(l)
n

(x,u; c)
)

+

log ξ + log
(
fHn|Zn(h, z;π)

)
+ log (fZn(z; p))

]
(2.40)

=

Nsamp∑
n=1

∑
u∈U f

n,y

∑
y∈Yf

n,h

∑
h∈Hf

n,z

∑
z∈Zf

n

Pr

[
In(u ,y,h, z)

∣∣∣∣Ω,Θ(t−1)

]
︸ ︷︷ ︸

Expectation
component

·

[
Nl∑
l=1

log
(
f
X

(l)
n |U

(l)
n

(x,u; c)
)

+ log ξ + log
(
fHn|Zn(h, z;π)

)
+ log (fZn(z; p))

]
(2.41)

where equations (2.38) and (2.39) follows from the properties of the log function, equation

(2.40) follows because from the previous line only In(u ,y,h, z) is a random variable, and

equation (2.41) follows from the properties of the indicator function.

For the expectation component in equation (2.41), we note that

Pr[In(u ,y,h, z)|Ω,Θ(t−1)] = Pr[Un = u ,Yn = y,Hn = h,Zn = z|X n,Θ
(t−1)] (2.42)
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=
Pr[X n = x ,Un = u ,Yn = y,Hn = h,Zn = z|Θ(t−1)]

Pr[X n = x |Θ(t−1)]

(2.43)

where

Pr[X n = x ,Un = u ,Yn = y,Hn = h,Zn = z|Θ(t−1)]

= Pr[X n = x |Un = u ,Θ(t−1)] · Pr[Un = u |Yn = y,Θ(t−1)]·

Pr[Yn = y|Hn = h,Θ(t−1)] · Pr[Hn = h|Zn = z,Θ(t−1)]·

Pr[Zn = z|Θ(t−1)]

=

Nl∏
l=1

Dir(x(l);u , c(l),Θ(t−1)

) · 1 · ξ · (z!π(t−1)
ι1

· · · · · π(t−1)
ιz ) · p(t−1)

z

=

[
Nl∏
l=1

Dir(x(l);u , c(l),Θ(t−1)

)

]
ξ(z!π(t−1)

ι1
· · · · · π(t−1)

ιz )p(t−1)
z (2.44)

for the observed data x and a particular proposed solution In(u ,y,h, z), and

Pr[X n = x |Θ(t−1)]

=
∑

u∈U f
n,y

∑
y∈Yf

n,h

∑
h∈Hf

n,z

∑
z∈Zf

n

Pr[X n = x ,Un = u ,Yn = y,Hn = h,Zn = z|Θ(t−1)]

(2.45)

where in equation (2.44) Pr[Un = u |Yn = y,Θ(t−1)] = 1 by the construction of the

set U f
n,y (see Table 2.9), ξ is a constant, and ιj, j = 1, . . . , z signifies the index for the

jth haplotype present.

Note that equation (2.42) represents the conditional probability for any potential

solution to the fundamental question: which haplotypes, and in what proportion, is the

sample likely to be infected with given the observed data?.

Equation (2.44) is a measure of the relative probability of any particular solution to

the primary question of interest. It can be interpreted as follows,[
Nl∏
l=1

Dir(x(l);un, c
(l),Θ(t−1)

)

]
︸ ︷︷ ︸

likelihood
of data

given assumed
proportions

ξ︸︷︷︸
likelihood

of proportions
given assumed

haplotypes

(z!π(t−1)
ι1

· · · · · π(t−1)
ιz )︸ ︷︷ ︸

likelihood
of haplotypes
given assumed

MOI

p(t−1)
z︸ ︷︷ ︸

likelihood
of MOI
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In other words, the overall probability of a potential solution is the combination (prod-

uct) of the probabilities of its components. We also note, as previously discussed, that

the probability of a particular set of proportions given an assumed sets of haplotypes

is constant and thus does not play a role in the relative probability.29 Intuitively, to

achieve a “high” probability, a solution will need to achieve relatively high component

probabilities. Conversely, a solution with a low component probability will likely have

a low overall probability. For example, a solution with a high probability assumed MOI

and choice of haplotypes but a low probability fit with the data (due to an implausible

choice of haplotype proportions) will have a low overall probability.

There are two additional observations to be made from equations (2.43), (2.44), and

(2.45). First, we note that from equation (2.45) that the denominator in equation (2.43)

is simply the sum of all numerators considered in equation (2.43). Thus for each obser-

vation we will need to compute each numerator once, using the expression in (2.44), for

a collection of valid sets for each observation. We then just sum these per observation

to compute equation (2.45); finally, we use this result in equation (2.43) for each combi-

nation. Second, recall that we argued earlier that the value ξ would not play a role in

the probability of a particular solution or the estimation of any parameters. The three

equations show that this is indeed the case. Specifically, ξ appears directly in equation

(2.44) and thus indirectly – but still linearly – in equation (2.45). Thus the ξ’s cancel

each other and ξ plays no role in the value of equation (2.43).

2.7.4.2.4 Expectation Step

In this step, we need to compute the expectation component of Q(Θ(t)|Θ(t−1)). In the

current implementation, this means computing equation (2.43).

In theory, we need to compute this expectation for all combinations of the sets

Zfn ,Hf
n,z,Y

f
n,h, and U f

n,y. However, to do so would be both

1. impractical, given the potentially large number of elements in Hf
n,z and the infinite

number of elements in Yfn,h (and thus U f
n,y), and

29Consistent with this claim, we note that in equation (2.43) the value ξ will appear in both the
numerator and denominator and thus drop out of the entire expression.
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2. of limited value, given that the vast majority of combinations will result in a low

relative probability as measured in equation (2.44).

The impracticality of considering all members in a set from Sfn comes primarily from the

number of haplotype and proportion combinations consistent with a set of observed allele

proportions. Expressed using our chosen variables, for any observation the cardinality of

the setsHf
n,z and Yfn,h will be too high to consider all members when we consider situations

with a desired number of loci as discussed earlier in §2.2. Example 2.30 demonstrates

this impracticality.

Example 2.30 (Impracticality of Exhaustive Search). Consider the case where

Nl = 8 and each locus has 4 possible alleles. We observe the following allele proportions

for an observation. Since the first locus has four non-zero allele proportions, we know

Locus
1 2 3 4 5 6 7 8

A1,1 : 0.30 A2,1 : 0.20 A3,1 : 0.80 A4,1 : 0.10 A5,1 : 0.29 A6,1 : 0.35 A7,1 : 0.00 A8,1 : 0.00
A1,2 : 0.39 A2,2 : 0.16 A3,2 : 0.00 A4,2 : 0.81 A5,2 : 0.30 A6,2 : 0.35 A7,2 : 0.10 A8,2 : 0.00
A1,3 : 0.20 A2,3 : 0.29 A3,3 : 0.00 A4,3 : 0.09 A5,3 : 0.30 A6,3 : 0.00 A7,3 : 0.20 A8,3 : 0.40
A1,4 : 0.11 A2,4 : 0.11 A3,4 : 0.20 A4,4 : 0.00 A5,4 : 0.11 A6,4 : 0.30 A7,4 : 0.70 A8,4 : 0.60

that the MOI that generated this observation is at least 4. Since each locus has four

possible alleles, there are 48 = 65536 different possible haplotypes before considering

which haplotypes are even consistent with the data. Since the vectors in the setH capture

the combinations of size 4 of these 65536 haplotypes, this set will have approximately(
65536

4

)
= 7.69e+17 members. For each member of H, we would then have an infinite

number of elements in Y for the proportions of the four selected haplotypes. This is

simply a property of each y ∈ Y being real-valued.

Even when we move to Sfn , there are 4 · 4 · 2 · 3 · 4 · 3 · 2 · 2 = 4608 different feasible

haplotypes. While this represents a reduction of 93%, we still have
(

4608
4

)
= 1.87e+13

different members in Hf
n,z. And each still has an infinite number of possible proportions

that are consistent, even with the restrictions that have been placed on this set.

Regarding the low relative probabilities mentioned above, this will be evident in

equation (2.44) and due to one or more low component probabilities. This could be due to
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the choice of an unlikely MOI, an unlikely set of haplotypes, or an unlikely/poor alignment

between the implied and observed allele proportions. Example 2.18 demonstrated how

this might happen due to a particular cause: the low probability of observing Xn given

Un. A low value for this equation will have two consequences: first, the impact on the

computation in equation (2.45) will be negligible, and second, the probability for the

corresponding solution, as captured in equation (2.43), will be low due to a low value

in the denominator. In short, such a combination can be safely discarded knowing that

it has a low probability of the being the solution of interest and that it has a minimal

impact on the probability (through equation (2.45)) of other potential solutions.

We propose a reduction from the feasible set Sfn to the reduced set Srn = {Zrn,Hr
n,z,Yrn,h,U rn,y}

that makes the problem computationally tractable. Each component is presented in de-

tail in Table 2.10.

Set Description

Zrn Set of all integers {z : minMOI ≤ z ≤ maxMOI}.
Hr
n,z Set of haplotype vectors found during tree search. By con-

struction, hi ∈ {0, 1}, is of length Nhaps, and
∑

i hi = z, and
is consistent with the non-zero alleles observed in X n.

Yrn,h For each vector h ∈ Hr
n,z, there is a single vector in y ∈ Yrn,h

with the proportions for each haplotype in h. By construction,
y is consistent with its corresponding h.

U r
n,y For each vector h ∈ Hr

n,z, there is a single set of vectors

{U(l), l = 1, 2, . . . , Nl} consistent with h (and thus y).

Table 2.10: Search Set - Restricted (Srn = {Zr
n,Hr

n,z,Yr
n,h,U

r
n,y}).

Each set is a subset of its counterpart in Sfn and is de-
termined through the tree search algorithm described in
§2.7.2.

The nested relationship between the three collections of variables – as documented in

Tables 2.8, 2.9, and 2.10 – is depicted in Figure 2.11.
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SSfnSrn

Figure 2.11: Three Collections of Variables. The diagram shows the
relationship between the three collections. In particular,
Srn ⊂ Sfn ⊂ S. Note that the diagram is not drawn to
scale.

Viewed in this framework, the purpose of the SSI step discussed in §2.7.2 is to con-

struct this set Srn for any observation n. In other words, its purpose is to reduce the total

number of solutions considered in the EM phase of the algorithm.

Finally, it is useful to relate the variables in Table 2.10 to the concept of a proposed

solution introduced in §2.4.1.3. The information in a proposed solution Ŝoln,j – namely,

which haplotypes are proposed (and thus how many) and in what proportions – is exactly

what is captured by some y ∈ Yrn,h.30 Thus we can write

y(Ŝoln,j)

to get the implied haplotype proportions vector from a particular solution and we can

write

Ŝoln,j(y)

to indicate the solution equivalent to a particular value y.

2.7.4.2.5 Maximization Step

In the maximization step, we need to find the estimates of the parameter set Θ that

maximize the expression Q(Θ(t)|Θ(t−1)), which itself is a function of the current iteration’s

expected values in equation (2.41).

30Recall that the elements of Zr
n simply indicate how many haplotypes and the elements of Hr

n,z

indicate which haplotypes have been chosen. Neither indicates the proportions, yet the value for each
is implied by a particular y ∈ Yr

n,h. On the other hand, the variable set {U(l), l = 1, 2, . . . , Nl} ∈ U r
n,y

states the implied allele proportions but does not indicate which haplotypes were used or in what
proportions.
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Parameter p. For the parameter p, we perform a constrained optimization of equation

(2.41). The constraint is that
∑maxMOI

i=1 p̂
(t)
i = 1. The Lagrangian is thus (2.41) minus a

term representing the constraint:

L(Q(Θ(t)|Θ(t−1))) = Q(Θ(t)|Θ(t−1))− λ
(∑

i
p̂

(t)
i − 1

)
(2.46)

We see in equation (2.41) that the only place where p
(t)
i appears is in term log(fZn(z)).

Given the assumed distribution on Zn,

log(fZn(z)) = log[(1!/(n1! . . . nmaxMOI!)(p
(t)
1 )n1 . . . (p

(t)
maxMOI)

nmaxMOI ]

= log[(1!/(n1! . . . nmaxMOI!)] +

nmaxMOI∑
i=1

ni log(p
(t)
i )

∂ log(fZn(z))

∂p
(t)
i

= ni/p
(t)
i

= 1/p
(t)
i (2.47)

Using the result above and differentiating (2.46) with respect to p̂
(t)
i and setting the

result to zero yields,

∂L(Q(Θ(t)|Θ(t−1)))

∂p̂
(t)
i

=

Nsamp∑
n=1

∑
u∈U f

n,y

∑
y∈Yf

n,h

∑
h∈Hf

n,z

∑
z∈Zf

n

Pr

[
In(u ,y,h, z)

∣∣∣∣Ω,Θ(t−1)

]
· 1(z = i)

p̂
(t)
i

− λ

∆
= 0 =⇒

λ =

Nsamp∑
n=1

∑
u∈U f

n,y

∑
y∈Yf

n,h

∑
h∈Hf

n,z

∑
z∈Zf

n

Pr

[
In(u ,y,h, z)

∣∣∣∣Ω,Θ(t−1)

]
· 1(z = i)

p̂
(t)
i

p̂
(t)
i =

Nsamp∑
n=1

∑
u∈U f

n,y

∑
y∈Yf

n,h

∑
h∈Hf

n,z

∑
z∈Zf

n

Pr

[
In(u ,y,h, z)

∣∣∣∣Ω,Θ(t−1)

]
· 1(z = i)

λ

(2.48)

Differentiating (2.46) with respect to λ and setting the result to zero yields,

∂L(Q(Θ(t)|Θ(t−1)))

∂λ
=
∑

i
p̂

(t)
i − 1

∂L(Q(Θ(t)|Θ(t−1)))

∂λ
∆
= 0 =⇒
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∑
i
p̂

(t)
i = 1 (2.49)

Using the result in (2.49) and applying it to (2.48) gives,

∑
i

Nsamp∑
n=1

∑
u∈U f

n,y

∑
y∈Yf

n,h

∑
h∈Hf

n,z

∑
z∈Zf

n

Pr

[
In(u ,y,h, z)

∣∣∣∣Ω,Θ(t−1)

]
· 1(z = i)

λ
=
∑

i
p̂

(t)
i

= 1 =⇒∑
i

Nsamp∑
n=1

∑
u∈U f

n,y

∑
y∈Yf

n,h

∑
h∈Hf

n,z

∑
z∈Zf

n

Pr

[
In(u ,y,h, z)

∣∣∣∣Ω,Θ(t−1)

]
1(z = i) = λ (2.50)

Finally, applying (2.50) to (2.48) leads to,

p̂
(t)
i =

∑Nsamp

n=1

∑
u∈U f

n,y

∑
y∈Yf

n,h

∑
h∈Hf

n,z

∑
z∈Zf

n
Pr

[
In(u ,y,h, z)

∣∣∣∣Ω,Θ(t−1)

]
1(z = i)

∑
i

∑Nsamp

n=1

∑
u∈U f

n,y

∑
y∈Yf

n,h

∑
h∈Hf

n,z

∑
z∈Zf

n
Pr

[
In(u ,y,h, z)

∣∣∣∣Ω,Θ(t−1)

]
1(z = i)

=

∑Nsamp

n=1

∑
u∈U f

n,y

∑
y∈Yf

n,h

∑
h∈Hf

n,z

∑
z∈Zf

n
Pr

[
In(u ,y,h, z)

∣∣∣∣Ω,Θ(t−1)

]
1(z = i)

∑Nsamp

n=1

∑
u∈U f

n,y

∑
y∈Yf

n,h

∑
h∈Hf

n,z

∑
z∈Zf

n
Pr

[
In(u ,y,h, z)

∣∣∣∣Ω,Θ(t−1)

]
(2.51)

Note as well from equation (2.47) that,

∂2 log(fZn(z))

∂p
(t)2
i

= −1/p
(t)2
i < 0,

indicating that the function is concave and thus identifying the zero of the first partial

derivative will yield a maximum.

We see in equation (2.51) that the estimate p̂
(i)
i is an increasing function of both its

frequency of occurrence in the set Zn
31 (as captured in 1(z = i)) and the probability of

the solution it is associated with (as captured in the expectation component). This is

intuitive: MOIs that are frequently feasible and lead to good fits with the observed data

should be presumed to be more frequent.
31Recall that different observations may have sets of valid z’s. That is, we may have Zn 6= Zm for

n 6= m.
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Parameter π. Like p, π is a parameter in a multinomial distribution; as such, its

estimation is similar. Once again, we are performing an optimization with a similar

constraint, namely
∑Nhaps

i=1 π̂
(t)
i = 1. The Lagrangian is thus

L(Q(Θ(t)|Θ(t−1))) = Q(Θ(t)|Θ(t−1))− λ
(∑

i
π̂

(t)
i − 1

)
(2.52)

The parameter π
(t)
i appears only in the term log(fHn|Zn(h, z;π)) with,

log(fHn|Zn(h, z;π)) = log[(z!/(n1! . . . nNhaps
!)(π

(t)
1 )n1 . . . (π

(t)
Nhaps

)nNhaps ]

= log[(z!/(n1! . . . nNhaps
!)] +

Nhaps∑
i=1

ni log(π
(t)
i )

∂ log(fH|Zn(h, z;π))

π
(t)
i

= ni/p
(t)
i

= (1/π
(t)
i )hi

In the last line, recall that by construction hi ∈ {0, 1} indicates whether or not haplotype

i is present in h.32 Differentiating (2.52) with respect to π̂
(t)
i and setting the result to

zero yields,

∂L(Q(Θ(t)|Θ(t−1)))

∂π̂
(t)
i

=

Nsamp∑
n=1

∑
u∈U f

n,y

∑
y∈Yf

n,h

∑
h∈Hf

n,z

∑
z∈Zf

n

Pr

[
In(u ,y,h, z)

∣∣∣∣Ω,Θ(t−1)

]
· hi
π̂

(t)
i

− λ

∆
= 0 =⇒

λ =

Nsamp∑
n=1

∑
u∈U f

n,y

∑
y∈Yf

n,h

∑
h∈Hf

n,z

∑
z∈Zf

n

Pr

[
In(u ,y,h, z)

∣∣∣∣Ω,Θ(t−1)

]
· hi
π̂

(t)
i

π̂
(t)
i =

Nsamp∑
n=1

∑
u∈U f

n,y

∑
y∈Yf

n,h

∑
h∈Hf

n,z

∑
z∈Zf

n

Pr

[
In(u ,y,h, z)

∣∣∣∣Ω,Θ(t−1)

]
· hi
λ

(2.53)

Differentiating (2.52) with respect to λ and setting the result to zero yields,

∂L(Q(Θ(t)|Θ(t−1)))

∂λ
=
∑

i
π̂

(t)
i − 1

32Recall that h is an indicator vector, whose ith entry indicates whether haplotype i is present.
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∂L(Q(Θ(t)|Θ(t−1)))

∂λ
∆
= 0 =⇒∑

i
π̂

(t)
i = 1 (2.54)

Using the result in (2.54) and applying it to (2.53) gives,

∑
i

Nsamp∑
n=1

∑
u∈U f

n,y

∑
y∈Yf

n,h

∑
h∈Hf

n,z

∑
z∈Zf

n

Pr

[
In(u ,y,h, z)

∣∣∣∣Ω,Θ(t−1)

]
· hi
λ

=
∑

i
π̂

(t)
i

= 1 =⇒∑
i

Nsamp∑
n=1

∑
u∈U f

n,y

∑
y∈Yf

n,h

∑
h∈Hf

n,z

∑
z∈Zf

n

Pr

[
In(u ,y,h, z)

∣∣∣∣Ω,Θ(t−1)

]
hi = λ (2.55)

And applying (2.55) to (2.53) gives,

π̂
(t)
i =

∑Nsamp

n=1

∑
u∈U f

n,y

∑
y∈Yf

n,h

∑
h∈Hf

n,z

∑
z∈Zf

n
Pr

[
In(u ,y,h, z)

∣∣∣∣Ω,Θ(t−1)

]
hi

∑
i

∑Nsamp

n=1

∑
u∈U f

n,y

∑
y∈Yf

n,h

∑
h∈Hf

n,z

∑
z∈Zf

n
Pr

[
In(u ,y,h, z)

∣∣∣∣Ω,Θ(t−1)

]
hi

=

∑Nsamp

n=1

∑
u∈U f

n,y

∑
y∈Yf

n,h

∑
h∈Hf

n,z

∑
z∈Zf

n
Pr

[
In(u ,y,h, z)

∣∣∣∣Ω,Θ(t−1)

]
hi

∑Nsamp

n=1

∑
u∈U f

n,y

∑
y∈Yf

n,h

∑
h∈Hf

n,z

∑
z∈Zf

n
Pr

[
In(u ,y,h, z)

∣∣∣∣Ω,Θ(t−1)

] (2.56)

As for pi above, the second derivative of the function is negative, indicating the

function is concave and that a global maximum will be found.

Note that the estimate π̂
(i)
i is an increasing function of both its frequency of occurrence

in the set Hf
n,z (as captured by hi) and the probability of the solution it is associated with

(as captured in the expectation component). An important implication of this approach

is that if in a collection of observations a given haplotype i is never consistent with the

observed data, then its estimated frequency will equal zero, since there will be no element

h ∈ Hf
n,z for any n such that hi = 1.

Parameter c. For c = {c(l), l = 1, . . . , Nl}, each c(l) will be estimated separately using

the same method. As such, each locus will be handled separately for its own parameter.
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Here, there is no constraint that the parameters sum to any particular number. The only

constraint is that any estimate be feasible; that is, ĉ(l,t) > 0 where l and t indicate the

locus and iteration number, respectively.

As always in the maximization step, we seek an estimate ĉ(l,t) for our parameter of

interest such that,

ĉ(l,t) := argmax
c(l)>0

Q(Θ(t)|Θ(t−1))

= argmax
c(l)>0

Nsamp∑
n=1

∑
u∈U f

n,y

∑
y∈Yf

n,h

∑
h∈Hf

n,z

∑
z∈Zf

n

Pr

[
In(u ,y,h, z)

∣∣∣∣Ω,Θ(t−1)

]
·

[
Nl∑
k=1

log
(
f
X

(k)
n |U

(k)
n

(x,u|c(k))
)

+ log ξ + log
(
fHn|Zn(h, z;π)

)
+ log (fZn(z; p))

]
(2.57)

However, since each c(l) appears only in the first term of the second line of equation

(2.57), and such terms are relevant only when k = l, this equation is equivalent to,

ĉ(l,t) = argmax
c(l)>0

Nsamp∑
n=1

∑
u∈U f

n,y

∑
y∈Yf

n,h

∑
h∈Hf

n,z

∑
z∈Zf

n

Pr

[
In(u ,y,h, z)

∣∣∣∣Ω,Θ(t−1)

][
log
(
f
X

(l)
n |U

(l)
n

(x,u|c(l))
)]

(2.58)

That is, we seek a single value for c(l), used by all observations in assessing their fit with

the observed data at locus l, that maximizes the objective function in equation (2.58).

Equation (2.58) can be viewed as a weighted sum, with the weight equal to the Pr[·]
component. Thus solutions with a higher degree of probability have a higher weight in

determining ĉ(l,t).33

The log expression in the final pair of square brackets in equation (2.58) can be

expressed after substitution from equation (2.27) as,

log
(
f
X

(l)
n |U

(l)
n

(x,u; c(l))
)

= log

 1

B({c(l)ui + 1; i ∈ NZ(u)})
∏

i∈NZ(u)

xc
(l)ui
i


33This is in fact true of the estimation of all parameters in the model.
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= − log
[
B({c(l)ui + 1; i ∈ NZ(u)})

]
+

∑
i∈NZ(u)

c(l)ui log(xi)

= − log

 ∏i∈NZ(u) Γ(c(l)ui + 1)

Γ
(∑

i∈NZ(u) c
(l)ui + 1

)
+

∑
i∈NZ(u)

c(l)ui log(xi)

= −
∑

i∈NZ(u)

log
[
Γ(c(l)ui + 1)

]
+ log

[
Γ
(
c(l) + |NZ(u)|

)]
+

∑
i∈NZ(u)

c(l)ui log(xi)

= log
[
Γ
(
c(l) + |NZ(u)|

)]
+

∑
i∈NZ(u)

c(l)ui log(xi)− log
[
Γ(c(l)ui + 1)

]
(2.59)

Recall that the goal is to find the value of c(l) that maximizes the expression in equa-

tion (2.58), of which equation (2.59) is a critical part. There are two possible numerical

approaches to finding ĉ(l,t),

1. use a gradient descent approach, varying c(l) along the way, to attempt to find a

global maximum, or

2. compute the partial derivative of equation (2.58) with respect to c(l) and find the

value of this parameter that sets the derivative to zero.

Both methods were implemented and tested; however, the second proved to be approxi-

mately 50 times faster with no loss in accuracy. It was therefore chosen and is explained

in more detail next.

Differentiating equation (2.58) with respect to c(l) yields,

∂Q(Θ(t)|Θ(t−1))

∂c(l)
=

∂

∂c(l)

[
Nsamp∑
n=1

∑
u∈U f

n,y

∑
y∈Yf

n,h

∑
h∈Hf

n,z

∑
z∈Zf

n

Pr

[
In(u ,y,h, z)

∣∣∣∣Ω,Θ(t−1)

]
·

[
log
(
f
X

(l)
n |U

(l)
n

(x,u|c(l))
)]]

=

Nsamp∑
n=1

∑
u∈U f

n,y

∑
y∈Yf

n,h

∑
h∈Hf

n,z

∑
z∈Zf

n

Pr

[
In(u ,y,h, z)

∣∣∣∣Ω,Θ(t−1)

]
·

∂

∂c(l)

[
log
(
f
X

(l)
n |U

(l)
n

(x,u|c(l))
)]

(2.60)

Given equation (2.59), the derivative in equation (2.60) is as follows,

∂

∂c(l)

[
log
(
f
X

(l)
n |U

(l)
n

(x,u; c(l))
)]
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= z
(
c(l) + |NZ(u)|

)
+

∑
i∈NZ(u)

[
ui log(xi)− uiz(c(l)ui + 1)

]
(2.61)

where z[·] is the digamma function equal to the derivative of the log of the gamma

function [1, p. 258].

From (2.61), we see that when |NZ(u)| = 1 and thus ui = 1 for a single i, the

derivative is zero. This is intuitive; in our particular implementation, in cases where at

a locus for an observation there is only one non-zero allele, ui = xi = 1 by definition and

no information is contained regarding the degree to which proportions vary from their

implied values.

For all other cases, putting the previous results together, the objective is to find c(l)

such that,

0 =
∂

∂c(l)

Nsamp∑
n=1

∑
u∈U f

n,y

∑
y∈Yf

n,h

∑
h∈Hf

n,z

∑
z∈Zf

n

Pr

[
In(u ,y,h, z)

∣∣∣∣Ω,Θ(t−1)

][
log
(
f
X

(l)
n |U

(l)
n

(x,u; c(l))
)]

=

Nsamp∑
n=1

∑
u∈U f

n,y

∑
y∈Yf

n,h

∑
h∈Hf

n,z

∑
z∈Zf

n

Pr

[
In(u ,y,h, z)

∣∣∣∣Ω,Θ(t−1)

]
·

z (c(l) + |NZ(u)|
)

+
∑

i∈NZ(u)

[
ui log(xi)− uiz(c(l)ui + 1)

]
Note that no initial estimate for any c(l) is ever used. The path of estimates for c will

be dependent on the estimates for the other parameters, however.

An assumption of this approach is that Q(Θ(t)|Θ(t−1)) is concave with respect to c(l).

This is stated as a proposition and proved in §2.A.

Proposition 2 (Concavity of Q(Θ(t)|Θ(t−1)) with respect to c(l)). The function

Q(Θ(t)|Θ(t−1)) in equation (2.41) is concave with respect to the concentration parameter

c(l).

To demonstrate the validity of this approach, consider the following checks. As a first

test, we set the concentration parameter c to the value 100 and let α = (0.2, 0.3, 0.5);34

34As will be seen in §4, this value for c is close the value for a real world dataset.
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therefore, the parameter vector is cα + 1 = {21, 31, 51}. We then use this parameter

vector to produce four different sets of randomly generated IID observations of size 20,

50, 100, and 1000. For each set, we plot the value of the log likelihood of the data over

1001 equally spaced values for c in the range (0, 200]. We want to see how the likelihood

varies for different values of c and n, with the knowledge that in fact c = 100, and identify

at what point the function reaches a maximum. The results are presented in Figure 2.12.

We see several things. First, the shape of the curve appears to differ relatively little from

one sample size to another. In all cases, the curve appears concave, with a peak near

the true value c = 100; however, the larger the sample the closer the maximum point is

to the underlying parameter value of 100. It is also true that the curve is nearly flat at

its maximum, indicating that values of c near the underlying parameter value produce a

likelihood very close to that produced by the true value. Overall, we take the results as

an encouraging sign: due to the concavity of the function, if our method can locate the

value that maximizes the objective function this value should be close to the true value.

Having established the properties of the objective function, consider now a second test

to determine our ability to accurately estimate c. We keep α = (0.2, 0.3, 0.5), consider c

at the six different values 20, 30, 50, 100, 200, and 500 and consider sample sizes n equal

to the five different values 10, 50, 100, 500, and 1000. For each of the 6 ·5 = 30 c/n pairs,

we generate n IID Dirichlet random vectors assuming the value c in question, and we do

each pair 1000 times.

We first group the results by c (regardless of the value of n for a particular trial) and

plot the estimated value for c versus the true value. This is depicted in Figure 2.13. We

see that for all values of c, the estimates are centered near the truth, as evidenced by

each horizontal blue line indicating the true c value passing through the median of the

corresponding boxplot. While the 25th to the 75th percentile interval is relatively narrow

in each case, for each value of c the most extreme outliers appear to deviate from the

true value by a factor of roughly three.

We then look at the same results in terms of the error, considering the results for

each of the 30 different combinations. The results for the errors on an absolute basis are

presented in Figure 2.14. We see that, consistent with intuition, that the absolute errors

decrease as n increases and increase as c increases. Figure 2.15 displays the same results
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Figure 2.12: Log Likelihood of Data for Fixed c. Each plot is for a
particular sample size and shows the value of the log
likelihood for various values of c when the true c = 100.
The red lines indicate the value of c at which the func-
tion is maximized. In all cases, the red line is near the
true value of 100, although it is closer to this true value
the greater the sample size.

on a relative basis. By “relative”, we mean the error relative to the relevant true value

of c. We see that the relative error decreases both with the sample size and c.

The conclusion of these tests is that the estimation method appears sound and will

benefit from large sample sizes. The improvement in performance appears to be greatest
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Figure 2.13: Estimated vs. True c Values by Sample Size - Absolute
Scale. Each of the six boxplots shows the distribution of
10 + 50 + 100 + 500 + 1000 = 1660 estimates for a sin-
gle value of c using Dirichlet distributed data generated
with the true c value. At the same time, the horizon-
tal blue lines show the true value for c. For all values
of c, the estimates are centered at the true value, as
evidenced by the appropriate blue line passing over or
close to the horizontal line in each box. As c increases,
the outliers increase in absolute (as opposed to relative)
value from the truth.

for lower values of n; once the sample size reaches 500 there is little improvement for

higher sample sizes (n = 1000, in the tests performed).
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Figure 2.14: Error in Estimation of c by n and c - Absolute Scale.
There are five main panels arranged horizontally, one
per sample size. Within each panel, the distribution of
absolute errors is shown for each of the six values of
c. As the sample size increases, the errors decrease for
all values of c. Similarly, within each sample size, the
absolute errors increase as c increases.

2.8 Conclusion

The LITSE algorithm addresses the problem of identifying haplotype solutions using a

data generating model with two primary components: a tree-based search for individual

solutions and an EM component that uses all solutions jointly to propose probability-

weighted solutions that refect the estimated parameters included in the data generating

distribution.

The algorithm is divided into three phases. In the first, the SSI phase, the algorithm

builds one tree for each observation/MOI combination considered. Here, runtime param-
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Figure 2.15: Error in Estimation of c by n and c - Relative Scale.
There are five main panels arranged horizontally, one
per sample size. Within each panel, the distribution of
relative errors is shown for each of the six values of c.
See the caption of Figure 2.14 for an explanation of the
figure. On a relative basis. The relative error decreases
both with the n and c.

eters control the size of the search space. The algorithm performs a greedy search using as

a heuristic the interim error implied by the partial solution and the observed data. In the

second phase, the algorithm addresses the missing data problem by proposing complete

solutions for observations with missing locus data. The third and final component is an

iterative, EM-based assessment of the probabilities of the solutions and the estimation

of the underlying data-generating parameters.



116

2.9 Future Work

There are several areas in which the LITSE algorithm can be enhanced, both for runtime

performance potential accuracy. Some key suggestions are listed below.

1. Parallelization. At present, the algorithm has been implemented in sequential form.

That is, each observation is handled one at a time in a queue in the SSI procedure.

Since the processing of separate observations is independent in this phase (this is not

true in later phases), this processing could easily be parallelized. While the SSR

procedure with its EM implementation cannot be entirely parallelized, the most

significant step there – the re-estimation of the c parameter for each individual

locus – can be parallelized as this is again independent. These two changes would

likely lead to a significantly quicker implementation.

2. Dynamic choice of runtime parameters. Currently, the runtime parameters – mer,

smnc, hmnc, etc. – are set once for the entire algorithm. A possible refinement is

to adjust these parameters in real time as the algorithm processes each tree.

3. Incorporation with artifact detection. As mentioned earlier, currently the algorithm

treats the preprocessing of the data, in particular the removal of artifacts, as a

separate precursory process. In particular, the algorithm assumes that the stated

observed alleles must be those in the actual solution. This assumption might be

relaxed to take a probabilistic approach.

4. Bayesian approach. Currently, the algorithm assumes no prior knowledge of the

distribution of any of the parameters. A Bayesian approach would impose a prior

distribution on the parameters of interest and would let the data adapt the poste-

rior distribution. Such a method would likely involve Markov Chain Monte Carlo

methods, which have been used elsewhere in related research as discussed in §2.5.4.
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Appendices

2.A Proofs

Proof of Proposition 2. Given the first partial derivative of the Q(Θ(t)|Θ(t−1)) func-

tion with respect to c(l) as presented in equations (2.60) and (2.61), to demonstrate

concavity it suffices to show that the second derivative is everywhere non-positive. As

the first partial derivative has already been computed, using it as a starting point to

compute the second partial derivative yields the following,

∂2Q(Θ(t)|Θ(t−1))

∂c(l) 2
=

∂

∂c(l)

[
Nsamp∑
n=1

∑
u∈U f

n,y

∑
y∈Yf

n,h

∑
h∈Hf

n,z

∑
z∈Zf

n

Pr

[
In(u ,y,h, z)

∣∣∣∣Ω,Θ(t−1)

]
·

[
z
(
c(l) + |NZ(u)|

)
+

∑
i∈NZ(u)

[
ui log(xi)− uiz(c(l)ui + 1)

] ]]

=

Nsamp∑
n=1

∑
u∈U f

n,y

∑
y∈Yf

n,h

∑
h∈Hf

n,z

∑
z∈Zf

n

Pr

[
In(u ,y,h, z)

∣∣∣∣Ω,Θ(t−1)

]
·

∂

∂c(l)

[
z
(
c(l) + |NZ(u)|

)
+

∑
i∈NZ(u)

[
ui log(xi)− uiz(c(l)ui + 1)

] ]
(2.62)

The probability in equation (2.62) is always positive. Therefore, the sign of this

equation depends on the sign of the derivative component. This component equals,

∂

∂c(l)

z (c(l) + |NZ(u)|
)

+
∑

i∈NZ(u)

[
ui log(xi)− uiz(c(l)ui + 1)

]
= Ψ

(
c(l) + |NZ(u)|

)
−

∑
i∈NZ(u)

u2
iΨ(c(l)ui + 1) (2.63)

where Ψ(·) is the trigamma function, the derivative of the digamma function.

Applying the integral representation of the trigamma function [1],

Ψ(z) = −
∫ 1

0

tz−1

1− t
log(t)dt, (2.64)
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to equation (2.63) produces,

Ψ
(
c(l) + |NZ(u)|

)
−

∑
i∈NZ(u)

u2
iΨ(c(l)ui + 1)

= −
∫ 1

0

tc
(l)+|NZ(u)|−1

1− t
log(t)dt+

∑
i∈NZ(u)

u2
i

∫ 1

0

tc
(l)ui

1− t
log(t)dt

=

∫ 1

0

∑
i∈NZ(u) u

2
i t
c(l)ui − tc(l)+|NZ(u)|−1

1− t
log(t)dt (2.65)

Given that the range of the integral in equation (2.65) is from 0 to 1, the denominator

of the integrand is always positive and log(t) is always negative. Thus to prove that the

integral is non-positive, it suffices to show that the numerator
(∑

i∈NZ(u) u
2
i t
c(l)ui

)
−

tc
(l)+|NZ(u)|−1 in the integrand is non-negative for t ∈ (0, 1). To this end, note first that,

since 0 < ui ≤ 1 and
∑

i ui = 1 by definition,
∑

i u
2
i ≤ 1. 35 Then, ∑

i∈NZ(u)

u2
i t
c(l)ui

− tc(l)+|NZ(u)|−1 ≥
∑

i∈NZ(u)

(
u2
i t
c(l)ui − u2

i t
c(l)+|NZ(u)|−1

)
(2.66)

We need to show that the right hand side of equation (2.66) is non-negative. To prove

this, it suffices to show that u2
i t
c(l)ui ≥ u2

i t
c(l)+|NZ(u)|−1 for any i ∈ NZ(u). Since u2

i > 0

and 0 ≤ t ≤ 1, this holds if c(l) + |NZ(u)| − 1 ≥ c(l)ui. Compare the terms on either

side. Since ui ≤ 1, we have that c(l) ≥ c(l)ui, and since |NZ(u)| ≥ 1, |NZ(u)| − 1 ≥ 0.

Thus the result is established.

So the function Q(Θ(t)|Θ(t−1)) is concave with respect to c(l).

�

Proof of Proposition 1. Given that m denotes the assumed MOI and n denotes the

number of distinct observed alleles at locus l, we have by construction that m ≥ n.

Any valid combination or permutation must have at least one representation of each

observed allele, as depicted in Figure 2.16.

35The following is a quick proof of this relationship. Assume that
∑n

i=1 xi = 1 with xi ≥ 0 ∀i. Then
1 =

∑n
i=1 xi

∑n
i=1 xi =

∑n
i=1

∑n
j=1 xixj =

∑n
i=1 x

2
i +
∑n

i6=j xixj . Since xi ≥ 0 ∀i, xixj ≥ 0,
∑n

i6=j xixj ≥
0 and therefore

∑n
i=1 x

2
i ≤ 1.
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1 2 . . . n n+ 1 . . . m

Figure 2.16: Valid Combination/Permutation. Each valid combina-
tion or permutation must have at least one representa-
tion of each observed allele, represented by blocks filled
in gray. If m > n, the remaining blocks, indicated in
red, can be occupied by any allele. Note that here,
for convenience, the gray blocks are positioned contigu-
ously. This need not be the case for a valid combina-
tion/permutation.

Combinations

For the value C(m,n), the number of valid combinations, once each observed allele has

been represented at least once, the remaining (if any) m − n elements are “free” to

represent any combination of observed alleles. Thus the number of valid combinations

equals the total number of combinations of size m − n with all elements drawn from n

different categories with replacement.

From [16, p.169], we have that the number of ways select x objects from y categories,

allowing for repetition, is (
x+ y − 1

x

)
.

Applying this to the current problem, we substitute m− n for x and n for y, giving

C(m,n) =

(
m− n+ n− 1

m− n

)
=

(
m− 1

m− n

)
,

as claimed.

Permutations

The value P(m,n), the number of valid permutations, can be computed as follows.36 Any

valid permutation will have length m and be composed of categories from 1 to n. Since

there are n different categories to choose from and the permutation is of length m, there

are nm possible permutations; the task is to determine the P(m,n) ≤ nm that are valid.

For each of j ∈ {1, 2, . . . , n}, let N(cj) denote number of permutations where the

jth category is present in the permutation. More generally, let N(ci1 . . . cil) denote the

36Recall that a valid permutation is one where each category in 1 to n is represented at least once.
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number of permutations where categories i1, . . . , il are present. Then

P(m,n) = N(c1c2 . . . cn). (2.67)

That is, P(m,n) is the cardinality of the set of all permutations containing at least one

representation from each category.

To assess the right hand side of equation (2.67), we invoke the Principle of Inclusion

and Exclusion, as presented in [16, p. 157],

N0 = N −
∑
i

N(ai) +
∑
i<j

N(aiaj)−
∑
i<j<k

N(aiajak) + . . .

+ (−1)m
∑

i1<···<im

N(ai1 . . . aim) + · · ·+ (−1)rN(a1a2 . . . ar) (2.68)

where N denotes the cardinality of the complete set, N0 denotes the number of elements

not meeting any criteria, N(·) is as defined above, m denotes the mth term in the sum,

and r denotes the total number of categories (thus r is equivalent to n as used at present).

Rearranging these terms and dropping the irrelevant N0
37,

N(a1a2 . . . ar) = (−1)r+1

[
N −

∑
i

N(ai) +
∑
i<j

N(aiaj)−
∑
i<j<k

N(aiajak) + . . .

+ (−1)m
∑

i1<···<im

N(ai1 . . . aim) + . . .

+ (−1)r−1
∑

i1<···<im−1

N(ai1 . . . aim−1)

]
(2.69)

Applying equation (2.69) to (2.67), we get,

P(m,n) = (−1)n+1

[
nm −

∑
i

N(ci) +
∑
i<j

N(cicj)−
∑
i<j<k

N(cicjck) + . . .

+ (−1)j
∑

i1<···<ij

N(ci1 . . . cij) + . . .

+ (−1)n−1
∑

i1<···<in−1

N(ci1 . . . cin−1)

]
(2.70)

Next, note that, by construction, all categories 1 . . . , n are equivalently represented

in the set of nm permutations. Thus the value of each term N(·) in equation (2.70) is

37The term is irrelevant because all permutations by construction include at least one category



121

independent of the particular indices chosen. It suffices to compute the value for a single

index or set of indices for each term.

Furthermore, the sums in equation (2.70) are simply the number of singletons, pairs,

triplets, etc., of the n categories. Thus equation (2.70) can be restated as,

P(m,n) = (−1)n+1

[
nm −

(
n

1

)
N(ci) +

(
n

2

)
N(cicj)−

(
n

3

)
N(cicjck) + . . .

+ (−1)j
(
n

j

)
N(ci1 . . . cij) + . . .

+ (−1)n−1

(
n

n− 1

)
N(ci1 . . . cin−1)

]
(2.71)

For N(ci),

N(ci) = nm − (n− 1)m ∀i (2.72)

That is, for any single category i, the number of permutations including that category

equals the total number of permutations minus the number of permutations excluding

it, with the latter quantity equal to the number of permutations of length m from the

same set of categories with category i removed.

For N(cicj), the computation is similar to that above, but it is necessary to apply

the Principle of Inclusion and Exclusion from equation (2.69). Letting N(ci ∨ cj) denote

the number of permutations containing category ci and/or cj and N(!ci∧!cj) denote the

number of permutations containing neither category ci nor cj,

N(cicj) = −N(ci ∨ cj) +N(ci) +N(cj)

= − [nm −N(!ci∧!cj)] + 2(nm − (n− 1)m)

= − [nm − (n− 2)m] + 2(nm − (n− 1)m)

= nm − 2(n− 1)m + (n− 2)m (2.73)

and similarly for N(cicjck),

N(cicjck) = N(ci ∨ cj ∨ ck)− [N(ci) +N(cj) +N(ck)]

+ [N(cicj) +N(cjck) +N(cick)]

= nm −N(!ci∧!cj∧!ck)− 3(nm − (n− 1)m)
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+ 3 [nm − 2(n− 1)m + (n− 2)m)]

= nm − (n− 3)m − 3(nm − (n− 1)m)

+ 3 [nm − 2(n− 1)m + (n− 2)m)]

= nm − 3(n− 1)m + 3(n− 2)m − (n− 3)m (2.74)

and for N(cicjckcl),

N(cicjckcl) = −N(ci ∨ cj ∨ ck ∨ cl) + [N(ci) +N(cj) +N(ck) +N(cl)]

− [N(cicj) +N(cick) +N(cicl) +N(cjck) +N(cjcl) +N(ckcl)]

+ [N(cicjck) +N(cjckcl) +N(cickcl) +N(cicjcl)]

= −(nm −N(!ci∧!cj∧!ck∧!cl)) + 4 [nm − (n− 1)m]

− 6 [nm − 2(n− 1)m + (n− 2)m)]

+ 4 [nm − 3(n− 1)m + 3(n− 2)m − (n− 3)m]

= −nm + (n− 4)m + 4 [nm − (n− 1)m]

− 6 [nm − 2(n− 1)m + (n− 2)m)]

+ 4 [nm − 3(n− 1)m + 3(n− 2)m − (n− 3)m]

= nm − 4(n− 1)m + 6(n− 2)m − 4(n− 3)m + (n− 4)m (2.75)

From equation (2.69) and the previous results, the general form for N(ci1 . . . cit) is,

N(ci1 . . . cit) =
t∑

j=0

(−1)j
(
t

j

)
(n− j)m, (2.76)

and combining equations (2.67) and (2.76),

P(m,n) =
n−1∑
j=0

(−1)j
(
n

j

)
(n− j)m, (2.77)

where we have used the fact that the summand for j = n is always zero when m > 0.

�
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2.B Illustration of Tree Construction

In this section, we discuss the construction of a tree computed by the LITSE algorithm for

a simple observation. We focus on the tree itself, as the other components have already

been discussed at length.

To keep the example simple, we assume only four loci are of interest and set smnc = 2.

The true haplotype set is as follows, which under the assumption of c = 1e9 produces

ID Loc1 Loc2 Loc3 Loc4 Prop
h1 A1,1 A2,1 A3,3 A4,2 0.3356869
h2 A1,2 A2,3 A3,2 A4,1 0.2832868
h3 A1,2 A2,3 A3,3 A4,3 0.3810263

Table 2.11: Tree Illustration - True Haplotypes. The observed allele
proportions will have been generated by the three speci-
fied haplotypes.

the following observed allele proportions,38

Loc1 p Loc2 p Loc3 p Loc4 p
A1,1 0.336 A2,1 0.336 A3,2 0.283 A4,1 0.283
A1,2 0.664 A2,3 0.664 A3,3 0.717 A4,2 0.336

A4,2 0.381

Table 2.12: Tree Illustration - Observed Allele Proportions. Pre-
sented to three decimal places. Locus 4 is the longest
locus and will start the tree construction process. Loci 1
and 2 have essentially the same configuration.

The corresponding tree is presented in Figure 2.17. As always, the algorithm starts

with the initial assumption that the MOI equals the length of the longest locus, in this

case 3. A root at level 0 is created before selecting any loci. For this observation, the

nodes were processed in the following order: 4,1,2,3. Locus 4 was chosen first because

it is the longest locus of the group. As always, when we branch to the first level we

consider only combinations and not (yet) permutations. Since there are three distinct

alleles represented at locus 4 and the current assumption is that the MOI is also three,

there is only one combination (consisting of all three alleles) to consider; hence the single

38This is a very high value for c that corresponds to essentially no measurement error for any of the
loci.
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0.17

0.1418

0.0957 0.096

0.0495 0.0498

0.109 0.1137 0.0961 0.1199

0.0629 0.0675 0.05 0.0737 0.0498 0.0632 0.0678 0.0503 0.074 0.0502

0.0188 0.0242 0 0.0313 5e−04 0.0016 0.0191 0.0245 3e−04 0.0317 8e−04 0.0019

Figure 2.17: Sample Tree. A sample tree with five levels including a
root node, implying a search over four loci. The number
in each node is the error to four decimal places for the
partial solution the node represents. In this tree, smnc =
2, hence at each level a maximum of two nodes have
descendants. The node in green has an error of zero
and corresponds to the correct solution. The two nodes
in red represent an apparent tie only.
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edge from the root to level 1. At level 1, since smnc = 2 and there is only one node,

that node must be selected. From level 1 to level 2, we are considering permutations for

a locus of two represented alleles, so there are six permutations to consider; hence the

six outward edges. At level 2, we choose the two nodes representing the partial solutions

with the lowest error for continuation. Similar to the previous step and for the same

reason, we consider all six permutations of locus 2 when branching from level 2 to level

3; hence the six outbound edges from each of the two chosen nodes. Note that the set

of six permutations is same for each node. At level 3, we again select the two nodes

with the lowest error. In this case, the competition is close. The first node “wins” with

an error of 0.0495 (rounded to four decimal places). More interesting is what happens

to the second and third nodes, highlighted in red. The errors for these two nodes are

4.983703e-02 and 4.983717e-02, respectively. The first of these nodes clearly has a lower

error, yet the difference is so small that the errors appear identical when presented to four

decimal places in the tree. Finally, at the bottom, we construct the complete solutions.

The node in green has an error of 2.670556e-10, or 0 to four decimal places. For this

observation, this node corresponds to the correct solution.

We note a general feature of the tree: the errors decrease monotonically as we descend

the tree. The reason for this is clear: at each level, we are filling in a previously blank

locus and reach a better approximation for the observed allele proportions at that locus

than beforehand. Prior to the completion, the construction of the signature matrix was

left at 0 for the relevant locus, implying observed proportions of zero for all alleles at

that locus. This was demonstrated in Example 2.23.
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2.C Technical Implementation

The LITSE algorithm was implemented in two languages: R and C++.

The SSI step was largely coded in C++, as the tree searches are the most compu-

tationally intensive section of the algorithm. The C++ code made extensive use of the

Armadillo library of linear algebra data structures as routines. See [35] for details.

The remainder of the algorithm, including the SSR procedure and all wrapper func-

tions, was coded in R . To enable the communication between R and C++, we used the

Rcpp package in R . See Eddelbuettel [11] and Eddelbuettel and Franccois [12] for details.
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Chapter 3

Simulation

In this chapter, we assess the performance of the LITSE algorithm using simulated data.

We approach this assessment by performing two complementary exercises, each focusing

on particular aspects of the algorithm:

1. Assess the performance of the algorithm in finding potential solutions per observa-

tion, including for observations with one or more missing loci values, before eval-

uating the likelihood of the implied haplotypes and MOI across all observations.

This amounts to assessing the performance of the SSI and SSC steps, which appear

as lines 3 and 4 in the summary Algorithm 1 and are documented in more detail

in Algorithms 2 and 4, respectively. This simulation exercise is discussed in detail

in §3.2.

2. Assess the performance of the entire algorithm using two criteria:

a) The ability of the algorithm to assign high probabilities to the true solutions,

including for observations with one or more missing loci values.

b) The accuracy of the estimation of the underlying parameters Θ in the model,

as discussed in detail in §2.7.4.

Recall that the LITSE algorithm is itself deterministic. Given a particular set of

inputs, it will always produce the same results. Thus the randomness in both simulation

exercises exists purely in the data generated.
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3.1 Organization of Simulations

The two simulation exercises mentioned above were performed in a collection of separate

simulation “runs”. A run is defined as a set of individual “trials”, each of which represents

a particular configuration of parameters governing the data to be randomly generated in

the trial and how the LITSE algorithm will process the data. Each trial differs from other

trials by the joint selection of values for these parameters. The algorithm is then applied

to the data generated in the trial and the results collected. These results are then pooled

across all trials in the run for analysis.

The goal is to determine the runtime and accuracy performance of the LITSE algorithm

and its sensitivity to the values of key parameters, both individually and in combination

with other parameters.

3.1.1 Standard Steps in Each Trial

Regardless of the purpose of a particular run of which a trial is a member, there is a

standard set of steps performed in each trial. In summary, first data are constructed

following the data generating process outlined in §4.1.1 and then LITSE is applied to

these data. The following is a description of these general steps (see Table 3.1 for a

description of the simulation parameters mentioned):

1. Construct locus information details for nl different loci, each with ll different

possible alleles. Randomly assign each possible allele a probability in the interval

(0,1) such that for each locus the probabilities sum to 1.

2. Construct a set of hpn different haplotypes, where each haplotype is chosen by

randomly selecting a single allele for each locus according to the probabilities for the

alleles at that locus as determined in the previous step. This method bases itself on

the previously discussed assumption of independence among loci. Each haplotype

has its population frequency computed as the product of the probabilities of the

alleles at its loci, with these initial frequencies normalized to sum to 1. This forms

the π parameter vector used in the trial.

3. Determine the p parameter vector for the trial, the population frequencies for
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the MOIs from 1 through maxmoi. Each element is first assigned a value on the

uniformly distributed unit interval, with these values then normalized to sum to 1.

4. Generate no different observations for the trial, for each observation independently.

a) First, for each observation select an MOI (i.e., Zi) from the distribution de-

termined by p.

b) Second, select MOI different haplotypes from the haplotype population created

in the previous step using the population frequencies π generated. For each of

these haplotypes, randomly assign observation proportions such that they sum

to 1. These proportions are assigned without regard to π. This is consistent

with the previously discussed assumption that the proportions are independent

from the frequencies. Once an individual has been infected with particular

haplotypes, these haplotypes are assumed to multiply at different rates and

their proportions in an individual say nothing about their overall population

frequency.

c) Third, compute observed allele proportions for the observation, as a function

of the implied allele proportions determined by the chosen haplotypes in the

preceding step and the value of the parameter c for the trial. For simplicity

in data generation, within a trial ci = cj, i 6= j; that is, we assume that all

loci have the same value for c. However, the LITSE algorithm still estimates

the c values individually; no information from one locus is used to estimate

the value for the other loci. In addition, once these values have been deter-

mined, randomly set to zero the allele proportions for a locus according to the

parameter br. This parameter exists to control the degree to which locus in-

formation is missing; a value of zero indicates that all observations have allele

proportions for each locus while high values represent high “gappiness” in the

data.

5. Apply the LITSE algorithm to the data. This includes the following steps.

a) For each observation individually, execute the SSI procedure (discussed in

§2.7.2) to identify possible solutions. This will involve using the trial’s settings

for the following key runtime parameters: mfl, smnc, hmnc, mer, am. Each of

these parameters controls how exhaustively the LITSE algorithm searches for



130

solutions, and each is discussed in more detail below.

b) Execute the SSC procedure (discussed in §2.7.3). That is, for all solutions with

missing locus data, impute such data using other haplotypes. If there are no

such solutions, because all observations had complete locus information, then

this step is completed.

c) Using all observations collectively, perform the SSR procedure (discussed in

§2.7.4) a maximum of mi times. Thus setting mi = 0 equates to turning off

this step entirely.

3.1.2 Standard Parameters in Each Trial

The simulation parameters referenced in the preceding section are standard for all sim-

ulation runs and are described in Table 3.1.

In the remainder of the chapter, when a result is presented by value of parameter,

the result is typically presented across all trials in which the parameter of interest took

on a particular value and parameters not of interest took on any value. For example, in

Figure 3.1, the results are presented by value of the parameter of interest (nl), and the

individual points in the figure for each value of nl (in this case, faceted by two other

variables) represent results for individual trials where nl took on the value specified

(without regard to the value taken for any other parameter value – e.g., no, which is

irrelevant to the content of the plot).

3.2 Simulation on Individually Determined

Solutions

In this section, we present the properties and results for the section of the algorithm that

identifies potential solutions for each observation. While this step is a predecessor to the

iterative part of the algorithm whereby the probabilities of these solutions are computed

and then refined, it is important that SSI procedure deliver accurate potential solutions

as an input to the iterative refinement later.
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Parameter Description

nl Number of loci present in each haplotype. Constant in trial; can
vary across trials in same run.

ll Locus length `(l), the number of possible alleles at each locus. Con-
stant in trial; can vary across trials in same run.

hpn Number of distinct haplotypes in the haplotype population. This
quantity identifies the number of different haplotypes assumed to
exist in the haplotype population from which an individual may be
infected. Constant in trial; can vary across trials in same run.

no Number of observations in trial. Constant in trial; can vary across
trials in same run.

maxmoi Maximum MOI. Each observation draws an MOI from a distribu-
tion of MOIs, from 1 to maxmoi, according to a distribution cap-
tured by the parameter p. Constant in trial; can vary across trials
in same run.

c True value for c, the concentration parameter. Single value for all
loci. Constant in trial; can vary across trials in same run.

br “Blank rate”, the percentage of all observation/locus combinations
with missing locus information, simulating cases where such infor-
mation is unavailable and must be inferred. Constant in trial; can
vary across trials in same run.

mfl Maximum floating level, lowest level at which rates are allowed to
be recomputed. See Table 2.5. Constant across trials in a run.

smnc Soft maximum node count. See Table 2.5. Constant across trials
in a run.

hmnc Hard maximum node count. See Table 2.5. Constant across trials
in a run.

mer Maximum error ratio. This value represents the maximum ratio
permitted between the lowest error among all solutions for one MOI
versus those for the next highest MOI. Its purpose is to detect when
we can stop incrementing z before considering all am + 1 possible
values for z. This parameter is discussed in more detail in §3.2.1.
Constant across trials in a run.

am Additional MOIs considered (above minimum). See Table 2.5. Con-
stant in trial; can vary across trials in same run.

mi Maximum number of iterations in the iterative Solution Set Refine-
ment part of the algorithm. A value of zero implies no Solution Set
Refinement step performed. Constant across trials in a run.

inst Number of instances. Refers to number of trials in a run with the
same configuration of above parameters.

Table 3.1: Simulation Trial Parameters.
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This section comprises several subsections: a discussion of some of the properties of

the algorithm and separate discussions of the runtime and accuracy performance.

3.2.1 Basic Properties of the SSI Procedure

Before presenting the performance of the algorithm in terms of runtime or accuracy, this

section covers a few of the general relationships between some of the features of each run.

Knowledge of these relationships will be useful in setting runtime parameters in later

runs. Given their coverage later, runtime and accuracy are deliberately omitted from

discussion in this section.

3.2.1.1 Configuration of Simulation

The parameter settings for this simulation are presented in Table 3.4. A value of 0 for

Parameter Setting

nl 5,10,15,20
ll 6
hpn 10
no 10
maxmoi 4
c 200
br 0
mfl 100
smnc 5,10,15,20
hmnc 50
mer Inf
am 2
mi 0
inst 20

Table 3.2: Simulation Settings: Basic Properties. Each parameter
in the “Parameter” column was tested for each value in
the corresponding entry in the “Settings” column. Every
combination of the parameter settings is tested inst times.

br indicates that no solution will have missing data, thus the SSC step will be unnecessary.

A value of 0 for mi indicates that the SSR step will not be performed either. The value
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of infinity for mer is such that this control is turned off. Similarly, the value of hmnc is

sufficiently high that it has no effect in this simulation.

The total number of trials is thus equal to the product of the number of settings for

each parameter times the value for inst. This means a total of

4× 1× 1× 1× 1× 1× 1× 1× 4× 1× 1× 20 = 320

trials, each having ten observations.

Table 3.3 presents a summary of the simulation run. The proportion of solutions used

Quantity Value

Number of Observations 3200
Number of Trees 8392
Number of Trees per Observation 2.62
Number of Solutions 310527
Number of Solutions Analyzed for Proportion Evolution 3000

Table 3.3: Simulation Stats: Basic Properties. The number of trees is
slightly below 3200 ·3 = 9600 because all solutions in some
trees were deemed invalid; this occurred when all solutions
for the tree were deemed invalid when an MOI higher than
the true MOI was attempted. See §2.7.2.5 for details.

in the evolution analysis is relatively low because of the computational effort involved.

3.2.1.2 Determinants of Tree Size

The SSI procedure assembles a set of nodes in a tree structure; for each node, it computes

a set of proportions using NNLS and an error versus the observed allele proportions.

All else held equal, a tree with a high (low) number of nodes represents an extensive

(abbreviated) search over possible solutions. There are three primary factors that are

suspected to influence the size of the tree:

1. nl, the number of loci. The number of loci equals the number of levels in the

search tree (excluding the root node level). Thus, assuming a constant tree “width”

(number of nodes per level), the greater the number of loci, the greater the number

of nodes. In addition, note that a constant tree width is possible only with the

use of a trimming procedure, as explained in §2.7.2.4. In the absence of such a
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procedure, the per level width of the tree will increase as the level increases, thus

creating exponential growth in the number of nodes.

2. z, the MOI. For a fixed maximum locus length (which serves as the minimum

possible MOI), the higher the value for the estimated z, the greater the number of

permutations originating from each chosen node to its children.1 This is described in

§2.7.2.3. Recall that a given observation will typically have several MOIs attempted,

as controlled by the parameter am. In such cases, the observation’s trees will increase

in size as the estimate of z increases.

3. smnc (and hmnc), the number of nodes chosen per level. These parameters are a

direct attempt to control the size of the tree by limiting the number of nodes in a

level permitted to have children in the following level. Thus all else held constant,

a high (low) value will lead to a relatively large (small) tree.

In summary, we would expect an increasing relationship between tree size and each of

these three factors. Figure 3.1 shows that this is the case. In particular, we see that the

parameter smnc effectively controls the size of the tree, as evidenced by the significantly

increasing range of tree size values as smnc increases (corresponding to different horizontal

slice in the faceted plot). There is a clear positive relationship between tree size and all

three variables, though for low values of z this can be hard to discern in the plot.

3.2.1.3 Number of Solutions

Next, considering that the proposed solutions for an observation will exist by construction

as the leaves of the tree, it is natural to expect a positive relationship between tree size

and number of solutions. Figure 3.2 shows the relationship. We see that there is no

obvious relationship between the two variables. The fitted line appears flat across the

various tree sizes.

Given the uncertain relationship documented above, we reconsider the drivers of the

number of solutions. By definition, the solutions are the leaves in the search tree. The

number of leaves is directly related to two things: the number of nodes at the previous

level spawning children and the number of children per such node. The first quantity is

1More formally, their outbound branching order increases.
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Figure 3.1: Size of Search Tree versus Number of Loci. The distribu-
tion of the tree sizes is presented in a separate box plot
for each number of loci attempted, faceted by z values
per column and smnc values per row. Boxplot structure:
Each box captures all trials within the 25th and 75th
percentiles, with the horizontal line representing the me-
dian. Trials outside these boundaries are represented by
the vertical lines above and below each box when their
distance from the box is more than 1.5 times the distance
between the first and third quartiles; trials above this
limit appear as individual points.

directly related to smnc. The second quantity is related to the estimated MOI and the

number of represented alleles for the last locus to be processed. Since all loci are ordered

from longest (with the most alleles) to the shortest (with the fewest alleles), this equates

to considering the length of the shortest locus. Figure 3.3 shows the relationship. Here,
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Figure 3.2: Number of Solutions vs. Number of Nodes. The figure
demonstrates the effect of two factors, tree size and smnc,
on the number of solutions produced for an observation
over all parameter settings. The number of nodes is rep-
resented on the x-axis while each value of smnc is rep-
resented in a separate panel, with the panels vertically
stacked by ascending smnc. Invalid solutions removed.

we see a much clearer relationship. As expected, there is a clear positive relationship

between smnc and number of solutions. There is also a clear positive relationship between

the other two variables of interest. The paucity of data points for a minimum locus length

of 3 (i.e., the third row in the figure) is simply due to the rarity of this event: under the

parameters used in the simulation, where the number of possible alleles for all loci equals

6, the number of haplotypes in the population is set to 20, and the true MOI is the range

from 1 to 4, there is a significant skewness to lower values for this feature.
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Figure 3.3: Number of Solutions vs. smnc. The figure demonstrates
the effect of three factors, smnc, estimated MOI, and
shortest locus length, on the number of solutions pro-
duced for an observation over all parameter settings. The
parameter smnc is represented on the x-axis while the
other two are represented in the facets. Invalid solutions
removed.

3.2.1.4 Evolution of Proportions

Also of interest is the evolution of the proportions for a solution as it passes down the tree,

as depicted in Figure 3.4. Knowing the natural evolution will be useful in determining

at what tree level, if any, to force the algorithm to estimate the proportions for the

haplotypes. In other words, determine a good value for the parameter mfl. The figure

depicts how the estimated haplotype proportions change as the solutions pass through
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Figure 3.4: Evolution of Proportions. For a sample of solutions in
this simulation, this figure presents the L2 norm of the
difference between the proportions from one level to an-
other. Each point in this figure represents such a differ-
ence at a particular level in the tree for some solution,
where the results have been faceted by number of loci.
For an explanation of the box plot structure, see Figure
3.1.

the tree. We know that by construction at level 0 (the root), the proportions have not

yet been estimated. In cases where the first locus block equals the assumed MOI, the

proportions are estimated starting with the first locus and are fixed only after the last

locus in the first locus block; otherwise, the proportions are estimated starting with the

second locus block and are fixed only after the last locus in the second block. Recall that

in this simulation the value of mfl has been set to 100, far above the number of loci for
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any trial. Thus it has no effect on the results.

We see that for all number of loci tested, the great majority of the change in propor-

tions takes place in the first two levels. As a general rule, the volatility in the estimation

of the proportions decreases as the algorithm descends levels in the tree. Given this result

in an unrestricted case, we can consider setting the parameter mfl to a value in the single

digits with the comfort that we will not be impeding the refinement of the proportions

at lower levels.

3.2.2 Runtime Analysis

This section investigates the sensitivity of the runtime of the Solution Set Identification-

step to a variety of factors. By “runtime”, we mean wall time, or the duration (measured

in seconds) of the procedure, either for all observations or per observation (where that

observation has particular characteristics).

The runtime is important to consider because we envision cases where there is a

tradeoff between speed and accuracy.

To ensure consistency, all trials were run on the same processor type. This simulation

was run using an r3.8xlarge instance at Amazon Web Services, which uses Intel Xeon

E5-2670 v2 2.50GHz processors.

3.2.2.1 Configuration of Simulation

This time, the parameter settings are as presented in Table 3.4, implying a total of

4× 1× 1× 4× 1× 1× 1× 4× 4× 1× 1× 1× 1× 4 = 1024

trials, each having either five, ten, fifteen or twenty observations and each computing

up to three trees (since am = 2) per observation. The parameters that vary in the

configurations are those that will be tested for their effect on the runtime. As before, the

values for mer, br, and mi are not relevant.
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Parameter Setting

nl 10,15,20,30
ll 6
hpn 10
no 5,10,15,20
maxmoi 4
c 200
br 0
mfl 3,5,10,15
smnc 5,10,15,20
hmnc 50
mer Inf
am 2
mi 0
inst 4

Table 3.4: Simulation Settings: SSI Runtime. Each parameter in
the “Parameter” column was tested for each value in in
the corresponding entry in the “Settings” column. Each
combination of the parameter settings is tested inst times.

Table 3.5 presents a summary of this simulation run, which is clearly larger than its

predecessor.

Quantity Value

Number of Observations 12800
Number of Trees 38400
Number of Trees per Observation 3.00
Number of Solutions 4671339
Average Tree Size (Number of Nodes) 19621

Table 3.5: Simulation Stats: SSI Runtime. The number of trees
equals 12800 · 3 = 38400 because each tree was deemed
to have at least one valid solution. See §2.7.2.5 for details.

3.2.3 Overview

This section briefly presents a summary of all the runtimes for tree constructions for

all observations in all simulation trials in this run. The distribution of the runtimes is
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presented in Figure 3.5. The corresponding quantiles are presented in Table 3.6.
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Source: sim.results.consol.20151031_16h20m26s.rds

Figure 3.5: Distribution of Tree Search Runtimes. . The distribu-
tion of the runtimes is centered well under one second
but with a long righthand tail. In this figure, runtimes
exceeding 10 seconds have been excluded to better depict
the distribution for the vast majority of trees.

We see that the median of runtimes is approximately 175 milliseconds, though there

is a great amount of variety in this quantity. The remainder of this section investigates

what drives these differences.

3.2.3.1 Sensitivity to Number of Observations

We first consider the sensitivity of the SSI procedure to the number of observations

processed. This relationship should be linear, on the assumption that the average com-
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Quantile EquivPercent Value

0 0% 0.0230
1 10% 0.0380
2 20% 0.0490
3 30% 0.0670
4 40% 0.1030
5 50% 0.1750
6 60% 0.3330
7 70% 0.9300
8 80% 2.7142
9 90% 12.5066

10 100% 1420.7420

Table 3.6: Deciles of Tree Construction Runtimes. The unit in the
value column is seconds.

plexity of an observation remains constant. Figure 3.6 reveals that this is the case. We
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(b) Runtime Distribution

Figure 3.6: Runtime of Tree Searches versus Number of Observa-
tions. The left figure plots the mean trial runtime versus
number of observations in a trial. On the right, the dis-
tribution of the run times is presented in a separate box
plot for each number of observations attempted. For an
explanation of the box plot structure, see Figure 3.1.
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note, however, that the means depicted in Figure 3.6(a) are significantly higher than the

medians depicted in 3.6(b); this is due to some outliers significantly above the medians.

3.2.3.2 Sensitivity to Tree Size and Number of Loci

Next, we consider the sensitivity of the runtime to the number of loci and the tree size.

Figure 3.7 displays the runtime per tree as a function of the tree size. We would expect
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Figure 3.7: Runtime of Tree Searches versus Tree Size. Each point
represents a single tree search. The points are color-coded
by estimated MOI.

the runtime of the SSI procedure to be positively related to the number of nodes in the

tree. The figure shows that there is indeed a positive relationship between tree size and

runtime and it is roughly linear, though the dispersion increases as the number of tree
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nodes increases. The points naturally cluster around estimated MOI, which is a strong

driver of tree size.

Concerning the number of loci, Figure 3.8 displays the relationship. As expected
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(a) Mean Runtime
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(b) Runtime Distribution

Figure 3.8: Runtime of Tree Searches versus Number of Loci. The
left figure plots the mean runtime per observation versus
number of loci. On the right, the distribution of the run-
times is presented in a separate box plot for each number
of loci attempted. For an explanation of the box plot
structure, see Figure 3.1.

there is an increasing, linear relationship between the number of loci and the runtime, a

reflection of the fact that the number of loci directly determines the number of levels in

the tree.

Next, we consider the estimated MOI, z. Figure 3.9 displays this relationship in

the simulation. Here, we see a sharply exponential relationship between the two. This

is driven by the fact that as the estimated MOI increases for a given observation, the

number of valid permutations increases exponentially, as explained in Proposition 1 in

§2.7.2.4, each of which is applied to each of the chosen nodes. Note that this effect is

not influenced by the smnc parameter, which controls only the number of nodes chosen.
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(b) Runtime Distribution

Figure 3.9: Runtime of Tree Searches versus Estimated MOI. The left
figure plots the mean runtime versus z. On the right, the
distribution of the runtimes is presented in a separate box
plot for each value of z attempted. For an explanation
of the box plot structure, see Figure 3.1.

This analysis demonstrates that there is a significant price in terms of runtime when

considering higher possible MOIs for a set of observations.

3.2.3.3 Sensitivity to Parameters smnc and mfl

Finally, we now consider the effect of two user-selected parameters on the running time

of the algorithm. Each parameter is explicitly intended to control the number of compu-

tations executed in searching for solutions and thus have a direct effect on the running

time.

The first parameter is smnc. Recall that this parameter defines the number of nodes

chosen at a particular level that have children at the next level in the tree. Figure 3.10

displays the relationship. Here, we see an almost perfect, positive linear relationship

between the parameter smnc and the tree search runtime. Clearly, there is a price to pay

in runtime when setting smnc to a relatively high level. Again, the means on the left are
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Source: RunSimPar_consol_20150427−19h47m27s.rdata

(b) Runtime Distribution

Figure 3.10: Runtime of Tree Searches versus smnc. The left figure
plots the mean runtime versus smnc. On the right, the
distribution of the runtimes is presented in a separate
box plot for each smnc implemented. For an explanation
of the box plot structure, see Figure 3.1.

higher than the medians due to outliers. There is an open question regarding to what

extent a low value for this parameter will eliminate the consideration of good solutions

in certain cases; this is explored in the next section.

The second parameter is mfl. Recall that this parameter sets the maximum number

of levels at which the estimated proportions for each solution are allowed to “float” or be

recomputed. Once this limit has been reached, the proportions are fixed for the remaining

levels of the tree. Figure 3.11 displays the relationship.

The significance of fixing the proportions for a solution is that once this has been done

at a particular level, that will be the last level at which the algorithm will use NNLS to

estimate the proportions based on all loci filled to that point. For all future levels, the

proportions are fixed and the only computation is determining the error. As this latter

computation is less computationally expensive than NNLS, setting mfl to a low level is a

choice that will accelerate the completion of the tree with a possible loss in the accuracy

of the proportions. However, as discussed in §3.2.1.4, when mfl = ∞ and is thus not

enforced, the change in proportions from one level to another quickly tapers off.

The conclusion of this section is that the smnc and mfl parameters can be effectively
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(a) Mean Runtime
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(b) Runtime Distribution

Figure 3.11: Runtime of Tree Searches versus mfl. The left figure
plots the mean runtime versus mfl. On the right, the
distribution of the runtimes is presented in a separate
box plot for each mfl implemented. For an explanation
of the box plot structure, see Figure 3.1.

used to reduce the running time of the LITSE algorithm.

3.2.4 Accuracy Analysis

In this section, we investigate the accuracy of the SSI routine. How “good” are the

solutions this routine proposes? Can it find always find the correct solution for an

observation and what factors influence its ability to do so? Because the LITSE algorithm

will typically suggest many solutions for the same observation, among which we would

expect the true solution to be included, these questions can be rephrased as follows: How

reliable is the LITSE ranking of solutions by error? How accurate are the solutions that

LITSE ranks near the top? And what factors does this accuracy depend on?

Recall that in the SSI step, there is no concept of the probability of a solution being

correct. The goal of the step is to identify the most accurate solutions – among all

possible solutions – whose probabilities will be determined in the SSR step that follows.
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Nevertheless, in this section we view the SSI step as an end in itself and assess its

performance.

This section is restricted to cases where all observations have complete information

(i.e., allele proportions for each locus). This condition will be relaxed in §3.3.

The section is organized as follows. As before, we first specify the configuration of the

simulation run. Second, we investigate the detection of the MOI among all solutions for

a given observation. Third, we define several measures of accuracy used in later sections

and, fourth, we investigate the accuracy of the solutions produced. To put LITSE’s

performance in perspective, we compare it to that of IMH, which is described in §2.5.4.1.

3.2.4.1 Configuration of Simulation

The parameter settings for this simulation are presented in Table 3.7.

Parameter Setting

nl 10,20,30
ll 3,10
hpn 10,20,30
no 10,15,20
maxmoi 4
c 100,200,1000,1e9
br 0
mfl 5
smnc 10,15,20,30
hmnc 50
mer Inf
am 2
mi 0
inst 1

Table 3.7: Simulation Settings: SSI Accuracy. Each parameter in
the “Parameter” column was tested for each value in in
the corresponding entry in the “Settings” column. Each
combination of the parameter settings is tested inst times.

The total number of trials is thus equal to the product of the number of settings for

each parameter times the value for inst. This means a total of

3× 2× 3× 3× 1× 4× 1× 1× 4× 1× 1× 1× 1× 1 = 864
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trials, each having ten, fifteen, or twenty observations.

Including the value 3 among the set for ll will tend to encourage the “doubling

up” of alleles at each locus, since each haplotype will have relatively few alleles from

which to choose. The range of values for c are intended to cover cases with high (100),

medium, and low (1e9) measurement error. As mentioned earlier, br is left at 0 since

the significance of missing data is best explored in §3.3. The value of hmnc is sufficiently

high that it has no effect in this simulation. Once again, the values for mer and mi are

such that they are irrelevant in this run.

Table 3.8 presents a summary of the simulation run, which is slightly larger than that

for analyzing the runtime.

Quantity Value

Number of Observations 12960
Number of Trees 29834
Number of Trees per Observation 2.30
Number of Solutions 4687177
Average Tree Size (Number of Nodes) 19316

Table 3.8: SSI Accuracy: Simulation Stats. The number of trees is
slightly below 12960 · 3 = 38880 because all solutions in
some trees were deemed invalid; this occurred when all
solutions for the tree were deemed invalid when an MOI
higher than the true MOI was attempted. See §2.7.2.5 for
details.

3.2.4.2 Detecting the True MOI

As a first test of the algorithm, we investigate how LITSE might detect the correct MOI

for an observation when we have several possible MOIs from which to choose.

Figure 3.12 depicts the distribution of the observations in the simulation run by true

MOI and the maximum locus length. Recall that the former will always be greater than

or equal to the latter. The cases where the true MOI is strictly greater than the maximum

locus length are those where all loci in the observation feature “doubling up” of alleles;

that is, in the true solution each locus has one or more allele repeats. Reviewing the

figure, it is apparent that for true MOIs of 1 or two, the maximum locus length equals
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Figure 3.12: Distribution of True MOIs in Simulation. Each obser-
vation in the simulation will have a true MOI and a
maximum locus length. The figure shows the distribu-
tion of the true MOI/max locus length combinations in
the simulation. Combinations where the maximum lo-
cus length is strictly less than the true MOI represent
cases of “doubling up”.

the true MOI in all cases. This is logical; for true MOIs of 1, there is only one haplotype

and thus all loci lengths (and thus the maximum) must equal 1. For true MOIs greater

than 1, the maximum locus length must always be greater than 1 since the haplotypes

must differ at at least one locus. However, it is possible, as witnessed in this simulation,

to have a maximum locus length equal to 2 even when the true MOI is greater than 2.

In the simulation, there is a wide cross section of combinations present.

Recall that the SSI procedure will typically try a total of am + 1 different MOIs
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for an observation, starting at the minimum possible MOI, which is the maximum locus

length.2 The exception is when the solutions for an attempted MOI are all invalid or there

is insufficient improvement in the error (as checked using the mer parameter), at which

point the algorithm ceases to check new MOIs for the observation. In this simulation,

since mer = ∞, meaning that any improvement (or even deterioration) at one MOI

compared to its predecessor is accepted, an MOI and its successors are excluded only if

all solutions for the MOI are deemed invalid. Using this approach, it is critical that the

LITSE algorithm retain the true MOI for an observation and reject as many invalid MOIs

as possible. Figure 3.13 shows the results. The algorithm has retained all true MOIs,

as indicated by solid green (“retain”) bars in the “E” column in each cell, with a cell

representing the results for a particular combination of the parameter c and true MOI.

This is a positive result. We also see that the algorithm has retained every MOI less

than the true MOI.3 For MOIs greater than the true one, we see several things. First,

when the true MOI is one, all attempts using a higher MOI are rejected; this is because

any solution with an MOI greater than one will by necessity have duplicate haplotypes,

making it invalid. Second, when the value of the c parameter is high, indicating very

little measurement noise, such cases are rejected about 50% of the time for true MOIs

of 2, 3, and 4. Ideally, we would have rejected all cases where the attempted MOI was

different from the true one; thus this first pass classification of MOIs is suboptimal.

Related to the above, a complicating factor is that the errors of the solutions may

on average decrease as the estimated MOI increases; intuitively, this is because as the

number of assumed haplotypes increases, the algorithm has more flexibility in fine-tuning

the construction of specific haplotypes to mirror the observed allele proportions (assuming

that such a solution remains valid). Any such property will contaminate the computation

of the estimation of the MOI for the observation, as represented in equation (2.51), since

inflated values for the MOI will tend to carry better fits with the observed data and

thus higher probabilities for fX(l)|U(l)(x(l),u(l)), defined in equation (2.18). This effect is

actually beneficial for the MOIs below the true one; they will be downweighted in the

2am = 2 in this simulation.
3This result is in fact implied by the previous result. For the algorithm to evaluate and retain the

true MOI, it must have evaluated and retained any lower MOIs along the way.
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Figure 3.13: Preliminary Classification of MOI. This figure shows
the outcome (categorization) of the initial filtering for
each MOI considered for each observation. Each MOI
for each observation is either retained or rejected. The
MOIs are grouped according to whether they are L(ess)
than, E(qual) to, or G(reater) than the true MOI.

likelihood equation. It is detrimental for those above the true MOI, and an additional

method will be proposed to detect such cases.

This behavior is depicted below for all valid MOI instances.4 Figure 3.14 shows how

the minimum error for each observation in the current simulation varies as the estimated

MOI increases when we separate the results by the concentration parameter c and the

true MOI, with a single line linking the results per observation. The results are somewhat

4In this simulation, since mer =∞, an MOI is omitted only if all solutions are deemed invalid.



153

100 200 1000 1e+09

4.355170e−33

7.518831e−33

1.068249e−32

1.384615e−32

1.700981e−32

0.0000

0.0005

0.0010

0.0015

0.0020

0.00

0.01

0.02

0.03

0.00

0.01

0.02

0.03

1
2

3
4

1 2 3 4 5 6 1 2 3 4 5 6 1 2 3 4 5 6 1 2 3 4 5 6
EstMOI

M
in

 E
rr

or
Path of Minimum Error by Estimated MOI

Faceted by C value (colummns) and True MOI (rows)

Source: sim.results.consol.20151029_14h08m17s.rds

Figure 3.14: Minimum Error by Estimated and True MOI. For each
observation and for each estimated MOI for that obser-
vation, we record the minumum error among all solu-
tions at that estimated MOI. We then plot, per obser-
vation, the path of this minimum error over the three
estimated MOIs used for that observation. The results
are faceted by true MOI (vertically) and the value of c
(horizontally).

difficult to extract from the figure because in each pane there are many lines close to one

another. Nevertheless, in most cases, the minimum error declines as the estimated MOI

increases, particularly for higher MOIs.

Figure 3.15 presents the same data in a simpler format. Here, the data have been nor-

malized and averaged to more easily view the typically pattern of the minimum error over

different values for the estimated MOI. We again see that the minimum error typically
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Figure 3.15: Mean Normalized Minimum Error by Estimated and
True MOI. For each observation and for each estimated
MOI for that observation, we record the minumum er-
ror among all solutions at that estimated MOI. We then
normalize these averages by setting the value at the true
MOI equal to 1 and expressing the values for the other
MOIs as a ratio to 1. Finally, we then plot the path of
this normalized average over the three estimated MOIs.
The results are faceted by true MOI (vertically) and the
value of c (horizontally).

decreases as the estimated MOI increases, yet this effect tends to flatten out after the

true MOI has been reached. For cases with essentially no error, corresponding to c =1e9,

the effect is even greater: the minimum error bottoms out at the correct MOI and rises

again for higher MOIs. The reason for this behavior is that when the LITSE algorithm

finds the correct solution, in the absence of any variance this correct solution implies no
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error relative to the observed allele proportions.

The primary result here is that as the estimated MOI increases, the improvement

tends to flatten out or disappear altogether. To this end, we propose that the LITSE al-

gorithm use a control parameter – which we term the maximum error ratio or mer – to

discard what are likely to be solutions from inflated estimates of the MOI.

The parameter mer is used as follows. For each observation and all solutions for that

observation at a particular MOI, the LITSE algorithm identifies the minimum error. As

it progresses through the set of MOIs, it computes this figure for the latest MOI. When

the ratio between this figure at one MOI and that of its predecessor is greater than mer,

the LITSE algorithm discards the results from that MOI and stops considering higher

MOIs. Otherwise, the results are retained and the algorithm moves on to the next MOI,

assuming that there are MOI left to try given the value set for am. Informally put, we

view this latter situation as a case where there is sufficient evidence that the true MOI

may be at least this latest MOI attempted.

Example 3.1 (Use of mer). Assume that mer has been set to 0.5 and am has been set

to 2. These parameters will hold for all observations.

Consider an observation whose maximum locus length is 3. Given this, we know that

the true MOI is at least 3 and possibly greater. Given the value for am, this means we

will consider a maximum of three MOIs: 3, 4, and 5 for that observation.

The algorithm will first compute all solutions for an assumed MOI of 3. Assume

that the lowest error among all solutions is εmin,3. The algorithm will then compute

all solutions for an assumed MOI of 4. If the lowest error among all solutions for this

assumed MOI, εmin,4, is greater than mer · εmin,3 = 0.5εmin,3, then the results are discarded

and we keep only the results for the assumed MOI of 3. Otherwise, we retain the results

for the assumed MOI of 4 and then compute solutions for an MOI of 5. We perform the

same check again. If εmin,5 > 0.5εmin,4, then we discard the results (but still retain those

for MOIs of 3 and 4). Otherwise, we retain the results for the MOI of 5 as well. Since

3 + am = 3 + 2 = 5, we have completed the highest MOI we will attempt and do not

attempt higher MOIs regardless of the results of this last check.
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What value to use for mer in practice remains an outstanding question. Figure 3.16

plots the percentage of times the algorithm stops at the correct MOI for an observation

in the simulation over varying values of mer. The value of mer that produces the highest
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Figure 3.16: Percent MOIs Correct by mer. Each panel shows the
percentage of observations for which the stopping MOI
was determined correctly (i.e., the algorithm stopped at
the correct MOI) for each value of mer tested. The re-
sults are faceted by true MOI (vertically) and the value
of c (horizontally).

accuracy varies somewhat depending on the true MOI – for true MOIs of 2 and 3 it

appears that a value close to zero is optimal while for a true MOI of 4 a value of 0.2

appears best. The value of 0.20 appears to be a good compromise and it is this value

that will be implemented when testing the SSR procedure in §3.3. In other words, a



157

proposed MOI will be considered only if its lowest error is at least 80% lower than that

of the preceding MOI.

3.2.4.3 Measures of Accuracy

Before analyzing the accuracy of the solutions in §3.2.4.4, we first define several measures

of accuracy that will be used to assess the LITSE algorithm.

In all cases, we will compute the accuracy of an individual proposed solution vis-à-vis

the corresponding true solution for that observation.

For the following definitions, let Ĥ = {ĥ1, ĥ2, . . . , ĥEstMOI} be a proposed solution set

of haplotypes and let H = {h1, h2, . . . , hTrueMOI} be the true solution against which H(ŷ)

will be evaluated.

3.2.4.3.1 Correct Solution

A solution is deemed to be correct if and only if it matches the MOI and haplotype

composition of the true solution, where the “true solution” is the set of haplotypes that

actually generated the observed allele proportions. Note that a solution can be correct

even its proposed proportions are incorrect.

3.2.4.3.2 Recall

As a general metric, recall measures the percentage of true positives that are classified

as such using a particular method like LITSE. Applying this principle to our problem, we

define recall as,

Recall(Ĥ) := |Ĥ ∩H|/|H| (3.1)

In words, equation (3.1) is defining recall as the number of haplotypes found in both

the proposed and true haplotype sets divided by the number of haplotypes in the true

solution. Since |H| is the number of haplotypes in the true solution, it is simply equal to

what we have been calling the true MOI. By construction, Recall(Ĥ) ∈ [0, 1].

Note that the haplotype proportions – either true or estimated – play no role in the

computation of recall.
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Example 3.2 (Recall). First, let the true solution for an observation be

H =

Num L1 L2 L3 L4 L5 Prop

1 1A 2B 3A 4D 5C 0.34

2 1B 2A 3A 4C 5E 0.15

3 1B 2B 3C 4D 5C 0.51

Here, |H| = 3; i.e., the true MOI equals 3. The row ordering of the three haplotypes has

been determined by the haplotypes’ column-wise definitions; that is, first by the column

for locus 1, then for locus 2, and so on.

While setting the order of the haplotypes in the table is a somewhat arbitrary choice,

performing this ordering using locus column entries from left to right makes it easier to

search for a specific haplotype in either a true or proposed solution.

Now consider the following candidate solutions.5

First, let

Ĥ1 =

Num L1 L2 L3 L4 L5 Prop

1 1A 2B 3A 4D 5C 0.30

2 1B 2A 3A 4C 5E 0.17

3 1B 2B 3C 4D 5C 0.53

Here, we see that the proposed haplotypes are exactly the same as those in the true solu-

tion. This implies that every haplotype in H has a match in Ĥ1. While the proportions

are not exactly correct, this is irrelevant for the recall calculation. Thus

Recall =
3

3
= 1.

Next, let

Ĥ2 =

Num L1 L2 L3 L4 L5 Prop

1 1A 2B 3A 4D 5C 0.68

2 1B 2A 3C 4C 5E 0.32

We notice immediately that the proposed MOI is lower than the correct MOI. Thus there

is no possibility of achieving a perfect recall. The first haplotype in H has a match in

5While all of these candidate solutions are feasible, we ignore their relative likelihoods. They are
simply presented as illustrations. They represent a subset of all the candidate solutions that would be
proposed by LITSE.
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Ĥ2 while the second and third do not, so

Recall =
1

3
.

Next, let

Ĥ3 =

Num L1 L2 L3 L4 L5 Prop

1 1A 2B 3A 4D 5C 0.30

2 1B 2A 3A 4C 5E 0.16

3 1B 2B 3C 4D 5C 0.52

4 1B 2B 3C 4D 5E 0.02

This time, the proposed MOI is greater than the correct MOI. Each of the three haplo-

types in H is matched by an entry in Ĥ3. Thus,

Recall =
3

3
= 1.

Note that Ĥ3’s recall was not penalized by suggesting an invalid haplotype in position 4.

However, a penalty will be realized in the precision calculation below.

Finally, let

Ĥ4 =

Num L1 L2 L3 L4 L5 Prop

1 1A 2A 3A 4D 5C 0.10

2 1A 2B 3A 4D 5C 0.30

3 1B 2A 3A 4C 5E 0.16

4 1B 2B 3C 4D 5E 0.44

Once again, the proposed MOI is greater than the correct MOI. This time, the first

haplotype in H is matched by the second in Ĥ4 and the second haplotype in H is matched

by the third in haplotype in Ĥ4. The third haplotype has no match in Ĥ4. Thus,

Recall =
2

3
.

3.2.4.3.3 Precision

As a general metric, precision measures the percentage of proposed positives that are

correct. Applying this principle to our problem, we define precision as,

Precision(Ĥ) := |Ĥ ∩H|/|Ĥ| (3.2)
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By construction, Precision(Ĥ) ∈ [0, 1].

Example 3.3 (Precision). Using the same true solution and proposed solutions from

Example 3.2, we get the following results.

For Ĥ1, all the proposed haplotypes have matches in H. So Precision(Ĥ1) = 3/3 = 1.

For Ĥ2, the first of the proposed haplotypes has a match while the second does not.

So Precision(Ĥ2) = 1/2.

For Ĥ3, the first three proposed haplotypes have matches while the fourth does not.

Thus Precision(Ĥ3) = 3/4. Indeed, before performing any comparisons, we know that

a proposed solution with an excessive estimated MOI must have a precision less than 1

since at least one proposed haplotype must be incorrect.

For Ĥ4, only the second and third of the proposed haplotypes were correct. So

Precision(Ĥ3) = 2/4 = 1/2.

On the basis of the previous two examples, we make the following two points regarding

recall and precision:

1. A solution is correct if and only if both its recall and precision equal 1.

2. The proposed solution Ĥ4 demonstrates a case of both low recall and precision.

Indeed, a proposed solution could have a recall and precision both equal to 0.

3.2.4.3.4 Proportional Recall

Note that in the definition of Recall in equation (3.1), a true haplotype must be matched

across all loci to be considered “detected” in candidate solution. In cases where the

number of loci is relatively large, say 20-30, this means a true haplotype will be considered

absent from a proposed solution if only a single locus is mismatched despite a very high

proportion of locus matches. As a result, the “strict” recall Recall may understate the

quality of a proposed solution.

A separate metric, PropRecall, exists to address this issue. It is defined as follows,

PropRecall(Ĥ) =

∑|H|
i=1(#loci shared by hi and closest haplotype in Ĥ)/L

|H|
(3.3)

where L is the number of loci. By construction, PropRecall(Ĥ) ∈ [0, 1].
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Given its definition,

PropRecall(Ĥ) ≥ Recall(Ĥ),

since the latter can be viewed as a more restrictive version of the former, where the

summand in the numerator is counted only on a perfect match.

From equation (3.3) it is clear that we will need to compare each haplotype in H

against each haplotype in Ĥ (or at least until we find a perfect match, at which point

there is no sense in continuing comparisons for that haplotype).

Example 3.4 (Proportional Recall). Using the same true solution and proposed

solutions from Examples 3.2 and 3.3, we note that L = 5 and obtain the following results.

For Ĥ1, because of the relationship between Recall and PropRecall and the finding

that Recall(Ĥ1) = 1, it follows that PropRecall(Ĥ1) = 1.

For Ĥ2, we need to assess each of the three true haplotypes against the two proposed

haplotypes. We already know from Example 3.2 that the first haplotype inH has a perfect

match; thus the corresonding summand will equal 1 in the denominator in equation

(3.3). For the second haplotype in H, the number of matching loci alleles versus the two

proposed haplotypes is 1 and 4, respectively; thus the summand for the second haplotype

is 4/5 = 0.8. For the third haplotype, the number of matching loci alleles versus the two

proposed haplotypes is 3 and 2, respectively; thus the summand for the second haplotype

is 3/5 = 0.6. Combining these results, PropRecall(Ĥ2) = (1 + 0.8 + 0.6)/3 = 0.8.

For Ĥ3, similar to Ĥ1 and for the same reasons, PropRecall(Ĥ3) = 1.

For Ĥ4, we already know from Example 3.2 that the first two haplotypes in H have

a perfect match; thus their corresonding summand will equal 1 in the denominator in

equation (3.3). For the third haplotype in H, the number of matching loci alleles versus

the four proposed haplotypes is 2, 3, 1, and 4, respectively. Thus the summand for the

second haplotype is 4/5 = 0.8. For the third haplotype in H, the number of matching loci

alleles versus the two proposed haplotypes is 3 and 2, respectively. Thus the summand

for the third haplotype is 3/5 = 0.6. Combining these results, PropRecall(Ĥ4) = (1 +

1 + 0.8)/3 = 0.93.
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This example illustrates an important point for PropRecall: haplotypes in a proposed

solution can in theory be aligned against more than one haplotype in the true set of

haplotypes.

3.2.4.3.5 Proportional Precision

The precision analog to PropRecallis defined as follows,

PropPrecision(Ĥ) =

∑|Ĥ|
i=1(#loci shared by ĥi and closest haplotype in H)/L

|Ĥ|
(3.4)

As for the preceding metrics, by construction PropPrecision(Ĥ) ∈ [0, 1]. We have an

analogous relationship between PropPrecisionand Precision, namely,

PropPrecision(Ĥ) ≥ Precision(Ĥ),

for the same reason underlying the relationship between PropRecall and Recall.

Example 3.5 (Proportional Precision). Continuing with the same true solution

and proposed solutions from Examples 3.2 and 3.3, we obtain the following results.

For Ĥ1, due to the relationship between Precision and PropPrecision and the finding

that Precision(Ĥ1) = 1, it follows that PropPrecision(Ĥ1) = 1.

For Ĥ2, we need to assess each of the two proposed haplotypes against the three

true haplotypes. We know from Example 3.3 that the first haplotype in Ĥ has a perfect

match against the first haplotype in H; thus the corresonding summand will equal 1

in the denominator in equation (3.4). For the second haplotype in Ĥ2, the number

of matching loci alleles versus the two proposed haplotypes is 1 and 4, respectively.

Thus the summand for the third haplotype is 4/5 = 0.8. Combining these results,

PropPrecision(Ĥ2) = (1 + 0.8)/2 = 0.9.

For Ĥ3, the first three haplotypes have perfect matches in H and thus have a corre-

sponding summand of 1. For the fourth, the number of positions matched against the

three true haplotypes is 2, 2, and 4, respectively; thus the corresponding summand is

4/5 = 0.8. So PropPrecision(Ĥ3) = (1 + 1 + 1 + 0.8)/4 = 0.95.

For Ĥ4, we already know from Example 3.3 that haplotypes numbered 2 and 3 in

Ĥ4 have a perfect match; thus their corresonding summand will equal 1. For the first
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haplotype in Ĥ4, the number of matching loci alleles versus the three true haplotypes is

4, 1, and 2, respectively. Thus the summand for the first haplotype is 4/5 = 0.8. For

the fourth haplotype in Ĥ4, the number of matching loci alleles versus the two proposed

haplotypes is 2, 2, and 4, respectively. Thus the summand for the fourth haplotype is

4/5 = 0.8. Combining these results, PropPrecision(Ĥ4) = (0.8 + 1 + 1 + 0.8)/4 = 0.9.

3.2.4.4 Accuracy of Solutions

In this section, we investigate the accuracy of the SSI procedure. There are two primary

questions that we attempt to answer:

1. What is the relationship between a solution’s rank and its accuracy, as defined in

§3.2.4.3? On what factors does this relationship depend?

2. What is the relationship between a solution’s rank and its likelihood (for now, in

an informal sense) of being the correct solution if we assume that we know the true

MOI? On what factors does this relationship depend?

Regarding the second question above, in reality, the MOI will need to be estimated.

Section §3.3 will loosen this assumption by applying the technique in §3.2.4.2 for this

estimation. In addition, while the number of solutions will vary from observation to

observation and is partially dependent on the runtime parameter settings, typically only

the top solutions for any observation have a chance of being correct.

To put the remainder of this section in perspective, first consider the profile of all

errors for the solutions generated in this simulation run, as depicted in Figure 3.17, broken

down by the error rate in the observed data as dictated by the parameter c. We see a

positive skewness in the distribution with a concentration near zero and a long tail to

the right, a pattern more significant for higher values of c. The distribution is presented

in alternative format in Table 3.9.

3.2.4.4.1 Relationship between Rank and Measures of Accuracy

In this section, we investigate how a solution’s error, as defined in §2.7.2.4.1, and accuracy,

as defined in §3.2.4.3 interrelate.
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Figure 3.17: Error Distribution. The figure represents a density plot
of the errors for all solutions.

Quantile EquivPercent Value

0 0% 0.0000
1 20% 0.0002
2 40% 0.0006
3 60% 0.0016
4 80% 0.0034
5 100% 0.0911

Table 3.9: Quantiles of Errors.

Recall that within the SSI procedure, error is the only criterion by which we can
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evaluate a solution.6 Given the ultimate aim to discover and focus on solutions that

are “accurate”, it is important that a meaningful relationship exist between the relative

error (i.e., rank) and correct solution. To investigate this, we consider each of the four

accuracy measures in turn.

To separate the effects of choosing the correct MOI versus choosing an accurate

solution within the correct MOI, in the following discussion we assume that the correct

MOI has been identified. These two effects will be allowed to interact in section §3.3.

First consider Figure 3.18, which investigates the relationship between rank and recall

when the correct MOI is attempted. The figure is divided into 16 cells or panels, each

corresponding to a combination of values for c and smnc. The horizontal axis represents

the rank of a solution for an observation among all solutions for that observation at

the same MOI; we treat ranks 1 through 4 separately and combine rank 5 with all

higher ranks. In each cell, for each of the five bins, the distribution among the realized

recall values is displayed in a stacked bar chart, with darker values representing superior

performance. The recall values are discrete in this case and are a function of the true

MOIs that were used in this run. As reported in Table 3.7 for the parameter maxmoi,

these were 1 through 4. An MOI of 1 has possible recall values of 0 or 1; for 2, the

possible values are 0, 0.5, and 1; for 3, they are 0, 0.333, 0.667, and 1; and for 4, they are

0, 0.25, 0.5, 0.75, and 1. The union of these possible values thus represents the complete

set of recall values that will be witnessed over all solutions in the simulation. Because of

the structuring of the simulation, which performs the runs on the Cartesian product of

all tested parameter values, each cell and each bin can witness any of the possible recall

values.

There are several comments to make regarding Figure 3.18. First, there is a clear

inverse relationship between rank and recall. This is evident in the direct relationship

between rank and the skewness towards low recall values, which take on lighter shades in

the figure. This relationship appears to hold for all panels in the figure, and is consistent

with our expectations. It is also evidence in support of the LITSE algorithm, which uses

error to guide the construction of solutions with high recall (among other properties such

6When considering the overall algorithm, in particular the EM component, this will change.
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Figure 3.18: Rank vs. Recall. The results are faceted by smnc (ver-
tically) and the value of c (horizontally). Each panel
shows a bar chart for the combination. Each bar chart
shows the distribution of the recall results for each of
the bins.

as precision). Second, as the variance of the allele proportions decreases, corresponding

to higher values of c as one moves rightward across the columns in the figure, the recall

of the solutions in any bin increases. This is again as expected: when the variance of

the observed proportions is low (high), meaning they deviate little (greatly) from the

truth, they are a good (poor) guide to the true haplotype construction. Finally, there

is no apparent improvement in recall performance as smnc increases. We know from

§3.2.1.3 that as smnc increases so does the number of solutions. It may be the case that

higher values of smnc are simply permitting the inclusion of primarily low recall solutions.
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Overall, the results can be viewed positively and consistent with expectations regarding

the relationship between rank and recall.

Second, Figure 3.19 presents analogous results for precision for the same simulation

run. Because we have restricted the solutions considered to those with the correct MOI,
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Figure 3.19: Rank vs. Precision. The results are faceted by smnc (ver-
tically) and the value of c (horizontally). Each panel
shows a bar chart for the combination. Each bar chart
shows the distribution of the precision results for each
of the bins.

it can be shown that recall and precision are identical in this case.7 Nevertheless, we

show the computed results as empirical evidence of this relationship.

7Since all solutions have the correct MOI, it follows that |H| = |Ĥ| for all solutions Ĥ. Therefore,
the denominator in equations (3.1) and (3.2) are the same in this case. Since the numerators are always
identical, the two quantities are equal.
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Next, Figure 3.20 investigates the relationship between rank and proportional recall.

Here, while proportional recall is still a discrete variable, the number of possible values

is much greater than with the “pure” recall depicted in Figure 3.18. Nevertheless, we

present the results in the same format and ssee a similar pattern. As the variance
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Figure 3.20: Rank vs. Proportional Recall. The results are faceted by
smnc (vertically) and the value of c (horizontally). Each
panel shows a bar chart for the combination. Each bar
chart shows the distribution of the proportional recall
results for each of the bins.

decreases, the distribution of proportion recall skews rightward for all ranks.

Finally, Figure 3.21 depicts the relationship between error and proportional precision.

The results are identical to those for proportional recall for the same reason as the equality

between recall and precision when the estimated MOI is correct.
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Figure 3.21: Rank vs. Proportional Precision. The results are faceted
by smnc (vertically) and the value of c (horizontally).
Each panel shows a bar chart for the combination. Each
bar chart shows the distribution of the proportional pre-
cision results for each of the bins.

Overall, we view the results of this analysis as confirmatory of the basic approach of

the LITSE algorithm. There is a clear inverse relationship between a solution’s error and

its accuracy. This is particularly true for cases where the variance is very low, where the

results are essentially perfect.

3.2.4.4.2 Relationship between Rank and Correct Solution

In this section, we investigate how a solution’s rank relates to the general frequency (or

“likelihood”) with which the solution is correct. Thus we attempt to determine where in
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a series of solutions the correct solution lies.

To this end, Figure 3.22 depicts the split between the observations for which the

algorithm did and did not identify the correct solution somewhere among the list of all

solutions, and Table 3.10 presents the precise percentages for the same results. We see
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Figure 3.22: Discovery of Correct Solution. Each panel shows the dis-
tribution of the split. The results are presented by value
of c (horizontally) and are faceted by smnc (vertically).

that both variables influence the ability of the algorithm to include the correct solution.

In particular, the ability of the algorithm to find the correct solution improves as the

error decreases. As the smnc increases, there is a slight improvement in the discovery,

particularly for the case with low error. These results are consistent with expectations

and previous results, though the low degree of improvement with higher values of smnc is
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smnc c = 100 c = 200 c = 1000 c = 1e+ 09

10 47.9 54.0 73.8 94.2
15 57.0 59.3 73.2 91.2
20 56.0 58.8 74.6 94.4
30 55.1 61.0 77.0 94.3

Table 3.10: Percentage of Observations with Correct Solution Discov-
ered.

surprising.

For those observations for which the correct solution was found, Figure 3.23 depicts

the position or rank of the correct solution. Each rank is colored separately, with the

colors starting at dark blue (for rank 1, i.e., the solution with the lowest error) passing

through turquoise and finishing with light green. There are several comments regarding

these results. First, we see that as the error decreases, the degree to which the correct

solution lies past 1 decreases as well. At one extreme, for c = 100, for only 60-70% of

the cases (depending on smnc) is the rank 1. At the other extreme, for c = 1e9, in all

cases the rank is 1. This is as expected; low variance cases imply that the observed

allele proportions are a good guide to determining the correct solution. Second, as

smnc increases, the range of the rank of the correct solutions is generally wider, as

evidenced by taller non-blue strips in the bar charts of the lower panels; the exception

is the column for c = 1e9, where as mentioned the rank is always 1 and there is no

perceivable difference among the smnc values.

3.2.4.4.3 Typical Paths to Correct Solution

The preceding discussion investigated the rank of the correct solution at the bottom level

of the tree but did not investigate how the algorithm arrived at the solution while passing

through the tree. As a final analysis of the performance of the SSI routine, we look at the

paths typically taken through the tree to get to the correct answer when it is included

among all solutions. A path through the tree is the sequence of the ranks, one for each

level from the root to the leaf level, of each node through which the solution passed. For

example, if a solution at the bottom level is arrived at by passing through nodes each of
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Figure 3.23: Rank of Correct Solution. Each panel shows the distri-
bution of the rank in the cases where the correct solution
was found. The results are presented by value of c (hor-
izontally) and are faceted by smnc(vertically).

which ranked first in terms of error at its respective level, then the path is a sequence of

1’s of length equal to the number of levels in the tree. This analysis will shed some light

on the extent to which the algorithm needs to deviate from a greedy path (i.e., always

take the node with the lowest error) to the bottom to include the correct solution.

In this discussion, we refer to a node as having “low” rank when the numerical value

of the rank (and hence the relative error) is small. Thus low (high) rank nodes are those

that appear the most (least) attractive when constructing a tree.

For the set of observations represented in Figure 3.23, a sample of the set of paths
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leading to the correct solution is included in Table 3.21 in the Appendix and a com-

plete list can be found at www.stat.berkeley.edu/~curt/litse/uniquepaths.html.

As seen on that webpage, there are 388, 245, and 182 unique paths for Nl = 10, 20, 30,

respectively, found among the correct solutions in the simulation.

To investigate when paths deviate from a greedy one, first consider Figure 3.24. In
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Figure 3.24: Frequency of Ranks. Each panel shows the distribution
of the ranks at each level in the tree for all paths leading
to a correct solution for an observation. The ranks are
color coded on the right. The results are presented by
number of loci (horizontally) and c (vertically).

this figure, each of the ranks represented in the data is given a separate color on the

spectrum from dark blue (for rank 1) passing through turquoise and ending at light

www.stat.berkeley.edu/~curt/litse/uniquepaths.html
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green (for high ranks). A complementary view of the same data is presented in Figure

3.25.

10 20 30
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Figure 3.25: Distribution of Ranks. Each panel shows the distribu-
tion in boxplot form of the ranks observed at each level
in the tree for all paths leading to a correct solution for
an observation. The results are presented by number of
loci (horizontally) and c (vertically).

We see from both figures that the vast majority of paths pass through low rank

values exclusively, as indicated by the predominance of dark blue in each of the bars in

the first figure and the concentration near 1 in the second. In cases where the path to a

correct solution deviates significantly from the low ranks, evidenced by greater light green

shading for such levels in the first figure and more outliers in the second, the location

of this deviance appears to depend on the value for c. When the variance is lowest,
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i.e., where c = 1e9, the few cases where the path deviated from the lowest rank path

occur near the top of the tree rather than at the bottom. For high variance (low c), the

deviation appears to occur more frequently near the bottom of the tree.

3.2.4.4.4 Comparison to IMH Algorithm

In the final section for the SSI simulation exercise, we look at LITSE’s relative perfor-

mance.

To evaluate this, we apply the IMH algorithm to the same set of simulated data and

compare the results. As outlined in §2.5.4 and discussed in detail in [6], the IMH algorithm

shares the same goal as LITSE and features four variants. It uses the same input infor-

mation, with the exception that two variants assume the existence of allele frequencies.

Since all four variants showed nearly identical accuracy in simulations in [6] and allele

frequencies are not always available, we choose the first IMH variant8 as the comparison

method.

Recall that a major weakness of the IMH method is that it assumes the correct solution

has an MOI equal to the longest locus for an observation. Therefore, it will never identify

the correct solution when this is not the case.

Since the IMH algorithm produces only one solution per observation, we compare this

solution to the top ranked solution (which is not always correct) from LITSE for all four

levels of variance. Figure 3.26 and Table 3.11 show the results for the four measures

of accuracy over various combinations of smnc(which is relevant only for LITSE) and

c (which is relevant for both). We see that in nearly all cases (precision when c = 100

being the only exception), LITSE outperforms IMH, although the improvement can be

modest. This explains why the Figure’s results for the first two values of c appear to

overlap each other. The improvement of LITSE is particularly noteworthy when c = 1e9.

Both algorithms perform better as the variance decreases, but as evidenced in the Figure,

the density for high values of recall and precision are significantly more concentrated

around 1 for LITSE than for IMH. Neither algorithm appears sensitive to the number of

loci in question.

8Estimate haplotype proportions using only maximum locus block, no allele frequencies used.
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(d) Prop Precision

Figure 3.26: Performance Comparison - LITSE vs. IMH. The four sub-
plots show the distribution of the performance of each
algorithm for varying combinations of c and smnc. In
all cases, only solutions known to have the correct MOI
are included. For IMH, there is one such solution per
observation; for LITSE, only the top-ranked solution is
assessed.
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IMH LITSE
Measure c Mean Median Mean Median

Recall 100 0.515 0.333 0.519 0.500
200 0.563 0.667 0.569 0.667

1000 0.696 1.000 0.719 1.000
1e+09 0.863 1.000 0.950 1.000

Precision 100 0.520 0.500 0.519 0.500
200 0.568 0.667 0.569 0.667

1000 0.700 1.000 0.719 1.000
1e+09 0.871 1.000 0.950 1.000

Prop Recall 100 0.891 0.950 0.895 0.950
200 0.906 0.978 0.912 0.983

1000 0.939 1.000 0.953 1.000
1e+09 0.968 1.000 0.992 1.000

Prop Precision 100 0.893 0.950 0.894 0.950
200 0.908 0.978 0.912 0.983

1000 0.941 1.000 0.953 1.000
1e+09 0.970 1.000 0.991 1.000

Table 3.11: Mean and Median Accuracy for LITSE and IMH. The table
displays the mean and median performance for all four
measures of accuracy across all settings for c.

Next, we assess the relative ability of each algorithm to detect the true solution. Fig-

ure 3.22 displayed the percentage of cases in which LITSE detected the correct solution

and Figure 3.23 demonstrated that in such cases the correct solution is nearly always

ranked first among all potential solutions. As such, we perform a comparison similar to

that performed earlier in this section. Once again, we restrict the results to observations

where the greatest locus length equals the true MOI; only for such cases does the IMH al-

gorithm have a chance of detecting the correct solution. We then compare the frequency

with which the top-ranked LITSE solution for the correct MOI is the correct solution

versus the corresponding frequency for IMH. Table 3.12 displays the results. Consistent

with the previous results, the performance of the two algorithms is essentially the same.

As before, each algorithm performs best with lower variance and a lower number of loci.

As mentioned at the outset, the assessments in this section are biased in favor of

IMH for two reasons:
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LITSE IMH
c 10 20 30 10 20 30

100 0.567 0.531 0.500 0.566 0.531 0.500
200 0.638 0.563 0.517 0.640 0.563 0.520

1000 0.767 0.746 0.681 0.768 0.750 0.687
1e+09 1.000 1.000 1.000 1.000 1.000 0.999

Table 3.12: Solution Detection for LITSE and IMH. Each figure is the
percentage of observations (whose maximum locus length
equals its MOI) detected by either IMH or the first ranked
solution of LITSE.

1. They are restricted to cases where IMH assumes the correct MOI.

2. They consider only the top ranked solution from LITSE, even though it has been

demonstrated that the algorithm can detect correct solutions using solutions with

lower rankings.

Regarding the first condition, this will fail to be the case whenever the longest locus is

strictly less than the true MOI; in other words, when there is “doubling up” across all

loci. Section §3.3 will perform a more natural comparison, where both algorithms will be

faced with an observation and will be tested for their ability to detect both the correct

MOI and the correct solution within that MOI.

3.2.5 Conclusion

The LITSE algorithm’s SSI procedure serves to identify which MOIs will be considered

for an observation and, within such MOIs, identifies potential solutions using a greedy

search. It operates on each observation individually, before feeding the individual so-

lutions detected to the EM component of the algorithm, where they will be analyzed

jointly.

For the detection of the correct MOI, we typically witness a “hockey stick” behavior

in terms of the minimum error over the MOIs attempted in increasing order, with a

bend at the correct MOI. The mer parameter is designed to detect this bend and end the

attempt of higher MOIs once this bend has been achieved.

Within an MOI, the SSI procedure’s accuracy and ability to detect the correct solution
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improve with

1. a decreasing variance/error, as modeled by the parameter c, and/or

2. a decreasing number of loci nl

These features will be investigated further in the next section.

3.3 Simulation on Entire Algorithm

Having investigated the performance of the algorithm’s SSI phase, we now consider the

performance of the entire algorithm. This implies increasing the scope to include the

SSR phase as well. Recall that in this phase, the probabilities of the individual solutions

are estimated for each observation through the use of an implementation of the EM

algorithm.

In section §3.2, the focus was on the estimation of the solution for each observa-

tion separate from all other observations. This reflected the nature of the SSI phase, in

which each observation is treated separately when identifying potential solutions using

the tree-based search. The set of potential solutions is fixed in the SSI phase. In the SSR

phase, each solution is assigned a probability, which is a function of both its fit with the

observed data and the estimated probability of its (1) MOI (using a model stipulating

a particular distribution for this quantity among all infected individuals) and (2) com-

ponent haplotypes (using a model specifying the haplotype frequency in the population

of all haplotypes). These last two probabilities are computed using information from all

observations; thus the accuracy of the estimate of the probability of a single solution is

dependent on both the other potential solutions for the same observation and the poten-

tial solutions identified for all other observations in the same trial. This interdependence

must be considered when structuring the simulations.

The benefits of using information across observations extend to the imputation of

missing locus data. Recall from section §2.7.3 that the algorithm borrows haplotype

information from other observations when imputing missing locus information for a given

observation.

Recall from §2.7 that the outputs of the LITSE algorithm are an estimate for each of

the parameters c, p, and π and a set of proposed solutions, each with a probability, for



180

each observation. This simulation attempts to answer the following questions:

1. How well does the algorithm identify the true MOI of a solution? On what does

this depend?

2. Is the probability assigned to a solution a good indicator of its (unknown) recall

and precision, in both classic and proportional form? What does this depend on?

3. Similarly, is a solution’s probability truly indicative of its chance of being the correct

solution?

3.3.1 Configuration of Simulation

The parameters used in this simulation are the same as in previous simulation runs.

However, the configuration will differ somewhat from that used for the SSI phase. Because

this simulation is intended to test the functioning of the entire algorithm, it is larger than

its predecessors in terms of number of parameter value combinations and thus number

of trials.

The configuration is presented in Table 3.13. We deliberately vary the following

parameters to test the algorithm’s sensitivity to them. All of these parameters have

been set in previous runs, though sometimes to values that renders them irrelevant for a

simulation trial.

1. nl, the number of loci. The results in §3.2.4.4 suggested that the accuracy of the

algorithm suffers slightly as the number of loci increases.

2. ll, the number of possible alleles per locus. This will be deliberately set to include

low values (in particular, 3) to ensure that some cases represent complete doubling

up of alleles across all loci.9

3. hpn, the number of different strains in the haplotype population. On the one hand,

it might be expected that the estimate of haplotype population frequencies will

be more accurate when there are few strains, particularly given a fixed number of

observations. Yet at the same time, the number of different strains must be high

enough to approximate a multinomial distribution.10

9In particular, the situation where the true MOI exceeds the value ll guarantees that all loci will
double up, since the maximum locus length is bounded above by ll.

10Recall that it is assumed that the selection of MOI different haplotypes to infect an individual
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Parameter Setting

nl 10,20,30
ll 3,10
hpn 20,30,40
no 20,30,50,100
maxmoi 4
c 200,1000,1e9
br 0,0.01,0.05
mfl 5
smnc 20
hmnc 50
mer 0.2
am 2
mi 30
qvd 0.005
inst 1

Table 3.13: Simulation Settings: Overall. Each parameter in the
“Parameter” column was tested for each value in in the
corresponding entry in the “Settings” column. Each com-
bination of the parameter settings is tested inst times.

4. no, the number of observations in a trial. Because the algorithm shares information

across observations, we would expect its accuracy to improve as the number of

observations increases.

5. c, the concentration parameter. This parameter controls the degree of variance, or

error, around true allele proportions; high (low) values imply low (high) variance.

It was demonstrated in the previous section that the accuracy of the algorithm

improves as the value of c increases.

6. br, the rate at which loci information is blank. On a 0 to 1 scale, this equates to the

probability that a given locus for a given observation has missing allele information.

Previously, this parameter was set to 0, thus ensuring that all observations had

complete information. Here, we allow it to vary from 0 to 0.1. We expect that the

is governed by the multinomial distribution. Yet the multinomial distribution assumes sampling with
replacement, an impossibility in this case given that each haplotype can be chosen. Thus the true
distribution is hypergeometric, which converges to the multinomial as (in this implementation) the
number of haplotypes passes to infinity.
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accuracy of the algorithm will suffer as the value of this parameter rises.

Previously, these parameters were largely ignored, with the exception of the expected

finding that the number of observations influenced linearly the runtime of the algorithm.

The following parameters will be set to single values, based in part on results witnessed

in previous simulation runs.

1. maxmoi, the maximum true MOI allowed for an observation. This will be set to

4, as in previous simulation runs, for all trials in this run. Note that this is the

maximum MOI possible. In each trial, a distribution of MOIs from 1 through 4

will be created and the algorithm will estimate this distribution.

2. mfl, the maximum float level. To decrease runtimes, this value will be set to 5 for

all trials. It was demonstrated earlier that this haplotype proportions vary little

after level 5 in the tree, and ending the NNLS routine underlying this estimation

will increase the speed of the algorithm.

3. smnc, the soft maximum number of nodes chosen. This will be set to 20. Previ-

ous results suggested that there are minimal benefits from increasing this value,

especially for low variance trials.

4. hmnc, the hard maximum number of nodes chosen. This will be set to 50, as before.

5. mer, the maximum error ratio used to detect the correct MOI. As discussed in

section §3.2.4.2, this will be set to 0.2 for all trials.

6. am, the number of additional MOIs considered above the minimum. This will be

set to 2, as before.

7. mi, the number of iterations in the SSR phase. This now becomes relevant and will

be set to 30, rather than zero as was the case in the previous simulation where it

was intended to avoid any SSR iterations.

8. inst, the number of instances per parameter combination. This will be set to 5,

an increase from previous runs.

9. qvd, the minimum change in the value of the Q(Θ(t)|Θ(t−1)) function, as stated in

equation (2.33), from one iteration to the next that will permit the EM component

to perform a new iteration (up to mi). Thus qvd and mi jointly form the stopping
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criteria for the EM component.11 This value will be set to 0.005, a suitably small

value based on an informal observation of the path of the value of Q(Θ(t)|Θ(t−1))

during exploratory runs.

As before, the configuration implies a certain number of trials, in this case,

3× 2× 3× 4× 1× 3× 3× 1× 1× 1× 1× 1× 1 = 648

trials, each having from 20, 30, 50 or 100 observations. Table 3.14 presents a summary

of the simulation run.

Quantity Value

Number of Observations 12780
Number of Trees 16324
Number of Trees per Observation 1.28
Number of Solutions 720587
Average Tree Size (Number of Nodes) 2406

Table 3.14: Simulation Stats: Overall Accuracy. The number of trees
is below 12780·3 = 38340 because some trees were deemed
invalid and others were dropped because they failed the
mer check; this occurred when all solutions for the tree
were deemed invalid when an MOI higher than the true
MOI was attempted. See §2.7.2.5 for details.

3.3.2 Procedure of Simulation

The procedure followed in the simulation is similar to that for the SSI phase. Each trial

represents the application of the algorithm to a set of data from a particular environment

and with a particular group of settings.

Given a value for hpn, the simulation routine randomly creates this number of dis-

tinct haplotypes to form a population and draws from this population when assigning

haplotypes to an individual. Each haplotype is randomly given a population frequency

such that the frequencies across the hpn haplotypes sum to 1.

As stated above, in a trial the parameter maxmoi determines the maximum true MOI

that an observation in that trial can take. Given maxmoi, the simulation trial randomly

11Q(Θ(t)|Θ(t−1)) serves as a proxy for the likelihood of the overall data given the parameter estimates.
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generates a true p vector for the distribution of MOIs such that p1 = 0 and
∑

i pi = 1.

When generating observations in a trial, the MOI for each individual is randomly assigned

using the p vector. This approach is taken because one of the tasks of the simulation is

to determine the extent to which LITSE can correctly estimate p. In addition, for trials

where br > 0, randomly chosen loci will be dropped from an observation’s set of observed

allele proportions according to the parameter’s setting; for example, if br = 0.05, then

each locus has 1/20 chance of being dropped.12

Once the observations are generated for a trial, the procedure is at first identical to

that followed for the SSI simulation. Namely, each observation is subject to a series of tree

searches, one per accepted MOI, to generate possible solutions. Once determined, the

solutions remain fixed for the remainder of the algorithm. At this point, the SSR phase

begins, during which the probability for each solution and estimates for the parameters

c, π, and p are initially computed and then refined in each iteration. In previous runs,

these parameters were used to generate data only; here, they are used to generate data

and then the data-induced estimates computed by LITSE are then checked back to the

true values to assess the estimates’ accuracy.

3.3.3 Illustration of a Single Simulation Trial

Before presenting the results of the simulation, it is useful to illustrate the details of a

single run. The concepts in this illustration will then be used in discussion the general

results over all trials later in the section.

For the illustration, consider the trial with the configuration in Table 3.15. This trial

nl = 10 ll = 10 hpn = 20 no = 20
maxmoi = 4 c = 1e9 br = 0 mfl = 5
smnc = 20 hmnc = 50 mer = 0.2 am = 2
mi = 30 qvd = 0.005

Table 3.15: Configuration of Illustration Trial.

12The simulation ensures that it is never the case that the same locus is dropped for all observations
in the run.
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was chosen because the characteristics of its components (e.g., hpn) are limited enough

that it will be reasonably straightforward to visualize what the algorithm is doing.

For this illustrative trial, first consider the evolution of the proxy for the likelihood

function, the functionQ(Θ(t)|Θ(t−1)). This is the primary criterion by which the algorithm

judges whether additional iterations are improving on the estimation exercise. It is

expected that this value will monotonically increase with the iteration number, with the

rate of increase declining such that the increase is imperceptible after some point. The

evolution for the trial of interest is presented in Figure 3.27. The result is as expected: a
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Figure 3.27: Evolution of Q Function in Illustration Trial.

curve that steeply rises initially and then flattens as the iteration number increases. In

this case as for all trials, the setting mi = 30 was in force; yet the procedure stopped at

i = 8, indicating that the stopping criterion qvd = 0.005 terminated the iterations.

Next, consider the estimates of the parameters p, π, and c, which will evolve over the

iterations. Regarding p, the parameter values of the true MOI are presented in Table

3.16. Since maxmoi = 4, the maximum true MOI across all observations was 4. As for
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MOI p

1 0.41
2 0.09
3 0.47
4 0.03

Table 3.16: Illustration Trial - True MOI Parameter p

all trials, the setting of the p parameter vector was done randomly. In this particular

trial, MOIs of 1 and 3 have the highest parameter setting; in other trials, this will be

different.

The evolution of the estimation of p is presented in Figure 3.28. The algorithm will
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Figure 3.28: Evolution of p Estimate in Illustration Trial. The es-
timates for all feasible MOIs begin the same and then
diverge to different values after the first round.

initially assign an equal frequency to each feasible MOI of the entire run. Since there

was an observation with a maximum locus length of 4 and am = 2, this means that each

of the MOIs from 1 through 6 will get an initial estimate of 1/6. After the first iteration,
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when the potential solutions for each observation are considered in re-estimating p, the

estimated frequency for pi, i = 5, 6 are set to zero while the others remain strictly positive.

In this case, the estimates are quite accurate although estimates for 2 and 4 are slightly

inflated at the expense of 3.

Regarding π, the true frequencies for the hpn = 20 haplotypes generated are presented

in Table 3.17. The ID for each haplotype, when present in the table, is its ID among

ID L1 L2 L3 L4 L5 L6 L7 L8 L9 L10 Freq

1 9 1 4 4 5 6 8 8 5 0.006
1 10 3 1 6 9 9 10 9 2 0.030

50 2 2 2 7 8 5 5 2 6 5 0.108
97 2 2 5 4 4 6 4 2 8 2 0.294
265 2 6 6 8 9 6 5 2 1 5 0.044
345 2 9 8 8 7 2 4 8 8 7 0.027
359 2 9 10 7 4 2 1 2 5 7 0.027
415 3 2 4 4 4 8 5 5 3 8 0.037

3 2 4 9 4 2 4 4 7 7 0.010
431 3 6 5 9 2 8 9 2 3 9 0.030
453 3 8 1 8 7 5 1 1 10 5 0.026
522 3 8 8 8 4 8 8 10 1 7 0.076

3 10 10 3 6 1 1 8 3 2 0.046
4 6 8 9 3 8 4 7 9 1 0.025

542 4 6 10 4 8 8 2 8 5 2 0.030
570 7 7 10 7 6 6 5 3 10 2 0.025
573 7 8 5 3 2 1 2 5 10 7 0.005
591 7 10 5 3 6 8 5 5 8 1 0.065
630 10 4 9 1 6 1 8 6 5 2 0.046
648 10 10 2 7 4 6 2 6 8 5 0.046

Table 3.17: Illustration Trial - True Haplotype Frequencies The ID
column refers to unique ID among all haplotypes consid-
ered. Haplotypes without an ID were not considered in
the trial.

a total of 648 distinct haplotypes identified as components of the potential solutions

across all 20 observations. Those haplotypes without an ID the table were not proposed

by the algorithm as part of any solution. While this is initially concerning, further

inspection reveals that only fifteen of the twenty haplotypes were actually used in one

or more of the twenty observations in the trial with the remaining five omitted. It is
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precisely these five that lack an ID.13 Of the 648 suggested haplotypes, each began with

an estimated population frequency of 1/648 = 0.00154. One of the tasks of the SSR phase

is to correctly estimate the population frequencies of the haplotypes during its iterations.

Figure 3.29 presents the evolution of this estimation across all haplotypes. Given the
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Figure 3.29: Evolution of π Estimate in Illustration Trial. The evolu-
tion of all haplotypes is plotted. The fifteen true haplo-
types in color converge to non-zero values. The non-true
haplotypes in gray converge quickly to zero, as evidenced
by overlapping lines running to zero by the second iter-
ation.

high number of haplotypes, the figure color codes only the fifteen true haplotypes while

leaving the other 939 in gray. At first, all haplotypes begin with the same estimated

value (the aforementioned 0.00154). Thereafter, all fifteen true haplotypes (with lines

overlapping in some cases) rise above this initial value at iteration number 2 with only the

true haplotypes having a non-negligible estimated proportion by iteration 6. Compared

13We note that the five haplotypes are among those with the lowest frequencies in the population. In
addition, there were only twenty observations in the entire trial; a trial with more observations would
have a greater chance of including a broader range of true haplotypes.
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to their true frequencies, the haplotypes appear in approximately the right order, though

there appears to be a bias towards the middle: high frequency haplotypes such as #97

are underestimated while low frequency haplotypes such as #573 are overestimated. This

may be a reflection of the relatively small sample size and the use of the multinomial

distribution for what is a sampling without replacement.14

The final parameter to estimate is the vector c, with one entry per locus. Recall that

in this trial c(l) = 1e9 for all loci l = 1, . . . , nl. Each iteration of the EM component

reestimates the value of each ci by finding the zero of the first derivative documented in

equation (2.60); there is no initial estimate. The results of the estimation are presented in

Figure 3.30. The pattern is similar for all loci: the estimate remains low for the first three
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Figure 3.30: Evolution of c Estimate in Illustration Trial.

or four iterations before jumping to close to the true value. Thereafter, the estimates

appear to change little. The mean of the final estimates appears close to the true value

14See §2.6.1.2.
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of 1e9, with the great majority of the estimates falling within 75% to 150% of the true

value.

Regarding the actual solutions proposed for the observations in the trial, it is useful to

first examine the position of the true solution among all solutions for the same observation

in terms of conditional probability, which was formally defined in (2.43). This corresponds

to the value in equation (2.42) for any solution. The expectation is that the correct

solution will appear near the top among all solutions for the observation and present

with a value close to 1. This probability is a function of several components – the

likelihood for the true MOI, the likelihood for the true haplotypes, and the likelihood

for the fit with the observed data – and all three will need to be competitive among all

solutions for the true solution to rank highly. The results for the trial run in question

are presented in Figure 3.31. Each of the 20 observations had the correct solution among
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Figure 3.31: Distribution of Conditional Probability for Correct So-
lution.

all solutions proposed, but we see that in the three cases the probability assigned to the

correct solution was significantly less than one. In all three cases, the correct solution
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scored highly in terms of likelihood as captured in the numerator of equation (2.43); yet

at the same time the algorithm accepted the next higher MOI (3 in one case and 4 in

two cases) because the ratio of minimum errors was in the range 0.096 to 0.157, below

mer = 0.2. There were additional solutions at these MOIs that fit the data equally well,

resulting in a relatively high value for the denominator of (2.43) for the observation.

Loosely speaking, the relative probability for the correct solution was “drowned out” by

other good solutions (which ideally would have been excluded through the use of the

mer parameter).

3.3.4 Runtime

Section §3.2.2 analyzed the sensitivity of the runtime of the solution identification com-

ponent of LITSE to various factors including number of loci, number of observations,

etc.

This section compares the relative component runtimes of the entire LITSE algo-

rithm and investigates the sensitivity of the overall algorithm’s runtime to the number

of observations and the number of EM iterations.

Figure 3.32 presents a number of figures depicting the nature of runtime of the algo-

rithm over various parameters.

3.3.4.1 Runtime Composition

It is first interesting to consider the proportion of total runtime each major component

of the algorithm represents. There are two major components of the algorithm: the SSI

routine and the SSR routine (which includes the EM procedure). In addition, the SSC

routine is a third routine relevant only when the algorithm detects missing information.

We see in Figure 3.32(a) that the SSR routine represents by far the greatest proportion

of runtime. A further analysis reveals that this is due to the M step in which the

parameters are reestimated. In particular, it is the reestimation of the c parameter,

which is done iteratively due to the lack of a closed form solution, that accounts for the

majority of this time.
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(c) Number of Loci
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(d) Number of Solutions

Figure 3.32: Runtime Sensitivity to Factors. All figures are presented
at the level of a simulation trial.

3.3.4.2 Sensitivity to Runtime Environment

Next, we look at several key environmental factors and confirm their influence on the

runtime of the entire algorithm. The second through fourth panels of Figure 3.32 present

the results for all three factors investigated.
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3.3.4.2.1 Sensitivity to Number of Observations

As before, we would expect the runtime to increase linearly with the number of observa-

tions in the trial. Figure 3.32(b) demonstrates that this is indeed the case.

3.3.4.2.2 Sensitivity to Number of Loci

Similarly, we would expect the runtime to increase linearly with the number of loci in

the trial. This is for two reasons. In the SSI phase, the number of loci will determine

the depth of the tree; in the SSR phase, the number of loci represents the number of

calculations the M step must perform each round to reestimate the c parameters. Figure

3.32(c) demonstrates that this relationship indeed holds.

3.3.4.2.3 Sensitivity to Number of Solutions

The relationship here is a bit more complicated. We would expect a positive relationship

between the two, since a high number of solutions across all observations in a trial will

suggest a long runtime for two reasons: larger trees in the SSI phase and a greater number

of solutions over which to maximize the parameter c in the SSR phase. Figure 3.32(d)

suggests that there is only a loose positive relationship between these two variables; this

appears particularly true for higher levels along the x axis, where the data points are

sparser.

3.3.5 Accuracy

In this section, we look at the accuracy of the solutions produced by the LITSE algorithm.

In particular, we now have probabilities associated with solutions, which was not the case

when we looked at accuracy in §3.2.4.

We also look at the accuracy of the underlying parameters to the model – p,π, c –

which are estimated iteratively in the SSR phase.
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3.3.5.1 Estimation of Solutions

Section §3.2.4 established the relationship between the rank of a solution and its accuracy

(as measured by recall, precision, and their proportional versions). We now look at the

relationship between the likelihood of the solution and its accuracy.

There are two additional differences in the present assessment versus §3.2.4. First,

we are now assessing solutions across several MOIs, whereas previously solutions were

assessed only within the same MOI. Second, we have introduced the possibility of missing

data, which is modeled using the parameter br. The assessment will cover both aspects.

We first look at the distribution of the computed likelihoods for all solutions, as

depicted in Figure 3.33 and Table 3.18. We see that the vast majority of solutions have
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Figure 3.33: Distribution of All Likelihoods.
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Quantile
0.2 0.5 0.75 0.9 0.95 0.99 1

Value 3.97E-229 3.32E-13 1.03E-05 5.67E-04 7.46E-03 6.30E-02 1.00E+00

Table 3.18: Quantiles of Likelihoods. For the series of values in the
header row, the ”Value” row shows the relevant quantile.

a very low likelihood, less than 0.01. In the far right of Figure 3.33 there appears to be

a slight uptick, indicating a small group of solutions with very high likelihood.

3.3.5.1.1 Inclusion of Correct Solution

The first question we ask is similar to that first posed in §3.2.4.4.2; namely, to what

extent does the LITSE algorithm include the correct solution among all solutions? We

have already answered this question in section §3.2.4.4.2 for the case where there are

no missing data across observations. Here, we extend this analysis to cases where some

degree of observed locus proportions is missing. We define this “blank percentage” for an

observation as the percentage of the loci for which such information is missing. Thus if we

are considering 30 loci and an observation has all locus information, its blank percentage

is 0; if it is missing information for 2 loci, its percentage is 2/30 = 0.0667.

Figure 3.34 shows the results, faceted by variance. This figure presents the percentage

of all observations with a particular blank percentage that had a correct solution among

all solutions identified. As expected, as the blank percentage increases, the average

discovery rate decreases, though there are some kinks in the curve. Once the blank

percentage reaches the value of approximately 0.2, for example 6 loci out of 30 with

missing data, the correct solution is no longer found. Somewhat surprisingly, the results

appear relatively constant across all values of c; one might have expected the performance

to have been noticeably better for trials with low variance.

3.3.5.1.2 Relationship between Likelihood and Accuracy Measures

Finally, we consider the relationship between likelihood and the four accuracy measures

introduced in §3.2.4.3. Figure 3.35 shows results for all four measures of accuracy. The

approach to constructing the plots was as follows. A sample of 100,000 solutions was
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Figure 3.34: Inclusion of Correct Solution.

drawn from the total pool of all solutions (over all observations in all simulation trials)

as documented in Table 3.14. The sample is meant to be representative of all solutions

but small enough to feasibly be plotted using the ggplot library in R. The mean of each

of the four accuracy measurements is then computed for every observed likelihood in the

sample. Each mean is then plotted in the relevant subfigure. Within any of the four

subfigures, there are nine panels, each including the points for a particular combination

of br (a measure of the “gappiness” in the data, with higher values indicating more

frequent cases of missing locus data) along the horizontal dimension and c (a measure of

variance) along the vertical dimension.

In each panel in each subfigure, a natural pattern to be expected is an upward sloping
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Figure 3.35: Likelihood and and Accuracy Measures. Each of the
four subfigures focuses on one of the measures of accu-
racy. All four are derived from the same random sample
of size 100,000 from the total set of solutions (as docu-
mented in Table 3.14). A sample was taken because of
the impracticality of plotting all solutions in a figure.

set of points from the bottom left corner to the top right corner. Such a pattern would

indicate that on average low (high) likelihood points score poorly (well) in terms of



198

the relevant accuracy measure. The question is to what extent we see such a pattern

depending on the measure, gappiness, and variance in question. In subfigures 3.35(a)

and 3.35(b), corresponding to recall and precision, this pattern is somewhat more evident

when the c is high (variance is low) but with no obvious trend when moving from low

gappiness to higher gappiness. Overall, the results in these first two subfigures do not

suggest a strong relationship between likelihood and the measure in question.

The situation with the third and fourth subfigures, corresponding to the proportional

versions of these measures, is much more encouraging. Here, we see the desired pattern

in all of the panels. The strong concentration of points near the left axis of each panel

is simply a manifestation of the heavy concentration of low likelihood solutions as docu-

mented in Figure 3.33. This effect does not appear to depdend on either the gappiness

or variance.

Overall, we conclude that there is evidence that the likelihood of a solution is a good

indicator of its proportional recall and precision.

3.3.5.2 Estimation of Parameters

This section analyzes the performance of the LITSE algorithm in terms of the estimation

of the parameters – p,π, c – that govern the distributions of the component variables

in the model. These parameters were introduced sequentially in §2.6 and summarized in

§2.6.1.7.

In any trial run, each of the parameters will be estimated iteratively as outlined in

§2.7.4.2. The main concern here is the extent to which the estimations converge to the

true underlying parameter values and what this depends on.

3.3.5.2.1 Number of Iterations

By way of background, it is interesting to view the distribution of the number of iterations

the SSR routine performs. Recall that a hard limit of 30 has been imposed on the number

of iterations, with the procedure finishing earlier if the difference in the value of the Q

function falls below a threshold.
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Figure 3.36 shows the distribution of the number of iterations performed across the

trials in the simulation run. We see that the majority of the trials end in five to eight
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Figure 3.36: Number of Iterations. The distribution of the number
of iterations in the SSR (EM) procedure.

iterations, with a very few taking the full 30. There is no noticeable difference by blank

rate br or variance c.

3.3.5.2.2 Measure of Similarity

All three parameters, in either true or estimated form, are vectors. As such, it is conve-

nient to adopt a scalar-valued metric to assess the degree to which an estimated vector

and true vector agree. We propose using the L2 norm of the difference between the true
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and estimated versions of the same vector,

D(ρt, ρe) = ‖ρt − ρe‖2 (3.5)

where ρt is the true vector of interest and ρe is an estimate.

Using such a metric, we compute the value in (3.5) at each iteration for each trial

and present the paths below.

An alternative measure of similarity, the Renkonen measure, is presented in §3.D.

This method is a common choice to measure the similarity in proportion vectors.

Note that among the parameters of interest, p and π are proportion vectors while

the c vector is not.

3.3.5.2.3 Performance of Algorithm

Using the metric defined in equation (3.5), we now consider the performance for each of

the three parameter estimates. Figure 3.37 presents the results in three subfigures. In

each case, the results are faceted by the total number of observations in the trial. We

are interested in determining to what extent this factor influences the typical path of the

error for a parameter. In each case, the iteration number is on the horizontal axis and

the error, as measured in equation (3.5), is on the vertical axis. The vertical scale has

been fixed in each subfigure to facilitate the comparison between the different facets.

In viewing the subfigures, it is apparent in three ways that the algorithm benefits

from larger sample sizes. First, we see that the number of iterations needed increases

as the number of observations decreases; this is apparent when we look at the length

of the horizontal lines from facet to facet. Second, as indicated by the vertical height

of the lines, the overall level of error is lower for larger sample sizes; the lower number

of iterations does not come at the expense of higher errors. Third, the pattern of error

evolution over the iterations increases in stability as the number of observations increases.

In several isolated cases, in particular for the parameter p, we see a wandering path before

convergence. In other cases, particularly for c, we see the error increase from its initial

level before stabilizing. We see no such erratic behavior for larger samples. These results

are intuitive: the observations serve as samples from a distribution, and we would expect

the performance of our estimator to improve in line with the sample size.
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(c) Parameter c

Figure 3.37: Path of Estimate Errors by Number of Observations.
Each line represents the path for a single trial for the
parameter in question.

Finally, we consider the same analysis varying the haplotype population size. Figure

3.38 presents the results in the same format. This time, we do not see a distinctive

pattern with regard to the haplotype population size. There is no clear trend as the size

increases, and we see some erratic behavior at each of the levels of this variable. There
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(c) Parameter c

Figure 3.38: Path of Estimate Errors by Haplotype Population Size.
Each line represents the path for a single trial for the
parameter in question.

does not appear to be evidence that the population size makes a difference in terms of

the accuracy of the estimation.
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3.4 Conclusion on Simulation Results

This chapter performed a series of simulations, each structured to assess the accuracy

and runtime performance of the LITSE algorithm with respect to a series of parameters.

The exercises in this chapter support the following conclusions,

1. The algorithm performs best in terms of accuracy with

a) low levels of variance, as measured by the c variable,

b) large sample sizes, as measured by the no variable, and

c) low levels of gappiness, as measured by the br variable.

2. In addition, the algorithm’s runtime is positively related with a number of factors

including,

a) “environmental” features characterizing the run such as,

i. the number of loci as measured by the parameter nl, and

ii. the number of observations as measured by no

with both appearing to have a linear effect, and

b) runtime parameters explictly designed to control the balance between an ex-

haustive search and an acceptable runtime including,

i. the maximum nodes chosen per level, as captured by the parameters

smnc and hmnc, and

ii. the maximum level at which the proportions are allowed to float, as con-

trolled by the mfl parameter.

The algorithm performed well against its closest competitor, the IMH algorithm, in an

artificial situation where all observations had a true MOI equal to the longest locus length.

In reality, as demonstrated in the simulation where haplotypes were drawn randomly, it

is expected that many observations will have true solutions where this condition does

not hold. A comparison of LITSE and IMH in such an environment would likely show a

superior performance on the part of LITSE.

Finally, one of the greatest challenges the algorithm faces is to identify the correct MOI

for an observation. The algorithm addresses this by monitoring the relative improvement

in fit as additional MOIs are attempted and terminating the search when the improvement
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falls below a user-defined level for the parameter mer, set to 0.2 in this simulation exercise.

In the next section, we perform a similar test of the algorithm, but this time with

real data generated by the Greenhouse Lab at UCSF.
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Appendices

3.A Identification of Characteristic cl Values for Simulation

In this section, we discuss the derivation of plausible values for cl to be used in the

simulations.

Recall from §2.6.1.6.2, and in particular equation (2.25), that the concentration pa-

rameter cl controls the variance of the observed proportions at locus l about their true

proportions (as determined by the underlying haplotypes and their proportions).

Since we want to make the simulated data used in the assessment of LITSE to be as

realistic as possible, we consider a set of real lab data where we have both observed and

true proportions for several loci across many observations. This dataset – dataLab– was

sourced by the Greenhouse Laboratory at the University of California, San Francisco.

Table 3.19 presents a summary of the data.

Feature Value

Number of Observations 132
Number of Loci 9
Loci Names “TA81”,“TA60”, “lyAlpha”,“TA1”,

“PFG377”, “Ara2”, “TA87”,“TA40”,
“1Pftpk2”

Table 3.19: Summary of dataLab. The data count 132 different ob-
servations across 9 different loci.

The aim is to estimate a value for cl for l = 1, . . . , 9. That is, for dataLab, the task

is to find a single cl for each locus l that explains the variance between the implied allele

proportions and the observed allele proportions. To this end, we compute a maximum

likelihood estimate for each cl separately using the likelihood equation for that locus

alone, based on (2.25), as follows,

ĉl = argmax
c∈(0,∞)

∏
j∈dataLab(l)

1

B(cα + 1)

d∏
i=1

ocαi
i , (3.6)

where l denotes the locus in question, dataLab(l) denotes the subset of rows in the

dataset relevant to the locus l, and d = 2 since by construction for all loci there will
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be exactly two non-zero alleles. As always, oi denotes an observed allele proportion and

αi denotes the corresponding expected allele proportion, to be discussed in more detail

below. Note that equation (3.6) uses a slight simplification of equation (2.25), since we

know by construction that both the observed and true proportions sum to 1.15

An extract of dataLab is included in Figure 3.39 as a snapshot of the relevant variable

used in the R programming environment. The columns “TrueProp1” and “TrueProp2”

contain the proportions of the haplotypes. Since there is no overlap in the alleles of

the haplotypes, these values equal the true allele proportions as well. The columns

“ObsProp1” and “ObsProp2” contain the actual proportions observed after certain pre-

processing.

Figure 3.39: Snapshot of Lab Dataset dataLab. This figure presents
the first five and last five rows of the data table of al-
lele proportions, true and observed, as generated in the
Greenhouse Lab. In all cases, the MOI of an obser-
vation equals 2. The column “ID” indicates the ob-
servation number, “Strains” indicates the names of the
strains/haplotypes, “Locus” indicates the locus in ques-
tion, “TrueProp1” and “TrueProp2” indicate the true
proportions of the two alleles present at the locus, and
“ObsProp1” and “ObsProp2” indicate the correspond-
ing observed proportions. Note that while the maximum
value of “ID” is 191, some numbers have been deleted
in the sequence, leaving 132 observations in total.

There are 1071 rows for 132 unique observations, and since the latter does not divide

the former, we know immediately that the sample sizes will vary somewhat from locus

to locus.

15In other words, we drop the case structure of the pdf.



207

When we compute the estimates for cl for each of the nine loci, we get the results

presented in Table 3.20. The range of estimated values for cl is roughly 200-250. The

Locus Count c

1 Ara2 130 204.39
2 PFG377 101 241.51
3 PfPK2 132 205.47
4 PolyAlpha 130 202.68
5 TA1 131 205.44
6 TA40 120 247.89
7 TA60 77 248.51
8 TA81 123 236.93
9 TA87 127 221.62

Table 3.20: The distribution of the counts is fairly even, with one lo-
cus noticeably below the others. Nevertheless, no locus
has an inappropriately low number on the basis of which
to estimate its c parameter. The range of c value esti-
mates will be used as a guideline during the simulation.

simulation exercise will ensure that the range of c values envelopes this range to ensure

the reasonability of the parameter values.
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3.B Supplementary Figures

3.B.1 SSI Performance for Top Solutions

0.00

0.25

0.50

0.75

1.00

0.00

0.25

0.50

0.75

1.00

0.00

0.25

0.50

0.75

1.00

0.00

0.25

0.50

0.75

1.00

10
15

20
30

100 200 1000 1e+09
cValue

P
er

ce
nt

ag
e

SolRecall

0

0.25

0.333

0.5

0.667

0.75

1

Recall Performance for Rank One Solutions with Correct MOI
Faceted by MNCS

Source: sim.results.consol.20151029_14h08m17s.rds

Figure 3.40: Recall/Precision Performance for Rank One Solutions of
Correct MOI. Constructed using only solutions whose
estimated MOI matched the true MOI. When the esti-
mated MOI equals the true MOI, the recall and preci-
sion are equal for a solution. The results are faceted by
smnc(vertically) and the value of c (horizontally). Each
panel shows a bar chart showing the distribution of the
recall/precision results for that panel.
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Figure 3.41: Proportional Recall/Precision Performance for Rank
One Solutions of Correct MOI. Constructed using only
solutions whose estimated MOI matched the true MOI.
When the estimated MOI equals the true MOI, the re-
call and precision are equal for a solution. The results
are faceted by smnc(vertically) and the value of c (hori-
zontally). Each panel shows a density plot showing the
distribution of the proportional recall/precision results
for that panel.
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3.C Supplementary Tables

3.C.1 Unique Paths to Correct Solution

NumLoci ID 1 2 3 4 5 6 7 8 9 10

10 1 1 1 1 1 1 1 1 1 1 1
10 2 1 1 1 1 1 1 1 1 1 2
10 3 1 1 1 1 1 1 1 1 1 3
10 4 1 1 1 1 1 1 1 1 1 5
10 5 1 1 1 1 1 1 1 1 1 8
10 6 1 1 1 1 1 1 1 1 1 12
10 7 1 1 1 1 1 1 1 1 1 13
10 8 1 1 1 1 1 1 1 1 1 16
10 9 1 1 1 1 1 1 1 1 1 32
10 10 1 1 1 1 1 1 1 1 2 2
10 11 1 1 1 1 1 1 1 1 2 3
10 12 1 1 1 1 1 1 1 1 2 6
10 13 1 1 1 1 1 1 1 1 3 3
10 14 1 1 1 1 1 1 1 1 3 4
10 15 1 1 1 1 1 1 1 1 3 15
10 16 1 1 1 1 1 1 1 1 4 4
10 17 1 1 1 1 1 1 1 1 5 5
10 18 1 1 1 1 1 1 1 1 5 21
10 19 1 1 1 1 1 1 1 1 6 51
10 20 1 1 1 1 1 1 1 1 7 7
10 21 1 1 1 1 1 1 1 1 9 9
10 22 1 1 1 1 1 1 1 1 11 11
10 23 1 1 1 1 1 1 1 1 11 23
10 24 1 1 1 1 1 1 1 1 15 31
10 25 1 1 1 1 1 1 1 2 2 2
10 26 1 1 1 1 1 1 1 2 2 4
10 27 1 1 1 1 1 1 1 2 2 9
10 28 1 1 1 1 1 1 1 2 3 3
10 29 1 1 1 1 1 1 1 2 4 4
10 30 1 1 1 1 1 1 1 3 3 3

Table 3.21: Sample of Thirty Paths to Correct Solution. The table
displays the first 30 unique paths for the case where the
number of loci equals 10. For the complete set of unique
paths for all numbers of loci investigated, see www.stat.

berkeley.edu/~curt/litse/uniquepaths.html.

www.stat.berkeley.edu/~curt/litse/uniquepaths.html
www.stat.berkeley.edu/~curt/litse/uniquepaths.html
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3.D Alternative Measure of Similarity

All three parameters, in either true or estimated form, are vectors. As such, it is conve-

nient to adopt a scalar-valued metric to assess the degree to which an estimated vector

and true vector agree. As introduced in §2.5.4 and used in related research, one such

metric is the Renkonen similarity measure [33] for proportional vectors,

SR :=
m∑
i=1

min(pi,1, pi,2) (3.7)

where m is the total number of entries in each vector and pi,j is the proportion of the

ith entry in the jth vector. In our implementation, we must make sure that both the

true and estimated vectors have the same occurrence of entries and that these align.

For example, in the case of π, the two vectors must agree on the exact sequence of all

haplotypes represented in each vector. If one vector has a non-zero entry for a haplotype,

the other must have an entry at the same location, with value 0 if appropriate.

Since by definition we must have pi,j ≥ 0 and
∑

i pi,j = 1, it follows that SR ∈ [0, 1].

The extreme case of 0 indicates no overlap at all in the proportions and thus a maximum

dissimilarity; conversely, the extreme of 1 indicates perfect alignment and the maximum

similarity. As such, a positive outcome in the estimation is to witness the SR increase

with each iteration.
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Chapter 4

An Application to Real Data

Having tested the LITSE algorithm on simulated data in Chapter §3, in this chapter we

demonstrate the application of the algorithm to a real world dataset from the Greenhouse

lab at UCSF.

In this exercise, a number of observations were generated by mixing known malarial

haplotypes in pre-determined proportions and then applying the usual platform to in

turn read the observed allele proportions for each locus and each observation.

Part of this process involves adjusting for “artifacts” present in raw allele proportion

data. This step is described briefly in §2.4.2 in this dissertation. As the LITSE algorithm

is intended for use after such artifacts have removed, the input to this exercise was

adjusted allele proportions using an approach adopted by the Greenhouse Lab.

Since this exercise is not a simulation, we do not have the ability to generate data

according to a large set of parameter combinations. However, it gives a flavor for how

the algorithm may be used in practice.

The remainder of this chapter describes the data in question, presents the results of

the application of the LITSE algorithm, and closes with a conclusion on the exercise.
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4.1 Data Description

This section describes the data used in the exercise. Details of the data can be found in

the Appendix §4.A and on the LITSE website, as described in more detail below.

4.1.1 Data Generation

The data were generated by identifying nine different strains and then creating observa-

tions by mixing either two or three strains in pre-specified proportions.

This implies that, as was the case in the simulation exercise in Chapter §3, all true

haplotypes are known and the true solution is known for each observation.

Contrary to the situation in Chapter §3, we do not model directly model any of the

three parameters p,π, c. Each of these parameters will be estimated by the LITSE al-

gorithm, but these estimates will not be compared against their true value (since this is

unknown).

4.1.2 Data Preprocessing and Cleansing

Recall from §2.4.2 that the data observed for an individual observation is a set of real-

valued peak heights for each locus using a fluourescence assay after amplification. Figure

4.1 presents a simple illustration of the data for one locus and one observation. In this

illustration, there are four distinct peaks, with each peak corresponding to a potential

allele reading for a particular base pair count (on the x axis). The heights of the peaks

are indicative of the proportions of the alleles, but are subject to two revisions:

1. Remove all artifacts. An artifact is defined as an observed peak for an allele that

does not actually exist for the observation. The identification and removal of arti-

facts is performed before the application of the LITSE algorithm and is beyond the

scope of this dissertation. In the illustration, for example, the second peak may

well be deemed an artifact and removed from the data, implying that there are in

fact only three true alleles expressed for that observation/locus pair.

2. Debias proportions. With the artifacts removed, only peaks deemed to represent

true alleles remain. However, it has been established that the relative peak height
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Figure 4.1: Sample Intensity Readings. There are four peaks in the
sample illustration, the second of which might be deemed
an artifact due to its low value and close proximity to a
much greater peak to the immediate left.

for an allele is not a perfect indicator of the allele’s proportion. Depending on the

locus, there is frequently a bias for either low base pair count or high base pair

count alleles. This is discussed in more detail in the Appendix.

4.1.3 Data Summary

With the corrections described in §4.1.2 completed, we now have a set of checked and

bias-adjusted observations.

A summary of the data environment is presented in Table 4.1 below. While the total
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Feature Number Note

Number of Haplotypes 216 See Table 4.5 in Appendix.
Number of Loci 24 See Table 4.6 in Appendix.
Number of Observations 176 See www.stat.berkeley.edu/~curt/litse/obsdata.html.

See www.stat.berkeley.edu/~curt/litse/obswhaps.html.

Table 4.1: Data Summary. The highlights of the data used in this
application exercise.

number of observations is 176, their completeness (or “gappiness”) varies significantly

from observation to observation. Table 4.2 profiles the gappiness in the sample, with each

column header specifying a particular level of completeness (e.g., exactly n complete loci)

and the entry in the “Count” row specifying the number of observations with that level

of completeness. Given the total number of observations, we see that only a minority

Number of Loci Complete
8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24

Count 1 2 1 3 3 4 5 4 9 3 7 7 20 19 35 35 18

Table 4.2: Observation Totals by Completeness. The table presents
the total count of observations for each level of comple-
tion. A higher number indicates greater completion. For
example, there are 3 observations with exactly 11 complete
loci.

are 100% complete (i.e., are included in the far right figure).

Figure 4.3 below presents the same information along the other axis; that is, it shows

for each locus how many of the observations have complete allele information for that

locus. The loci are presented in three columns and are sorted from most frequently

complete to least. For example, we see that the locus AS7 is the most complete among

all loci while the least common loci have coverage of less than half of all observations.

For a detailed display of each observation and for which particular loci the observation

has allele information, please view the table at www.stat.berkeley.edu/~curt/litse/

obsdata.html.

www.stat.berkeley.edu/~curt/litse/obsdata.html
www.stat.berkeley.edu/~curt/litse/obswhaps.html
www.stat.berkeley.edu/~curt/litse/obsdata.html
www.stat.berkeley.edu/~curt/litse/obsdata.html
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Locus Count Locus Count Locus Count

AS7 175 AS12 154 PfPK2 144
AS32 169 AS2 154 AS25 140
AS1 166 AS21 154 TA40 139
B7M19 162 Ara2 152 AS31 137
TA81 162 AS20 149 TA87 137
AS4 161 AS3 149 AS11 136
AS8 159 AS34 145 AS15 132
AS13 156 PFG377 144 TA1 71

Table 4.3: Locus Totals by Completeness. The table presents the
count of observations with complete allele information for
each locus. A higher number indicates greater completion.

4.2 Approach

The approach of this exercise is straitforward: we run the LITSE algorithm once on the

data in question with the parameters as outlined in Table 4.4 and analyze the results.

The parameters listed in the table are fewer than in the simulation sections of Chapter

Parameter Setting

mfl 100
smnc 30
hmnc 50
mer 0.2
am 2
mi 30

Table 4.4: Application Parameter Settings. These are the settings
used in single run in §4. Only runtime parameters need
to be set since other features of the run, e.g., number of
observations, are determined by the data themselves.

§3 because only runtime parameters – i.e., those that determine how the algorithm will

function in terms of breadth of search or number of iterations – need to be specified.

The exercise in this chapter can be viewed as a single trial in a simulation run, where

the environmental features, e.g., number of observations, loci, and haplotypes, have been

determined by the data and have been presented in §4.1.3.
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The present exercise differs from the simulations in that we test only a single set of

observations, with a fixed set of loci and haplotypes. In addition, we have no control over

the data generating parameters p,π, c. We do, however, know the correct solution for

each of the observations since the observations were constructed with known haplotype

mixtures.

4.3 Results

In this section, we describe the results of applying the method to the data. Given that we

cannot assess the accuracy of the parameter estimates p̂, π̂, ĉ, we focus on the accuracy

of the solutions for the observations in question.

Recall that, as documented in Table 4.2, the observations vary widely in terms of

their loci coverage, with some being complete and some missing a full two thirds of all

loci. We would naturally expect the accuracy of the estimates to decline as the gappiness

increases.

4.3.1 Inclusion of Correct Solution

The first question we ask is to what extent the algorithm is able to include the correct

solution among all proposed solutions for an observation. Figure 4.2 presents the results

for every level of gappiness witnessed in the data. The completeness is presented on the

x-axis and the percentage of times the solution was included in the set of solutions is

presented on the y-axis. We see that the results are roughly as expected, indicating that

the increasing completeness (or decreasing gappiness) found on the left hand side of the

x-axis does indeed help in including the correct solution. Note that these results are

complicated by the sparsity of the data, as indicated in Table 4.2; for example, there is

only a single example of an observation with only eight loci complete.
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Figure 4.2: Inclusion of Correct Solution. The figure plots the aver-
age inclusion rate as a function of the completeness of the
loci information.

4.3.2 Accuracy of Top Solution

The primary question we ask is how the solutions performed in terms of the four accu-

racy measures introduced in §3.2.4.3. This is depicted in Figure 4.3. We see that the

the algorithm performs well on these data in terms of the four measures of accuracy.

In particular, for the two proportional measures of performance there is a clear direct

relationship between a solution’s likelihood and its accuracy.
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(c) Proportional Recall
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Figure 4.3: Likelihood and and Accuracy Measures. Each of the four
subfigures focuses on one of the measures of accuracy.

4.4 Conclusion

In this chapter, we briefly applied the LITSE algorithm to an example of real data obtained

from controlled mixtures. There was a wide variety of gappiness in the data, and one of
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the considerations was the extent to which the estimates for an observation suffered if

the observation featured a high degree of gappiness.

The algorithm performed well and the results confirmed the assumption that an

observation’s estimate will increase in accuracy as the gappiness of its allele proportion

readings increases.

The intention is to perform significantly more exhaustive testing on additional labo-

ratory data and present this in one or more papers using the website described in §5.

The following appendix includes tables describing the dataset in more detail.
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Appendices

4.A Supplementary Tables

W2 D6 HB3 V1S U519 FCR3 D10 U497 U659

AS1 173 173 173 173 173 173 176 173 176
AS2 198 198 195 195 189 195 195 195 195
AS3 173 167 170 161 173 176 161 176 170
AS4 156 156 156 159 159 159 159 159 159
AS32 257 242 257 242 226 257 257 242 242
AS7 171 171 171 171 171 171 171 174 171
AS8 197 197 200 197 200 197 219 197 197
AS11 162 165 162 162 162 162 162 162 162
AS12 160 163 163 163 160 160 163 163 163
AS13 183 186 186 186 183 183 183 186 186
AS15 120 123 121 127 135 121 133 121 127
AS20 165 162 168 165 165 165 165 165 162
AS21 155 155 155 152 158 155 152 158 155
AS34 184 187 184 184 184 184 184 187 187
AS25 99 109 90 96 109 102 90 119 103
B7M19 155 155 155 138 155 155 155 155 155
AS31 190 193 199 196 202 190 196 199 196
Ara2 143 143 137 146 134 137 137 140 146
PfPK2 170 179 203 173 176 173 173 173 182
TA1 171 174 180 171 183 168 177 168 171
TA87 112 109 109 115 100 109 100 100 106
TA81 127 127 133 121 124 121 121 130 121
PFG377 103 103 106 103 103 103 97 103 103
TA40 265 280 256 250 247 250 273 267 270

Table 4.5: Application Haplotypes. The haplotypes/strains used and
their composition, one strain per column and one locus per
row.
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Locus α β SSR (Pre) SSR (Post)

Ara2 -0.068 0.087 7.638 4.349
AS1 0.008 0.017 0.928 0.968
AS11 -0.010 0.003 4.648 4.633
AS12 -0.088 0.042 7.092 7.216
AS13 0.006 -0.036 2.500 2.494
AS15 -0.025 0.022 12.801 12.803
AS2 -0.119 0.113 3.790 2.648
AS20 0.007 -0.213 13.598 7.256
AS21 -0.076 -0.069 6.353 5.559
AS25 -0.018 -0.013 5.935 5.347
AS3 0.038 0.004 3.156 3.118
AS31 -0.038 -0.026 8.924 8.629
AS32 -0.084 0.024 3.707 2.451
AS34 0.029 0.008 2.614 2.630
AS4 0.097 -0.287 16.321 12.443
AS7 -0.173 -0.204 2.369 0.466
AS8 -0.012 -0.010 1.533 1.378
B7M19 0.025 -0.011 0.939 0.746
PFG377 0.003 0.048 4.622 4.174
PfPK2 0.025 0.010 6.261 5.914
TA1 0.013 0.092 23.085 22.143
TA40 0.113 0.003 4.466 4.395
TA81 0.063 0.006 3.711 3.682
TA87 0.140 0.086 11.612 4.490

Table 4.7: Debiasing Model for Loci. Each locus is fit with a lin-
ear model to debias individual entries based on their allele
position.
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4.B Supplementary Figures
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Figure 4.4: Evolution of Q Function Value. The figure plots the value
of the Q function in each of the iterations. The function
is quickly maximized and the number of iterations is min-
imal.
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Chapter 5

Implementation

The LITSE application has been made available to any user through the use of a dedicated

website. In addition, an R package is envisioned for those users wishing to use LITSE

offline. Both are discussed further in this chapter.

5.1 LITSE Website

The LITSE application can be found at the following website:

http://gandalf.berkeley.edu:3838/curt/LITSE

The website is based on the shiny technology provided by the organization RStudio

[34]. As such, it provides an appealing user interface while using the same code as that

deployed in §3.

Following the standard format for a shiny implementation, the website can be divided

into two parts: a left-hand side panel, which is always visible, stating the steps to be

taken and a right-hand side set of six tabbed panels. These panels correspond to the five

steps to be taken in any use of the website plus a help page explaining the format of the

data to be submitted.

http://gandalf.berkeley.edu:3838/curt/LITSE
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5.1.1 Input Formats

Consistent with §2, there are two sets data to be input:

1. a description of the loci environment, and

2. the observed allele proportions

Each set of data is submitted to the website in the form of a csv file, which follows a

specific tabular structure.

The loci environment is described through a csv file with four columns, one each for

the locus id (a sequence number), locus name (a character string), allele if (within the

locus), and allele name (a character string, perhaps an indication of the repeat count at

the relevant locus). There is one row per allele within a locus. Since locus information

existing above the component allele information is included in the first two columns, the

values in these two columns will be repeated for all rows belonging to the locus.

The observed allele proportions have a fixed number of rows, one row per locus/allele

combination. Thus this file will have the same number of rows as the loci environment

file. The number of columns is equal to the number of observations in the sample, with

each column carrying all the data for a single observation. The i, j entry in the table is

simply the observed proportion for that allele for that column’s observation. As such,

the structure of each column is a stacked version of the proportion set props described

in §2.4.1.2.

These formats are explained in the rightmost tab on the website, as shown in Figure

5.1. The user can click on this tab to be reminded of the necessary format.

Recall that even though the data can be viewed as a table, it is submitted to the

website in the form of a csv file; there is no need (or ability) to submit the data as an

R dataframe. Nevertheless, dataframes are easily converted to and from csv files.

As the structure of the files is predetermined, the submitted csv files should not

contain headers. All rows in the files are deemed to be data. There is currently no

validation performed on the files input through the website.
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Figure 5.1: LITSE Website - Help. The site features a sidebar and a
series of tabs along the top. These tabs are used to enter
the required information and view the results. The help
section shows the format of the required data.

5.1.2 Entering Loci Information

The locus information is entered by clicking on the leftmost tab on the website, as

depicted in Figure 5.2.

Figure 5.2: LITSE Website - Locus Information.
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Clicking on the Upload file button opens a dialog box, as depicted in Figure 5.3,

allowing the user to select a pre-constructed file.

Figure 5.3: LITSE Website - Choose File.

Once the file has been chosen, a summary of its contents are displayed near the bottom

of the screen for confirmation, as depicted in Figure 5.4.

Figure 5.4: LITSE Website - Choose Loci File. Once the file has been
chosen, a preview of the file is displayed for confirmation.
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5.1.3 Entering Observed Allele Information

The next step is to enter the observed allele proportions on the second panel, as depicted

in Figure 5.5. The format of the panel is identical to the previous one, including a similar

Figure 5.5: LITSE Website - Observed Allele Information.

summary function as depicted in Figure 5.6.

Figure 5.6: LITSE Website - Choose Observations File. Once the file
has been chosen, a preview is displayed for confirmation.
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5.1.4 Entering Run Parameters

The third step is to enter the run parameters – smnc, mfl, mer, am, mi, and ∆qmin

– discussed in detail in §3. These are set in the third panel, as shown in Figure 5.7.

Because the values that these parameters can take are limited, either by the data (e.g.,

Figure 5.7: LITSE Website - Parameter Settings. Six parameters
must be entered. See §3 for more information on each
parameter. A default is given for each.

mflis limited to the number of loci) or by computational capacity (e.g., merand especially

am), the user is forced to choose from a predetermined range of values. These are presented

either in the form of list boxes or sliders.

In addition, each parameter has a default setting consistent with what was identified

to be a good choice in §3. There is frequently a trade-off between comprehensiveness and

computational efficiency.

5.1.5 Submitting the Job

With these three groups of inputs entered, the user can submit the job. This is done

on the fourth panel, as depicted in Figure 5.8. A brief summary of the data entered is

displayed along with a Submit button.



231

Figure 5.8: LITSE Website - Submit Job. The panel displays a sum-
mary of the settings and a Submit button.

As the algorithm processes the data, a status indicator in the top right corner of

the webpage, as depicted in Figure 5.9, indicates the progress of the program. It is the

Figure 5.9: LITSE Website - Progress Indicator.

intention to enhance reposition this widget in the center of the panel and to include

more detailed information on the current location of the program in any particular run.

For example, is the program still in the tree search (Solution Set Identification) phase?
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Which observation is it processing? If it is in the refinement phase, which iteration is it

on?

5.1.6 Viewing the Results

Once the program has finished, the results are available on the fifth panel. A brief

summary of the statistics is included along with a plot of the value of the Q function (see

§2.7.4.2.3) over the iterations (in this case, 25). The panel is pictured in Figure 5.10.

In addition, the user can download in csv format a table of the results per observation,

Figure 5.10: LITSE Website - View Results. The high level re-
sults are displayed in the panel. The user can download
the detailed results (e.g., predictions per observation)
through the use of the Download button.

including all solutions identified and the probability of each.

5.2 LITSE Package

A LITSE package with documentation is planned for release in 2016. Due to the current

Rcppcode and use of shared objects for the C++section of code, it may be easiest to limit

the first release of the package to Linux. In particular, the current implementation uses
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compiled .so shared object files that will need to be provided in .dll equivalents for

Windows. It remains to be be determined to what extent the standard package building

infrastructure facilitates this.

5.3 Conclusion

The LITSE algorithm has been made available to all interested users through a simple

website. It is intended to make some near term enhancements to the website to include

more informative progress information and permit additional results to be downloaded

through a series of different download options.

A LITSE R package can be developed to enable offline users the same access. As parts

of the LITSE implementation operate only under Linux, a Windows version will require

migrating this code.
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Appendix A

Notation

Type Appearance Example

scalar variable upper case, non-bold Z
scalar variable Value lower case, non-bold z
scalar constant lower case, non-bold c
matrix constant upper case, non-bold S
vector variable upper case, bold X
vector variable Value lower case, bold x
matrix element value upper case, non-bold, subscripted Xij (ij th entry)
matrix column upper case, non-bold, subscripted X·j (j th column)
matrix row upper case, non-bold, subscripted Xi· (ith row)

Table A.1: Variable and Constant Naming Conventions.

Symbol Definition

a := b a defined as b

a , b value of a set to b

sign(x) sign function sign(x) =

{
1 x ≥ 0

−1 o.w.

1(·) indicator function

Table A.2: Operators and Functions.
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Symbol Description Reference

Nsamp number of samples/observations page 33
Nl number of loci page 33
Nhaps number of potential haplotypes page 33
`(l) number of alleles at locus l page 33
Sl signature matrix for locus l page 38

Table A.3: Key Constants.

Symbol Description Reference

Z MOI page 33

Table A.4: Key Variables.

See also Table 2.3 on page 52.

Symbol Description Reference

p parameter vector for multinomial Z page 33
π haplotype frequencies page 34
cl concentration parameter for locus l page 43

Table A.5: Key Parameters.

See also Table 2.4 on page 53.
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