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Reducing Misinformation in a Polarized Context:
Experimental Evidence from Côte d’Ivoire*

Jessica Gottlieb† Claire L. Adida‡ Richard Moussa§

December 14, 2022

Abstract

Misinformation has deleterious and potentially destabilizing effects on democracy. As
a result, scholars and practitioners alike are investigating strategies to reduce the belief in
and dissemination of misinformation. A common strategy is a digital literacy intervention
to increase individual capacity to identify misinformation online. This, we argue, ignores
identity-based motivations to consume biased media. We offer a theoretical framework that
highlights the limitations of strategies that ignore individuals’ directional motives. We propose
three interventions that leverage insights on how social identity shapes behavior, and test each
with an information experiment in Côte d’Ivoire, a polarized country. We find that a standard
digital literacy intervention fails to curb the belief in and spread of misinformation, while our
social-identity based interventions limited both. Our findings confirm that misinformation
spreads at least in part because individuals are motivated to consume biased media, and caution
against strategies that ignore these directional motives.
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1 Introduction

Just over a year ago, violent clashes erupted in Abidjan, the capital of Côte d’Ivoire, killing one and

injuring many more individuals of Nigerien origin. The cause? A video claiming to show Ivoirian

migrants in neighboring Niger suffering from attacks themselves. In fact, the video was a 2019 clip

from Nigeria showing the country’s military arresting members of the terrorist group Boko Haram.

It was fake news, with fatal implications.1

Misinformation, and its spread through social media, exacerbate affective polarization – or the

perceived social distance between groups (Iyengar, Sood and Lelkes, 2012; Lelkes, 2016; Suhay,

Bello-Pardo and Maurer, 2018; Tucker et al., 2018). As a result, scholars are interrogating the role of

social media in destabilizing democratic politics and fomenting conflict (Tucker et al., 2017; Lorenz-

Spreen et al., 2022). If political polarization has deleterious effects on democracy – by eroding civil

discourse and political compromise thus escalating gridlock and political brinkmanship (McCoy,

Rahman and Somer, 2018; Tucker et al., 2018), or by leading citizens to prioritize partisanship

over democratic principles thus weakening accountability (Graham and Svolik, 2020) – then social

media’s impact on polarization could contribute to democratic erosion.2 In young democracies with

recent history of civil conflict, such as Côte d’Ivoire, the effect may be even more destabilizing.

Côte d’Ivoire is a polarized country; its two civil wars pitted Southerners against Northerners in

a battle to define the true Ivoirian identity (Ivoirité) (Konate, 2004). At the same time, polarization

is exacerbated by a number of other identities that cleave along the same lines: Southerners also

tend to be Christian, ethnic Akans, and supporters of the opposition party PDCI; and Northerners

also tend to be Muslim, ethnic Mandinké or Burkinabé, and supporters of the ruling party RHDP.

Against this backdrop, the country has an internet penetration rate of approximately 36%, with

1See http://apanews.net/en/news/icoast-ethnic-clashes-caused-by-fake-news-leave-10-
people-wounded.

2While recent studies call into question the immediate causal relationship between affective polarization and
democratic attitudes (Broockman, Kalla and Westwood, 2022), severe polarization may nevertheless undermine the
quality of democracy in the longer run.

http://apanews.net/en/news/icoast-ethnic-clashes-caused-by-fake-news-leave-10-people-wounded
http://apanews.net/en/news/icoast-ethnic-clashes-caused-by-fake-news-leave-10-people-wounded
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more than 23% of its population using social media, a number that is growing rapidly every year

(by 8.5% between 2021 and 2022).3

Scholars and practitioners alike see this combination as a potentially explosive one.4 A recent

study by the National Democratic Institute (NDI) shows that rampant misinformation characterizes

Facebook’s most widely-shared posts in Côte d’Ivoire, including narratives about assassination

attempts against political leaders (Gatewood et al., 2020). Similarly, the Center for Democracy

and Development reports that fake news in Côte d’Ivoire, which spreads primarily via WhatsApp

and Facebook, amplifies political tensions and social divisions particularly around presidential and

legislative elections.5 This dangerous pattern is not unique to Côte d’Ivoire: in Kenya in September

2021, a Mozilla Foundation investigation uncovered a coordinated misinformation campaign to

undermine Kenya’s High Court – at a time when the court was reviewing the president’s controversial

initiative for constitutional reform.6 Consequently, prominent democracy-promoting organizations

like NDI are now focusing much of their own programming on combating online misinformation and

promoting digital literacy. At the same time, standard digital literacy programs have a weak track

record of success in developing countries (Badrinathan, 2021), motivating alternative approaches to

reducing online misinformation.

This paper develops a theoretical framework that helps us understand the conditions under

which digital literacy interventions effectively reduce misinformation uptake and dissemination. It

focuses on the demand for misinformation: individuals may be motivated to consume biased media

because of the psychological benefits it confers. This creates a challenge to standard interventions

that attempt to counter misinformation. Without additional interventions that explicitly address

these directional motives, we argue, standard approaches to countering misinformation are unlikely

3See https://datareportal.com/reports/digital-2022-cote-divoire.
4See https://africanarguments.org/2022/01/the-genocide-that-never-was-and-the-rise-of-

fake-news-in-cote-divoire/.
5See https://www.developmentdiaries.com/2022/01/ivory-coast-how-fake-news-impacts-

nation-cdd/.
6See https://foundation.mozilla.org/en/blog/fellow-research-inside-the-shadowy-world-

of-disinformation-for-hire-in-kenya/.

https://datareportal.com/reports/digital-2022-cote-divoire
https://africanarguments.org/2022/01/the-genocide-that-never-was-and-the-rise-of-fake-news-in-cote-divoire/
https://africanarguments.org/2022/01/the-genocide-that-never-was-and-the-rise-of-fake-news-in-cote-divoire/
https://www.developmentdiaries.com/2022/01/ivory-coast-how-fake-news-impacts-nation-cdd/
https://www.developmentdiaries.com/2022/01/ivory-coast-how-fake-news-impacts-nation-cdd/
https://foundation.mozilla.org/en/blog/fellow-research-inside-the-shadowy-world-of-disinformation-for-hire-in-kenya/.
https://foundation.mozilla.org/en/blog/fellow-research-inside-the-shadowy-world-of-disinformation-for-hire-in-kenya/.
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to work.

We draw from rich literatures across the social sciences to propose three alternative approaches

to countering misinformation, all of which leverage the political salience of social identities in a

polarized context. First, we draw from scholarship in social psychology and more recently political

science on the robust effects of empathy on outgroup inclusion (Kalla and Broockman, 2020).

Second, we look to the compelling findings about the power of social norms to reduce prejudice

(Paluck and Green, 2009; Paluck, Shepherd and Aronow, 2016). Finally, we draw from the literature

on elite endorsements to test whether individuals seeking to enhance their own status may look to

cues from popular elites (McClendon, 2018; Bullock, 2020). All three approaches aim to reduce

misinformation uptake by reducing affective polarization or the motivation to assimilate biased

information. We use these three approaches to develop an empathy intervention, a social norms

intervention, and a popular elite intervention to complement a standard digital literacy intervention.

Our empirical strategy was to partner with an international non-governmental organization

working on democracy promotion in Côte d’Ivoire to develop interventions that both operationalized

our theoretical intuitions and reflected ongoing efforts by actual practitioners on the ground. We

embedded treatment and placebo interventions in a survey experiment following a factorial design:

respondents received either a digital literacy or a placebo financial literacy intervention (by video);

and for each, we either added nothing or one of three social-identity based interventions as described

above (by audio or video). We recruited young Ivoirians in the country’s urban center, Abidjan,

to enroll them in an online program evaluation. And we administered a two-wave panel survey,

implementing a baseline questionnaire, the treatment, and a manipulation check in wave 1, and

measuring our outcomes two to six weeks later in wave 2.

Our findings are fourfold. First, we indeed find that the standard digital literacy intervention by

itself has no effect on misinformation uptake and sharing, corroborating the argument that digital

literacy interventions alone cannot change the way individuals consume and share information in

a polarized context. Second, we find that all three of our social-identity based interventions have
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significant effects on misinformation identification and sharing. Specifically, we find a positive effect

of our empathy intervention on misinformation identification, a weak but (unexpected) negative

effect of our norm intervention on misinformation identification, and a robust negative effect of our

popularity intervention on misinformation sharing. Finally, and counter to expectations, we see no

evidence that any of these effects are occurring through a decrease in affective polarization.

Our results contribute to a rich literature on social media and polarization by applying social

scientific insights to investigate the effectiveness of interventions to reduce online misinformation.

They corroborate our intuition about the ineffectiveness of standard digital literacy interventions,

which are naive to the powerful effect of social identities on information uptake. Indeed, this study

provides compelling and in-the-wild empirical grounding for social science research highlighting the

role that social identities can play in political persuasion. Additionally, it can inform interventions

by international non-government organizations working to reduce political polarization and conflict.

Our results also contribute to the ongoing debate about the role that motivated reasoning plays

in information uptake. Social scientists disagree about the pervasiveness of motivated reasoning:

some have argued that individuals tend not to integrate new information when it conflicts with

directional goals (Kahan, 2016). This is especially salient in polarized contexts where individuals

derive self-esteem from their social identities (Ehret, 2021). Yet others have questioned the extent

to which motivated reasoning shapes information uptake, showing instead that individuals tend to

update their beliefs in a manner that is consistent with Bayes’ Rule (Coppock, 2016), and that many

studies purporting to show results that are consistent with motivated reasoning are actually also

consistent with Bayesian updating (Little, 2021). By directly manipulating directional bias, our

study conclusively shows that motivated reasoning is at play - and how to alleviate it.
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2 Theoretical Framework

Media bias and misinformation persist for both supply-side and demand-side reasons (Gentzkow,

Shapiro and Stone, 2015). Here, we focus on the demand-side: the preference among consumers to

assimilate biased media because it offers greater psychological utility. This behavior is consistent

with motivated reasoning or the impetus, in taking up new information, to maximize the dual

goals of accuracy and group identity affirmation (Taber and Lodge, 2006). If assimilating new

information offers a psychological benefit because it is consistent with prior ingroup beliefs or

makes the consumer feel better as a member of that ingroup (Tajfel and Turner, 1986; Kahan, 2016),

then we may observe the uptake of misinformation even when information-consumers know it is

false. Or, as Peterson and Iyengar (2021) show, partisans may sincerely believe misinformation

when they are motivated to uncritically accept information favorable to their side and ignore factual

counterarguments.

We propose that these patterns of motivated behavior pose a special challenge to the standard

interventions that attempt to counter misinformation. Misinformation interventions can be catego-

rized into two types that intervene either before or after a consumer encounters the misinformation.

Ex post interventions attempt to correct misinformation by providing fact checks, while ex ante

interventions attempt to inoculate against or prevent the consumer from believing future encounters

with misinformation. Both types of interventions implicitly assume that consumers value accuracy,

or at least value it relatively more than some other psychological utility such as the affirmation of

their ingroup identity.

2.1 Interventions to Correct Misinformation

Empirically, scholars have shown that purely informational interventions rarely change attitudes

(Flynn, Nyhan and Reifler, 2017; Hopkins, Sides and Citrin, 2019; Nyhan et al., 2020), though

factual corrections do lead consumers to update beliefs about whether a specific piece of information
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is true or false – even if they may not subsequently shift related political attitudes. For instance, a

recent meta-analysis found that fact-checking leads consumers to hold more correct beliefs when

faced with political misinformation (Walter et al., 2020). This consensus finding largely comes from

studies in developed country contexts, however, and Batista et al. (2022) show that fact-checking

corrections in Brazil are ineffective at reducing misinformation (though see Bowles et al. (2022) for

a successful fact-checking intervention in South Africa).

The social media news environment also poses a special problem. “As fact-checking standards

online are lax, low entry barriers together with the unprecedented speed with which users can share

content on social media could lead to a spread of misinformation and fake news, ultimately increas-

ing political misperceptions” (Zhuravskaya, Petrova and Enikolopov, 2020). While another recent

study found that misinformation corrections can work even in a noisy social media environment

(Porter and Wood, 2022), such corrections are nearly impossible to implement when much of the

online misinformation is disseminated via Whatsapp’s closed-messaging environment where there

is no moderator that can insert factual corrections as there might be on other platforms like Twitter

or Facebook. Guess and Lyons (2020) discuss how relatively little is known about misinformation

on this platform and its relatively greater importance among contexts in the Global South.

Scholars and policymakers have long recognized the limitations of fact-checking or misinfor-

mation corrections. Not only is fact-checking not always feasible or effective, but the mere fact of

being exposed to misinformation can already take effect before a post hoc correction is put in place.

And effects may linger even after misinformation is corrected – what Lewandowsky et al. (2012)

call the continued influence effect. Instead, some scholars have long advocated “inoculation” against

misinformation, or that it is more advantageous to expose people to a small dose of misinformation

(alongside preemptive refutation) than to try to undo the misinformation attack ex post (McGuire,

1964; Traberg, Roozenbeek and van der Linden, 2022).

Interventions to combat misinformation in the developing world rely largely on digital literacy

or educational programs that aim to inoculate information-consumers against fake news by making
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them more aware of their media environment, warning against the prevalence of misinformation,

and providing strategies for identifying fake news. Studies in the US, and one in South Africa,

have shown some promising evidence of the efficacy of such interventions (Tully, Vraga and

Bode, 2020; Vraga, Bode and Tully, 2020; Cook, Lewandowsky and Ecker, 2017; Bowles et al.,

2022). But a recent intervention in India elicited no effect, made all the more surprising by the

intervention’s intensity – a one-hour in-person media literacy training (Badrinathan, 2021). Another

recent study of a media literacy intervention in both the US and India provides some insight into

this disparity. While the US intervention worked among a representative sample of participants, the

Indian intervention worked only among the highly educated (Guess et al., 2020).

2.2 Motivated Reasoning and Misinformation

Given mixed findings on the effect of interventions designed to improve consumers’ capacity

to reject misinformation, we posit that consumers may additionally require a reduction in their

motivation to take up misinformation. This should be especially true in a context like Côte d’Ivoire

where group identity is particularly salient and socio-political issues polarize around those identities.

Here, we draw from rich literatures on persuasion and prejudice-reduction to make predictions

about the kinds of interventions that will effectively demotivate consumers to believe biased or false

information.

In polarized contexts, social identities become politically and socially salient: individuals

identify with certain social categories and are motivated to affirm and reaffirm these social identities.

Furthermore, one’s ingroup identity is partially defined in opposition to the outgroup so high levels

of animus toward the outgroup can inspire increased identification with the ingroup (Mason, 2018).

While the term polarization can also describe ideological distance between two groups, this

study is most concerned with affective polarization or the extent to which individuals express

antipathy toward members of outgroups, and/or show affinity for members of their own group. Our

understanding of the phenomenon is influenced by work on partisan polarization in the US that
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conceptualizes affective polarization as the result of individuals internalizing their partisanship

as a social identity (Huddy, Mason and Aarøe, 2015; Iyengar et al., 2019). This generates strong

ingroup preferences and outgroup bias that can be distinct from ideological preferences (Mason,

2018). In our empirical context, this internalization of partisanship as a social identity makes sense

as identity is an explicit driver of political behavior (McCauley, 2017). Where political polarization

is driven in large part by social identity attachments, social-identity-based interventions to reduce

affective polarization may more effectively move individuals to change the way they process new

information.

A first such intervention relies on recent findings about the effects of empathy and perspective-

taking. The ability to imagine oneself in another person’s shoes can reshape the boundaries between

ingroup and outgroup, triggering what social psychologists call self-other merging (Cialdini et al.,

1997). By doing so, an intervention that encourages individuals to empathize with others might

improve their attitudes about the outgroup and lower polarization (Voelkel et al., 2022), thereby

decreasing an individual’s motivation to stick to misinformation that affirms their social identity.

A second intervention draws instead on the compelling findings about the power of social

norms. Social scientists have long argued that behavior may reflect norms, or the belief that

others in a peer group adhere to the same set of preferences, beliefs, attitudes and behaviors. For

example, Black Americans often sacrifice personal self-interest for racial group interest because

of strong social norms within the Black American community (White, Laird and Allen, 2014);

and interpersonal conflict among middle school students in the United States dropped significantly

due to an intervention in which socially popular students were randomly assigned to anti-conflict

training and to become the public face of opposition to conflict (Paluck, Shepherd and Aronow,

2016). Across a diversity of contexts, social norms powerfully shape how individuals behave. A key

reason for this is the expectation of ingroup policing – or sanctioning from fellow group members

for deviation from the group norm (Fearon and Laitin, 1996; Habyarimana et al., 2007). Consistent

with these results, an intervention that changes people’s perceptions about their own group’s social
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norms about the outgroup – particularly one that highlights a diversity of experiences with and

opinions about outgroup members, thus reducing the threat of in-group policing – might reduce

prejudice, polarization, and the motivation to take up misinformation.

Finally, the literature on elite endorsements suggests that elites might have a role to play in

shaping individual attitudes (Boudreau, 2019; Pink et al., 2021). This may be the case if indeed

individuals care not just about their social identities, but their positions within their social groups

(McClendon, 2018). Individuals seeking to enhance their own status may look to and respond to

cues from popular elites. Alternatively, popular role models may inspire individual behavior and

preferences (Porter and Serra, 2020).

Our theoretical framework suggests that the three proposed social-identity-based interventions

may work to reduce misinformation uptake through their impacts on reducing affective polarization.

As a result, per our pre-analysis plan, we will analyze the effects of the interventions on the

intermediate outcome of polarization as well as on the main outcome of interest, misinformation

uptake.7

2.3 Main Effects

The theoretical overview above generates the following preregistered hypotheses:

H 1 A digital literacy intervention (Capacity) providing information about what misinformation

is and how it polarizes society will not reduce polarization or the propensity to believe and

disseminate misinformation.

H 2 An empathy intervention (Motivation) providing individuals with a narrative about the outgroup

that elicits empathy will decrease affective polarization and through it, reduce the propensity to

believe and disseminate misinformation.

H 3 A social norms intervention (Motivation) providing individuals with the perception of a diversity

of experiences among the ingroup toward the outgroup will decrease affective polarization and

7Our pre-analysis plan is available at https://osf.io/n28wr.

https://osf.io/n28wr
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through it, reduce the propensity to believe and disseminate misinformation.

H 4 A popularity intervention that demonstrates popularity can be achieved through positivity

(Motivation) will decrease affective polarization and through it, reduce the propensity to

believe and disseminate misinformation.

Although we do not have ex ante expectations about which of H2, H3, or H4 will generate the

strongest effect, we expect that – because H1 will have no effect – H2, H3, and H4 will generate

effects that are greater than that of H1 or than the pure control.8

3 Polarization in Côte d’Ivoire

Côte d’Ivoire has long been a polarized society. Two civil wars pitted Southerners against Northern-

ers in a battle to define the true Ivoirian identity (Ivoirité) (Konate, 2004). Figure 1 illustrates the

geographical divide between the North and the South, demarcated here by a buffer zone created

after the First Civil War.

This regional cleavage has a long history. Relative prosperity in the 20th century led to in-

migration from neighboring, mostly Muslim countries. The share of Muslims in Côte d’Ivoire

increased from 6% in 1922 (who were mostly in the North) to 39% by the end of the century. In

the most recent census from 2014, Christians constitute about 34% of the population compared to

42% Muslims. The country’s first post-independent president, Félix Houphouët-Boigny, managed

to maintain peaceful relations among the country’s increasingly diverse population, owing in large

part to the nation’s long-lasting economic prosperity. But economic crises beginning in the 1980s

followed by Houphouët-Boigny’s death in 1993 brought identitarian tensions to the surface.

Two members of Houphouët-Boigny’s government vied to take his place – Henri Bédié who

was the former President of the National Assembly, and Alassane Ouattara who was the former

Prime Minister. Bédié won and ruled until 1999 when he was overthrown in a coup. The catalyst for

8While the wording of hypotheses H1-H4 indicates an expected mediated effect, our main equation for analysis in
our PAP indicated that we would estimate the main effect of each intervention on misinformation uptake.
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Figure 1: North-South Divide in Côte d’Ivoire

Note: Buffer Zone created after the end of the First Civil War in Spring 2007.

the first violent conflict that started shortly thereafter was the passage of a law requiring both parents

of a presidential candidate to be born in Côte d’Ivoire. The law was seen as targeting the exclusion

of Alassane Ouattara who was planning to stand in the 2000 election to replace the recently deposed

Bédié.9 Instead, Laurent Gbagbo was elected as the only main opposition candidate able to run in

the 2000 presidential elections against the head of the transitional military government. Ouattara

then won the next presidential election in 2010, postponed from 2005 due to the ongoing conflict.

While violent conflict in Côte d’Ivoire has mostly subsided, these deep regional divides are

now enshrined in electoral politics as illustrated by Figure 2. Political polarization is exacerbated

by overlapping identities. Southerners tend to be Christian, ethnic Akans (blue), and supporters of

Gbagbo10 and his now-opposition party FPI. Northerners tend to be Muslim, ethnic Mandinké or

Burkinabé (pink), and supporters of Ouattara’s now-ruling RHDP party. Supporters of the party of

Houphouët-Boigny, PDCI, now led by Bédié are concentrated in the center of the country and less

9Ouattara had provided documents proving his and his parents’ Ivoirian nationality, but those were called into
question and annulled by the Bédié government.

10Gbagbo is ethnically Beté which is represented in dark purple, but he is also Christian like most of the South.
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Figure 2: Overlapping Ethnic and Political Cleavages

Source: Geocurrents and Electoral Geography 2.0.

clearly fit into this North/South divide. At times, they have aligned with Ouattara – supporting him

in the 2015 presidential elections, but they have also opposed him – running Bédié as a presidential

candidate in 2020.

4 Research Design

Our empirical strategy was to develop interventions in partnership with an international non-

governmental organization working on online misinformation and polarization on the ground, and

to test their effectiveness via a two-wave panel survey experiment among Ivoirian youth in the

country’s economic capital, Abidjan. In this section, we describe these interventions, our sampling

strategy, and our measurement strategy. We also describe our implementation partner and strategy.

4.1 Interventions and Random Assignment

We describe four interventions – one intervention meant to address the capacity constraint and

three interventions meant to address the motivation constraint – that allow us to test hypotheses H1

through H4. The Motivation Interventions are all audio clips that are about five minutes in length
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whereas the Capacity Intervention is a video clip that is about four minutes long.

Capacity Intervention:

Intervention 1 Digital literacy: our field partner had already developed and diffused content to

inform young adults about online misinformation. A combination of two of the most

informative videos were used as our digital literacy intervention.

Motivation Interventions:

Intervention 2 Empathy: A script, read by an actor11, described a life challenge faced by a member

of the outgroup. Outgroup identity was conveyed via the surname and the village of

origin of the reader and his or her partner. Participants randomly assigned to this

condition heard the script for the member of the outgroup. The gender of the narrator

matched the gender of the respondent.

Intervention 3 Norms: Two focus group conversations (one focus group of 5-6 members of the

Northern identity group; one focus group of 5-6 members of the Southern identity

group), facilitated by professional enumerators, presented a discussion of people’s

everyday positive experiences and interactions with members of the outgroup. Par-

ticipants randomly assigned to this condition heard excerpts of this conversation

among members of their ingroup.

Intervention 4 Popularity: A famous comedian with a heavy social media presence delivered a

message about being a positive influencer, and how altruism and positivity have

been at the root of his success. We chose a comedian who purposefully does not

self-identify with either group.

Assignment to the Capacity Intervention (vs. a placebo) was independent from assignment

to one of the Motivation Interventions (vs. Control) per the below factorial design. The financial

literacy placebo video, also produced by the local partner, was similar length to the digital literacy

clip (about four minutes) and informed participants about how to set up a bank account and advice on

11To reduce additional heterogeneity, actors with neutral voices were chosen to read both versions of the script.
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saving money. The control condition was simply the absence of any of the Motivation Interventions.

Assignment probabilities are indicated in Table 1.12

Table 1: Factorial Design with Assignment Probabilities

Control Empathy Norms Popularity

Digital literacy (A) 1
5 (B) 1

10 (C) 1
10 (D) 1

10

Placebo (E) 1
5 (F) 1

10 (G) 1
10 (H) 1

10

Respondents were assigned with unequal probability to one of the eight cells of the factorial

treatment conditions to maximize power to test our main hypotheses (see Appendix B for our power

calculations). Random assignment was stratified on individual group status (Northern or Southern

identity), enumerator group status (Northern or Southern identity), and on commune. The intuition

for stratifying on enumerator group status is the research showing that enumerator ethnicity, and

in particular the ethnic match between enumerator and respondent, might shape the answers the

respondent provides (Adida et al., 2016). The intuition for stratifying on commune is that we

intentionally sampled communes with different distributions of Northern and Southern residents in

expectation of potentially heterogeneous effects conditional on this neighborhood characteristic.

We discuss how we measure the main outcome variables in Section 4.3.

4.2 Research sites and study populations

We partnered with FieldPro research, a survey marketing organization in Côte d’Ivoire, to recruit

young Ivoirians (18-30 year olds) in the country’s urban center, Abidjan, to enroll them in an online

program evaluation. While not the state capital, Abidjan is the country’s urban and administrative

center, a city of close to 5 million people, or one fifth of the country’s population. Participation

occurred in two waves (see Appendix A for the full timeline). In the first wave, FieldPro recruited

participants using a random-walk face-to-face methodology in three of Abidjan’s 10 communes.

12Appendix Table 5 presents the sample size in each cell at baseline and endline.
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Because youth in this context tend not to be home during the day, enumerators were instructed to

visit work sites, school sites, and other public locations where youth may be spending time during

the day.

The requirements for participation were access to the internet, age (between 18 and 30 years

old) and being born in Côte d’Ivoire. The reason for the latter requirement is that the study is

interested in political effects and non-nationals may not identify with local parties and politics in

the same way as nationals. Furthermore, the survey forces the respondent to make a choice between

holding an identity as a Northerner or a Southerner in order to populate subsequent questions about

ingroups and outgroups; these groupings make less sense for non-nationals.13

Abidjan’s neighborhoods vary in their ethno-religious composition. Since we expected local-

level ethno-religious heterogeneity to affect baseline polarization, we aimed to maximize variation

on this construct in our sample communes. Together with the local survey team, we identified three

communes that are similar in their economic status (less developed) but varied in terms of group

make-up. We chose Abobo as a majority-Northerner commune, Port-Bouët as a majority-Southerner

commune, and Yopougon as a mixed-group commune.

In the first wave, enumerators administered a questionnaire as well as the audio and/or video

treatments. At the end of an initial battery of largely demographic questions, enumerators handed

their tablet and headphones to the participant for self-administration of the video and audio inter-

vention(s) per the above factorial design. Immediately following the intervention, respondents then

self-administered a short battery of questions constituting a manipulation check and measurement

of intermediate outcomes.

In the second wave, which occurred two to six weeks later, participants were sent a request to

complete an online survey through their preferred mode of contact, i.e., Whatsapp, email, or SMS.

Of the 2919 respondents recruited into the first wave of the study, 1891 consented to take the second

13Nationality is a sensitive subject in Côte d’Ivoire, and as such, enumerator training discussed issues that might
arise around this qualification and how to address them.
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survey. The attrition rate was thus slightly higher than the 30% anticipated by the local survey

firm, even after extensive phone and in-person follow-up. Attrition is not, however, correlated with

treatment status as depicted in Appendix Table 6. Participation in both surveys was remunerated

with mobile transfers in the amount of 1500 CFA (about 3 USD) for baseline and 2000 CFA (about

4 USD) for endline.14

4.3 Outcomes of interest

In this section, we explain how we measure the key outcome variables proposed in our hypotheses.

Our main outcomes are the correct identification of misinformation and intent to share misinfor-

mation. We measure affective polarization to test its role as both mediator and moderator, per our

pre-analysis plan.

To measure the Correct Identification of Information and proclivity to Share Misinformation,

we follow Badrinathan (2021) and Guess et al. (2020) and provide participants with a series of 12

news stories that vary in whether they are pro-Northern or pro-Southern (an equivalent number of

each). To increase the chance of observing a reduction in belief in false stories, we include more

false stories than true ones, eight and four, respectively.15 Following the visual presentation of each

news item, we ask the respondent two questions: 1) Do you believe this news story is false?, 2) How

certain are you?, and 3) Would you share this news story with your friends or family? Since these

questions may influence each other, we randomly assigned the order of the questions as well as the

order of the news stories.

Our main outcome of interest is the proportion of the 12 news items that the respondent

identified correctly, e.g., true news items are believed to be true and false news items are believed

to be false. Figure 3 shows that respondents were on average fairly unsuccessful at identifying

information with a rate about equivalent to merely guessing.16 They are better at identifying
14We discuss our justification for this and other ethical considerations on Appendix E.
15Guay et al. (2022) propose that an appropriate test of interventions to reduce misinformation should include true

and false content, and an analysis of the intervention’s effects on the identification of both true and false content.
16In the discussion section, we disaggregate the outcome measure by a subjectively coded measure of difficulty to
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Figure 3: Describing Correct Identification of Information
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What proportion of respondents correctly identify information when it is...

true news compared to false news, and they are somewhat better at identifying anti-government

information relative to pro-government information. Correctly identifying news is positively

correlated with being a woman, being older, identifying as a Northerner, and residing in Abobo (the

most Northerner commune).

To measure Affective polarization, we use a battery of questions combining measures widely

used in the literature. Specifically, we include a feeling thermometer for the ingroup and outgroup

and trust questions for both groups; for these, we assess the difference between ingroup and outgroup

responses. We also include a question on threat perception. We create an additive index of these

component variables as our measure of affective polarization.

4.4 Estimation of Treatment Effects

To estimate treatment effects, we use the following equation:

assess whether treatment effects are conditional on difficulty of the information task.
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Yi = α +β1Capacityi +β2Motivationi +X ′i Γ+ εi (1)

where Yi is the relevant outcome measure, α is a constant term, β1 is the average treatment effect of

the Capacity Intervention (digital literacy relative to placebo), β2 indicates the treatment effect of

each of the Motivation Interventions (Norms, Empathy and Popularity) relative to Control, and X ′i

is a vector of the blocking variables.

5 Results

Before turning to the estimation of treatment effects, we first consider whether respondents were

more likely to believe information was true (false) when it was aligned (unaligned) with their

identity. If respondents are indeed engaging in motivated reasoning, then those identifying as

Southerners should be more likely to identify anti-government news as true (as there is currently a

president from the North). Indeed, Southerners are 7.4 percentage points more likely to identify

anti-government news items as true. Since we only have two groups and a binary outcome, this also

implies that Northerners are more likely to identify anti-government news items as false.

We do not, however, observe a pattern of motivated reasoning with respect to pro-government

news. While motivated reasoning would suggest that Northerners should be more likely to identify

pro-government information as true (and Southerners more likely to identify pro-government news

as false), there is no difference between the identity groups here. This could be driven by a ceiling

effect as pro-government news is judged to be true 55% of the time relative to anti-government

news which is believed to be true only 50% of the time. Alternatively, it could reveal something

about the nature of motivated reasoning – that it is more likely to occur with anti-government than

pro-government news. This could be, e.g., because there is more uncertainty around the verity of

anti-government than pro-government news.
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5.1 Correct Identification of Information

To test the effects of treatment on the Correct Identification of Information, we estimate Equation

1.17 Figure 4 produces coefficient plots for the main outcome variable that simply averages over

an indicator for whether the respondent correctly identified each of the 12 news items as true or

false. Consistent with H 1, the Digital Literacy intervention has no effect on correctly identifying

information. By contrast, we see effects of two of the three Motivation interventions, but not always

in the expected direction. Consistent with H 2, the Empathy intervention increases the respondent’s

ability to correctly identify information.18 But in contrast to H 3, the Norms intervention decreases

the respondent’s ability to correctly identify information. The Popularity intervention has no effect.

Yet this simple measurement strategy, which we had pre-registered, fails to adequately identify

motivated reasoning, because Northerners and Southerners are differently motivated to accept or

reject pro and anti-government information. Indeed, a Northerner engaging in motivated reasoning

should be motivated to incorrectly identify pro-government fake news as true. In this case, we would

expect the Motivation treatment to have a positive effect of correct identification of information;

the treatment would be reducing the motivation to answer incorrectly. However, a Northerner

receiving anti-government fake news should be more likely to correctly identify it as fake relative to

a Southerner who might be motivated to believe the anti-government news. In this case, we would

expect the Motivation treatment to have a negative effect on the correct identification of information;

the treatment would be reducing the motivation to answer correctly.19

By collapsing news items that the respondent is motivated to both answer correctly and incor-

17These analyses drop the 336 respondents who self-reported opposing identities at baseline and endline. If the true
identity was different than the one given at baseline, then the Motivation interventions would work in the opposite way
as intended. Appendix C illustrates that our two main findings are robust to using the full sample of participants. It
also describes an exercise to elicit true identities from an independent third party and test the robustness of findings
on the sample for which self-reported baseline identities match the independent report but not the endline report. The
findings are substantively similar in these additional models, although some treatment effects are no longer statistically
significant at conventional levels.

18This is consistent with results in (Bowles et al., 2022), who find that an empathetic podcast was one of the most
effective methods for improving misinformation identification.

19We thank Andrew Little for this insight.
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Figure 4: Average Treatment Effects on Correct Identification of Information

Digital Literacy Video

Norms Intervention

Empathy Intervention

Popularity Intervention

Northerner

Yopougon

Port-Bouet

Ingroup Enumerator

-.1 -.05 0 .05

Note: This coefficient plots estimates Equation 1 on our pre-specified measure of correct identification of information,
representing the proportion of 12 news items that the respondent correctly identified as true or false. For this and all
subsequent coefficient plots, the omitted group for the commune indicators is Abobo. Complete results are presented in
Column 1 of Appendix Table 7.
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rectly, our pre-specified coding of the outcome variable may be masking important heterogeneity.

To address this, we create secondary outcome variables that allow us to observe differential effects

of treatment depending on whether the respondent was motivated to answer correctly or incorrectly.

We create two count variables: Correct Motivated counts the number of news items the respondent

correctly identified when they were motivated to do so; Correct Unmotivated counts the number of

news items the respondent correctly identified when they were unmotivated to do so. Because the

news items were equally distributed between pro- and anti-government slant, these count variables

range from 0 to 6.

To test the idea that the Motivation treatment increases correct identification of information

when people are motivated to get the answer wrong, we estimate Equation 1 for the the new outcome

variable Correct Unmotivated (left panel in Figure 5). To test the idea that the Motivation treatment

decreases correct identification of information when people are motivated to get the answer right,

we estimate Equation 1 for the new outcome variable Correct Motivated (right panel in Figure 5).

Here, the findings are consistent with our expectations. The positive effect of the Empathy treatment

is coming from the set of news items that the respondent was motivated to identify incorrectly. The

negative effect of the Norms treatment is apparent in both cases but slightly higher in the case where

respondents were already motivated to correctly identify news items (p<0.10).

We note that this alternative outcome measurement strategy, while not pre-registered, is the only

one that can adequately identify motivated reasoning. Indeed, if we measure only the individual’s

likelihood of correctly identifying information, then we cannot distinguish between an individual

who is motivated to identify information correctly and an individual who has strong priors about the

information’s accuracy. It is only by differentiating between the motivation to answer incorrectly

and the motivation to answer correctly that we can assert that we have captured motivated reasoning.
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Figure 5: Average Treatment Effects on Correct Identification of Information
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Northerner

Yopougon

Port-Bouet
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Note: These coefficient plots estimates Equation 1 on our secondary outcome measures of correct identification of
information when respondents are motivated to answer incorrectly (left panel) and correctly (right panel). Complete
results are presented in Columns 2 and 3 of Appendix Table 7 for the left and right panels, respectively.

5.2 Sharing Misinformation

To test the effects of treatment on Sharing Misinformation, we again construct two measures (we

did not specify exactly how we would measure this construct in our pre-analysis plan). The first is

the most straightforward: we subset the 12 news items to the eight that were fake news. We then

estimate the proportion of those items that respondents said they would share with others. The mean

of this variable is 0.40.

However, some respondents believed that the information they said they would share was true

and so would unknowingly be sharing misinformation. We thus create a second outcome variable

that again subsets to the eight fake news items. But this time, we only count the proportion of

items the respondent says they would share and also believes to be false. So this outcome captures

whether the respondent would knowingly share misinformation. The mean of this variable is 0.18.

Figure 6 plots the coefficients of Equation 1 estimated on both versions of the outcome

variable. The patterns are similar across both: the coefficients on the Digital Literacy and Empathy

interventions are close to zero whereas the coefficients on the Norms and Popularity interventions
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Figure 6: Average Treatment Effects on Sharing Misinformation
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Norms Intervention

Empathy Intervention

Popularity Intervention
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Ingroup Enumerator
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Note: These coefficient plots estimate Equation 1 on two measures of sharing of misinformation. The left panel
represents the proportion of the eight fake news items that the respondent says they would share. The right panel
represents the proportion of eight fake news items that the respondent both knows to be fake news and would also share.
Complete results are presented in Columns 4 and 5 of Appendix Table 7 for the left and right panels, respectively.

are negative and larger (0.12 to 0.15 standard deviations).20 The negative effect on sharing of

misinformation is consistent with H 4 (Popularity), although this effect was expected to obtain for

the Norms and Empathy intervention as well. The coefficient on the Norms treatment indicator is

not statistically significant at conventional levels; p = 0.14 in the left panel and p = 0.08 in the

right panel.

Following Guay et al. (2022), we analyze discernment between the sharing of true and

false news. They find research designs most convincing when treatment reduces sharing of false

information but not true information. This is the pattern we see in our data with respect to the

Popularity intervention. As shown in Appendix Table 8, the Popularity intervention has a negative

and statistically significant effect on sharing information believed to be false and correctly believed

to be false (Columns 1 and 2), and no effect of sharing information believed to be true and correctly

believed to be true (Columns 3 and 4).21 Interestingly, the Norms intervention has a negative

effect on sharing of both types of information (statistically significant at p < 0.1). Here, we do not

20Another way of conceiving of the outcome variable is counting any news item (true or false) that the respondent
believes is false and then shares. We see a similar pattern of results for this test in Column 1 of Appendix Table 8.

21Column 5 shows that the intervention also has a net negative effect of sharing of any information, but the other
columns clearly show that the effect is being driven by a reduction in sharing false information.
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Figure 7: Average Treatment Effects on Affective Polarization
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Note: These coefficient plots estimate Equation 1 on our endline measure of affective polarization, controlling for the
baseline measure of affective polarization. Complete results are presented in Column 1 of Appendix Table 9.

conclude that the effect of the Norms intervention on sharing of misinformation had the intended

effect.

5.3 Polarization

We turn to an analysis of treatment effects on Affective Polarization, which we hypothesized would

mediate the effect of treatment on the information outcomes. Figure 7 plots the coefficients for

Equation 1 estimated on the affective polarization index described in Section 4. Because we also

measured this index at baseline prior to the administration of treatment, we control for the baseline

level of the outcome variable to increase precision. While we did not expect the Digital Literacy

intervention to impact polarization, we did expect the three motivation interventions to have an

effect. They clearly do not. Because we do not see statistically significant effects of treatment on

our proposed mediator, affective polarization, we do not run the mediation analyses we proposed in

the pre-analysis plan.

One explanation for this null finding is that the index is not doing a good job of capturing

variation in this population. However, as we see in Figure 8, there are clear and sensible correlates

of affective polarization at baseline. Supporters of the two main political rivals in Côte d’Ivoire
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Figure 8: Correlates of Baseline Affective Polarization
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Feel Ethnic over National
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Note: These coefficient plots estimate Equation 1 on our endline measure of affective polarization, controlling for
the baseline measure of affective polarization. The same specification is run on two subsets of our sample – below-
and above-median baseline polarization – in the left and right panels, respectively. Complete results are presented in
Columns 2 and 3 of Appendix Table 9.

are among the most polarized, as we would expect. Polarization is also positively correlated with

being a Northerner, living in a more densely Northerner commune, and being more likely to discuss

politics. It is negatively correlated with higher levels of education.

Alternatively, the null effect could be masking some heterogeneity in the population. We might

expect the treatments to work differently on respondents with different baseline levels of affective

polarization.22 Figure 9 plots the effects of treatment on endline levels of affective polarization

subsetting the sample by polarization levels at baseline (above- and below-median). Here, we see

some evidence that the Motivation interventions may have been working differently among the

more and less polarized respondents. In fact, it appears that the treatments may be further polarizing

in that they decrease polarization among the least polarized and increase polarization among the

most polarized. This trend is not statistically significant at conventional levels, but is most apparent

(significant at 10%) for the Norms intervention.

22We pre-registered our expectation of heterogeneous treatment effects by baseline affective polarization, but did not
specify a direction.
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Figure 9: Average Treatment Effects on Affective Polarization by Baseline Polarization
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6 Discussion

To summarize the results, the Digital Literacy intervention elicited no effect on the main outcomes

of interest whereas each of the three Motivation interventions – Empathy, Norms, and Popularity

– had a statistically significant effect on belief in or sharing of misinformation. This pattern of

findings provides support for the idea that motivated reasoning, or the influence of one’s identity on

information processing, is a real constraint to efforts to reduce the ill effects of misinformation. This

conclusion is consistent with the pattern of findings in Badrinathan’s (2021) study wherein a digital

literacy campaign worked among non-copartisans of the incumbent but not among co-partisans.

She argues that because incumbent co-partisans exhibit greater attachment to the incumbent party

relative to opposition partisans who are more fractionalized and less unified around a common

identity, co-partisans would be more subject to motivated reasoning, limiting the effects of a digital

literacy campaign.

The differential effects of each motivation intervention on our outcomes generates interesting

findings. The more individualistic intervention (Empathy), which provides individuals the perspec-

tive of an outgroup experiencing a common life tragedy, has the expected positive effect on the

more individualistic outcome – correct identification of information. By contrast, the more collec-

tive intervention (Popularity), which provides individuals with a message on the role of kindness
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on being popular, has the expected negative effect on the more collective outcome – sharing of

misinformation. While this interpretation is post hoc, it merits further investigation.

The non-significant effect of the digital literacy intervention accords with some of the mixed

findings in the literature about the potential to affect information processing with short-term capacity

interventions. While the intervention was taken directly from a set of digital literacy programming

being promoted in Côte d’Ivoire, it was a relatively light-touch intervention compared to some of

the others in the literature. For instance in Badrinathan’s (2021) study in India, participants received

an hour-long in-person media literacy training. This study’s finding of no average effect of treatment

was part of what motivated our expectation of a null result. However, the intervention we study

was more intensive than that in Guess et al. (2020), which consisted of a text-based presentation

of six to 10 tips about how to spot false news. While this latter study finds effects among a highly

educated online sample in India, it finds no effects among a largely rural sample. Our sample of

youth in Abidjan is probably more similar to the educated online sample in India and should thus

add skepticism to the potential for digital literacy interventions to elicit positive impacts.

Given the low rate of correct identification, one might worry about the the difficulty of the

information identification tasks used as the outcome variable. In the Guess et al. (2020) study, the

base rate of correct identification of information among the online sample in India was also about

50% (and even lower in the rural sample). But the rate of correct identification in the Badrinathan

(2021) study was much higher, at 83%, likely indicating a much easier task. To try to understand if

the difficulty of the task is moderating the effect of the digital literacy treatment, we had two local

youth – similar in profile to those in our sample – independently rate each of the 12 news items

as easy, medium or hard to correctly identify. Averaging over the scores, they rated three items

as easier, and six items as harder. We then run our main specification on the correct identification

of information separately on the easier tasks and the harder tasks. Appendix Figure 11 provides

suggestive evidence that the digital literacy intervention may have worked to increase correct

identification of information among the easier tasks (p=0.16) but not the harder ones.
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There is a remaining unexplained finding: the negative effect of the Norms intervention on

the correct identification of information in the pre-registered analysis illustrated in Figure 4. This

negative effect makes sense for the half of news items that individuals were motivated to answer

correctly; the Norms intervention could have contributed to removing that motivation resulting

in a reduction of correct responses. However, as illustrated in Figure 5, the negative effect looks

substantively similar among the half of news items that participants were motivated to answer

incorrectly and for which we expected a positive finding. Since the Norms intervention appeared

to elicit differential effects on affective polarization based on initial levels of polarization, it could

be that the negative effect of the Norms intervention on information processing is masking some

heterogeneity as well. Interacting the treatment indicators with a binary indicator of above- and

below-median baseline polarization, however, we find no evidence that the Norms intervention has

any differential effect.

Another possible moderator of treatment is political sophistication. Walter et al. (2020) have

shown that motivated reasoning is more prevalent among politically sophisticated individuals. But

Vegetti and Mancosu (2020) find that political sophisticates are better able to tell real from false

news. This poses an interesting paradox for our study: political sophisticates are more susceptible

to motivated reasoning but less susceptible to fake news. Baseline affective polarization in our data

is positively correlated with talking politics more frequently, consistent with the expectation in the

literature. Also consistent with expectations from the literature, correct identification of information

is positively correlated with talking politics more frequently. If we interact a binary indicator of

above- and below-median frequency of talking politics with our treatments, we find that the negative

effect of norms obtains only among the more “politically sophisticated” according to this measure.

There was no differential effect of treatment on endline polarization. This pattern of findings could

be consistent with the Norms intervention reducing the advantage that political sophisticates usually

have in deciphering fake news, but this interpretation requires additional study.

Another way to diagnose where this effect is coming from is to observe which news items
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are driving the result. We can divide the news items into four categories along the dimensions of

true/false and pro/anti-government. The negative effect of the Norms intervention on the correct

identification of information only appears for the anti-government fake news. This implies that the

Norms intervention causes people to be overly generous about believing opposition news – they are

more likely to think fake news favoring the opposition is true. If people perceive the incumbent

party as being more likely to perpetuate fake news, then this reaction could be an over-correction.

But this, too, is speculative and the unexpected finding merits further investigation.

7 Conclusion

This study adds to the small but growing literature that urges skepticism about the effectiveness

of interventions to correct information in non-Western contexts (Badrinathan, 2021; Batista et al.,

2022; Bowles et al., 2022). It is also the first to explicitly pair an information correction intervention

with one that aims to reduce motivated reasoning. The results are enlightening: all three Motivation

interventions shaped the proclivity of consumers to believe or share false information. Meanwhile,

the Capacity intervention had zero effect on identifying or sharing misinformation. Our results have

theoretical and empirical implications.

Theoretically, our study confirms the role that demand-based motivation factors play in

perpetuating media bias and misinformation: consumers of information are motivated not just

by accuracy goals, but also – and in polarized contexts more importantly – by directional goals:

information that affirms one’s social identity is more readily assimilated, whether or not it is true.

As a result, the constraint on assimilating new information does not lie in an individual’s capacity

to assimilate new information, but rather in their motivation to assimilate or resist it.

Empirically, actors looking for strategies to reduce misinformation can use this theoretical

insight to inform their interventions. Social scientific research on how social identity shapes

individual behavior offers important insights into the role that social norms, empathy, and the quest
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for self-esteem can play in shaping these directional goals. The finding on the empathy intervention,

in particular, seems easily scalable: one simple perspective-getting narrative had a durable effect on

individuals’ rejection of misinformation they were motivated to believe. These types of narratives

can be easily incorporated in any news story, and in fact they often are.23

Finally, while the unexpected effect of the Norms intervention raises additional questions,

the fact that misinformation outcomes are sensitive to this type of manipulation of ingroup and

outgroup norms is consistent with our other findings. We hope this evidence will encourage further

innovation and testing around interventions aimed to reduce motivated reasoning in contexts of

rampant misinformation.

23See, e.g., https://www.npr.org/series/4516989/storycorps.

https://www.npr.org/series/4516989/storycorps
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Appendices

A Timeline

• August 23- October 22, 2021: Creation of intervention content; development of PAP;

programming of questionnaires; IRB approval

• November 11-16, 2021: Training and piloting

• November 17-December 7, 2021: Recruitment and baseline survey administration in waves

• December 1-January 18, 2022: Online fielding of endline questionnaire

B Power Calculations

We estimated power on the basis of an endline sample size of 2000 participants. Our survey team

anticipated a maximum rate of attrition of 30% between baseline and endline. We thus recruited

about 2900 participants at baseline to yield approximately 2000 participants at endline.

Our power calculation assumes a conservative 0.2 standard deviation minimum detectable

effect size. We base this off of the literature on affective polarization. There, an intensive in-person

workshop reduced affective polarization by 0.3 standard deviations (Baron et al., 2021) whereas

a less intensive treatment in which respondents were asked to read and reflect on a news article

reduced affective polarization by 0.2 standard deviations (Levendusky, 2018). Our intervention

likely falls somewhere in between these two in terms of intensity but closer to the news article

prime, so we choose 0.2 to be conservative.

With a final sample size of 2000, an assumed minimum detectable effect size of 0.2 standard

deviations, and a statistical significance level of 0.05, this design will allow be powered for our

hypothesis tests as follows:

• For H1, which compares digital literacy to the placebo with N=400 in each group, the power

of the test is 0.81.
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• For H2-H4, which compares each of Interventions 2-4, respectively, to the Control condition

with N=400 in each intervention group and N=800 in Control, the power of the test is 0.90.

C Robustness Checks

Here, we examine the robustness of our main results to two additional considerations. First, we

examine how taking account of the certainty of respondents answers affects the estimation of

treatment effects. Second, we examine whether our results are robust to different exclusion rules.

In addition to asking respondents a binary question about whether each news item was false,

we also asked how certain they were about their answer. On average, respondents were fairly certain.

On a 4-point scale from very uncertain to very certain, the mean response was 2.9 across all news

items. People who are more likely to say they discuss politics at baseline are more certain about

their answers as are people who share the group of the enumerator. There are no treatment effects

on average level of certainty. However, if we weight each response by level of certainty, the negative

effect of the Norms treatment is amplified as shown in Figure 10.

As we were verifying data quality at the start of the second survey, we found that a substantial

portion of respondents (about 20 percent) were reporting a different identity (Northerner or South-

erner) than the identity they reported in the first wave. We decided we would need to drop these

respondents in the data analysis because we did not know the true identity of the respondent. If the

identity was different than the one given at baseline, then the Motivation interventions would work

in the opposite way as intended because the audio assigned to the respondent would be about the

wrong group (assignment to treatment was based on self-reported identity at baseline). The analyses

presented in the main text thus drop the 336 respondents that self-reported opposing identities at

baseline and endline.

However, it is conceivable that treatment is correlated with this proclivity to change identity

reporting which could bias estimates of treatment effects. Indeed, as shown in Table 2, the Empathy
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Figure 10: Average Treatment Effects on Correct Identification of Information, Weighted by
Certainty of Response

Digital Literacy Video

Norms Intervention

Empathy Intervention

Popularity Intervention

-.2 -.1 0 .1 .2

Original
Weighted
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treatment makes respondents more likely to switch their identity between the two survey waves

(statistically significant at p < 0.1). We thus check robustness of our results to using the full sample

(keeping the people who switched identities between baseline and endline). We would expect

our main results to attenuate somewhat given the inclusion of respondents who got the “wrong”

treatment and would thus be expected to react in the opposite direction as the one hypothesized.

Indeed, in Column 4 of Tables 3 and 4, we see the magnitude of the estimated effect of the Empathy

and Popularity treatments on correct identification and sharing of misinformation, respectively,

attenuate. But in each case, the coefficient is statistically significant at p < 0.1.

Table 2: Average Treatment Effects on Indicators of Mismatch for Exclusion from Analysis

(1) (2) (3)
Self-Reported Verified by Any Verified by All

Digital Literacy Video 0.007 0.015 0.010
(0.018) (0.013) (0.012)

Norms Intervention 0.032 -0.024 -0.014
(0.024) (0.016) (0.015)

Empathy Intervention 0.047+ 0.010 0.023
(0.025) (0.018) (0.017)

Popularity Intervention 0.033 -0.000 0.008
(0.024) (0.018) (0.016)

Northerner 0.135∗∗∗ 0.156∗∗∗ 0.136∗∗∗

(0.025) (0.020) (0.018)
Yopougon 0.062∗∗ 0.052∗∗∗ 0.041∗∗

(0.020) (0.015) (0.014)
Port-Bouet 0.029 0.035∗ 0.030+

(0.025) (0.018) (0.016)
Ingroup Enumerator -0.022 -0.036∗ -0.037∗

(0.024) (0.018) (0.016)
Constant 0.091∗∗ 0.029 0.024

(0.029) (0.021) (0.019)

Observations 1832 1885 1885
OLS model with robust standard errors, blocking variables included.
+p < 0.10, ∗p < 0.05, ∗∗p < 0.01, ∗∗∗p < 0.001
Models indicate which respondents were excluded on the basis of their baseline identity
not matching the identity assumed by treatment.

As another way to address this issue, we attempt to code the “true” identity of each of these
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336 respondents. To do this, we had three Ivoirian individuals independently code the Northern or

Southern identity of each respondent based on their name, religion, ethnicity, region of birth, and

family’s region of origin. We then create a new exclusion variable based on this independent coding.

Among the 336 respondents with mismatched identities at baseline and endline, we only exclude

those whose baseline identity could not be independently verified by a) any coder, or b) all three

coders. This amounts to 172 and 144 respondents, respectively. When we do this, our exclusion

variable is no longer correlated with treatment status as indicated in Columns 2 and 3 of Table 2.

In Tables 3 and 4, we present results for our main analyses of average treatment effects on

identification and sharing of misinformation using each of these definitions for exclusion, in turn.

The first model reproduces the estimates presented in the above coefficient plots which drop anybody

who gives a different identity in the first and second wave of the survey. The second model only

excludes respondents who gave a different identity and whose baseline identity could not be verified

by any coder; the third model excludes respondents who gave a different identity and whose baseline

identity could not be verified by all coders. The findings are substantively similar in these additional

models although the estimated positive treatment effect of the Empathy intervention on correct

identification of information is no longer statistically significant.

One reason we choose to prioritize the first specification in the main text is because the exercise

of externally coding respondent identity introduces its own form of bias. Digging deeper into the

data on identity switchers, we can infer that there are at least two reasons people might switch

reported identities between baseline and endline. First, respondents might not be paying attention

and so misreport at baseline or endline. If they misreport at baseline, they receive the wrong

treatment. If they misreport at endline, it is likely that their responses are of poor quality because

they are not paying close attention to the survey (the endline survey was online, so this is especially

important). A second reason for switching is that respondents may actually be on the fence. While

we did not anticipate this possibility because of the political and cultural salience of the Northern

and Southern identities, it turns out that there are regions and ethnic groups in the center of the
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country that have a history of being unaligned with either group. Attention-paying respondents

may have thus honestly switched groups across surveys because of a weak attachment to either.

Indeed, among those who say Northerner at baseline, those from the unaligned groups are more

likely to switch identities at endline than those from the aligned groups (38% vs. 25%). We would

be especially interested in excluding the first type of respondent from our survey but not the second.

In fact, treatment may be even more effective among the second type of respondent because they

are the least attached to their group identity.

The coders are only able to address one of these three problems. Coders will be better at

identifying the “true” identity of more aligned groups. This means the coder specifications will

exclude the people who gave the “wrong” identity at baseline and thus got the wrong version of

the treatment. However, these specifications include respondents who gave the “wrong” identity at

endline and thus were likely to be inattentive when answering the questions measuring our outcomes

of interest. Also, coders are not very good at identifying the “true” identity of unaligned groups.

Among the entire sample (not just the people answering differently at baseline/endline), 91% of

those identifying as Southerners at baseline were identified as Southern by coders. By contrast, only

51% of those identifying as Northerner at baseline were coded as such. Looking even deeper, we

can separate out – among those who said they were Northerners at baseline – people who are from

more central regions that are likely to be unaligned with either group. Here, coders only validated

the baseline identity as Northerner 14% of the time for the unaligned groups compared to 62% for

others.

Therefore, the result of the coding exercise is that we are more likely to keep people in the

sample who are inattentive at endline and drop people who are from less aligned identity groups and

were honestly switching. This could help explain why we see the effect size moderate in Columns 2

and 3 of the robustness tests.
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Table 3: Average Treatment Effects on Correct Identification of Information When Motivated to
Answer Incorrectly

(1) (2) (3) (4)
Self-Reported Verified by Any Verified by All Full Sample

Digital Literacy Video -0.001 0.024 0.017 -0.009
(0.063) (0.062) (0.061) (0.059)

Norms Intervention -0.134 -0.155+ -0.153+ -0.140+

(0.088) (0.086) (0.085) (0.083)
Empathy Intervention 0.184∗ 0.117 0.117 0.138+

(0.085) (0.084) (0.083) (0.079)
Popularity Intervention 0.057 -0.014 -0.007 0.023

(0.085) (0.084) (0.083) (0.080)
Northerner -0.237∗∗ -0.231∗∗ -0.211∗ -0.198∗

(0.088) (0.085) (0.084) (0.079)
Yopougon -0.528∗∗∗ -0.448∗∗∗ -0.438∗∗∗ -0.394∗∗∗

(0.071) (0.069) (0.069) (0.066)
Port-Bouet -0.385∗∗∗ -0.360∗∗∗ -0.340∗∗∗ -0.281∗∗

(0.092) (0.091) (0.090) (0.087)
Ingroup Enumerator 0.255∗∗ 0.240∗∗ 0.241∗∗ 0.220∗∗

(0.087) (0.084) (0.083) (0.079)
Constant 3.173∗∗∗ 3.112∗∗∗ 3.097∗∗∗ 3.079∗∗∗

(0.112) (0.106) (0.105) (0.102)

Observations 1502 1713 1741 1885
OLS model with robust standard errors, blocking variables included.
+p < 0.10, ∗p < 0.05, ∗∗p < 0.01, ∗∗∗p < 0.001
Models indicate which respondents were excluded on the basis of their baseline identity
not matching the identity assumed by treatment.
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Table 4: Average Treatment Effects on Sharing of Information Known to Be False

(1) (2) (3) (4)
Self-Reported Verified by Any Verified by All Full Sample

Digital Literacy Video 0.002 -0.002 -0.001 -0.006
(0.011) (0.011) (0.011) (0.011)

Norms Intervention -0.027+ -0.019 -0.020 -0.021
(0.016) (0.015) (0.015) (0.015)

Empathy Intervention 0.013 0.002 0.003 0.003
(0.016) (0.015) (0.015) (0.015)

Popularity Intervention -0.032∗ -0.032∗ -0.032∗ -0.023+

(0.014) (0.014) (0.014) (0.014)
Northerner 0.034∗ 0.028+ 0.028+ 0.025+

(0.016) (0.015) (0.015) (0.014)
Yopougon 0.007 0.008 0.008 0.006

(0.013) (0.012) (0.012) (0.012)
Port-Bouet 0.016 0.018 0.022 0.014

(0.016) (0.015) (0.015) (0.015)
Ingroup Enumerator 0.028+ 0.020 0.019 0.009

(0.015) (0.014) (0.014) (0.014)
Constant 0.148∗∗∗ 0.161∗∗∗ 0.160∗∗∗ 0.176∗∗∗

(0.018) (0.017) (0.017) (0.017)

Observations 1500 1687 1713 1854
OLS model with robust standard errors, blocking variables included.
+p < 0.10, ∗p < 0.05, ∗∗p < 0.01, ∗∗∗p < 0.001
Models indicate which respondents were excluded on the basis of their baseline identity
not matching the identity assumed by treatment.
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D Additional Tables and Figures

In this section, we present additional tables and figures referenced in our main paper.

Table 5: Details on Sample Size at Baseline and Endline

Control Empathy Norms Popularity

Digital literacy 577 288 287 293

366 181 190 187

Placebo 606 278 296 293

397 180 186 204

Sample size at baseline in bold font; at endline in regular font.

Table 6: Average Treatment Effects on Attrition in Follow-up Survey

(1)

Digital Literacy Video 0.016
(0.017)

Norms Intervention -0.001
(0.023)

Empathy Intervention 0.003
(0.023)

Popularity Intervention -0.026
(0.023)

Northerner 0.046∗

(0.023)
Yopougon -0.137∗∗∗

(0.019)
Port-Bouet 0.211∗∗∗

(0.023)
Coethnic Enumerator 0.026

(0.023)
Constant 0.313∗∗∗

(0.028)

Observations 2910
OLS model with robust standard errors, blocking variables included. +p < 0.10, ∗p < 0.05, ∗∗p < 0.01, ∗∗∗p < 0.001
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Table 8: Average Treatment Effects on Sharing of Information by Information Type

(1) (2) (3) (4) (5)
Think False Know False Think True Know True All Info

Digital Literacy Video 0.001 0.002 -0.004 -0.005 -0.003
(0.011) (0.011) (0.011) (0.015) (0.016)

Norms Intervention -0.021 -0.027+ -0.016 -0.037+ -0.038+

(0.015) (0.016) (0.016) (0.019) (0.023)
Empathy Intervention -0.001 0.013 -0.004 0.000 -0.005

(0.016) (0.016) (0.016) (0.021) (0.023)
Popularity Intervention -0.039∗∗ -0.032∗ -0.016 -0.016 -0.054∗

(0.014) (0.014) (0.015) (0.020) (0.021)
Northerner 0.040∗∗ 0.034∗ -0.008 -0.012 0.033

(0.015) (0.016) (0.016) (0.020) (0.023)
Yopougon 0.008 0.007 0.033∗∗ 0.035∗ 0.041∗

(0.012) (0.013) (0.013) (0.017) (0.018)
Port-Bouet 0.026+ 0.016 0.002 -0.032 0.029

(0.015) (0.016) (0.017) (0.020) (0.024)
Ingroup Enumerator 0.028+ 0.028+ -0.027+ -0.024 0.002

(0.015) (0.015) (0.015) (0.019) (0.022)
Constant 0.151∗∗∗ 0.148∗∗∗ 0.241∗∗∗ 0.278∗∗∗ 0.391∗∗∗

(0.017) (0.018) (0.019) (0.024) (0.028)

Observations 1500 1500 1500 1498 1500
OLS model with robust standard errors, blocking variables included.
+p < 0.10, ∗p < 0.05, ∗∗p < 0.01, ∗∗∗p < 0.001.
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Table 9: Average Treatment Effects on Affective Polarization

(1) (2) (3)

Full Sample
Below-median

Baseline Polarization
Above-median

Baseline Polarization

Digital Literacy Video 0.023 -0.003 0.049
(0.032) (0.040) (0.052)

Norms Intervention 0.005 -0.099+ 0.122
(0.046) (0.051) (0.078)

Empathy Intervention 0.029 -0.030 0.093
(0.047) (0.060) (0.074)

Popularity Intervention 0.004 -0.071 0.092
(0.040) (0.050) (0.062)

Northerner 0.055 -0.000 0.093
(0.043) (0.051) (0.067)

Yopougon 0.053 0.068 0.046
(0.035) (0.043) (0.056)

Port-Bouet 0.079 0.116+ 0.050
(0.052) (0.061) (0.088)

Ingroup Enumerator 0.066 -0.003 0.128∗

(0.041) (0.049) (0.064)
Baseline Polarization Index 0.239∗∗∗ 0.024 0.226∗∗∗

(0.036) (0.111) (0.065)
Constant -0.117∗ -0.127 -0.202∗

(0.051) (0.080) (0.084)

Observations 1488 767 721
OLS model with robust standard errors, blocking variables included.
+p < 0.10, ∗p < 0.05, ∗∗p < 0.01, ∗∗∗p < 0.001
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Figure 11: Average Treatment Effects by Difficulty of the Information Task
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Figure 12: Baseline Levels of Polarization by Commune and Respondent Identity
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Figure 13: Measures of Identity Salience by Commune
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E Ethical Considerations

The study in this paper was reviewed and approved by the University of San Diego IRB, Proto-

col 800894 on November 3, 2021 with a Reliance Agreement from the University of Houston.

Additionally, we discussed the possibility of applying for local research ethics permission with

our survey firm and among the coauthors. As of today, there is no functional ethics board for

non-medical studies in Côte d’Ivoire. Additionally, the Conseil National de la Statistique (CNStat),

which provides visas for statistical studies, is not yet functional either.

We consulted with our local survey firm to determine an appropriate amount for compensation.

With their advice, we agreed to compensate participants with mobile transfers of 1,500 CFA

(approximately 3 USD) after the first wave and 2,000 CFA (approximately 4 USD) after the second

wave. It is estimated that the current minimum wage in Côte d’Ivoire is approximately 36,000 CFA

a month for a 40 hour work week.24 This is equivalent to 225 CFA per hour. Our surveys were

approximately 25 minutes (wave 1) and 15 minutes (wave 2), for a total of 40 minutes. Therefore,

we remunerated participants 3,500 CFA for 40 minutes of their time. This is significantly higher

than the official minimum wage, and our local survey partner, FieldPro, estimated that this was a

fair amount given the time and cognitive work involved.

Our participant pool was deliberately diverse on the following dimensions: ethno-regional

identity, gender identity. It was restricted to 18-30 year olds with access to the internet, which

was our target population. Because we sought ethno-regional diversity, our sample comprised

groups that have been historically and continue to be polarized; however, polarization rather

than marginalization would characterize the group dynamics within our sample. Because our

study addressed intergroup relations, we relied on local partners with years of experience doing

survey work in the country. The training of enumerators included sensitivity training to address

potentially contentious topics such as Ivoirité, and the delivery method for the survey (via tablet

24See https://www.ilo.org/dyn/travail/travmain.sectionReport1?p_lang=en&p_structure=1&p_
year=2011&p_start=1&p_increment=10&p_sc_id=1&p_countries=CI&p_print=Y.

https://www.ilo.org/dyn/travail/travmain.sectionReport1?p_lang=en&p_structure=1&p_year=2011&p_start=1&p_increment=10&p_sc_id=1&p_countries=CI&p_print=Y
https://www.ilo.org/dyn/travail/travmain.sectionReport1?p_lang=en&p_structure=1&p_year=2011&p_start=1&p_increment=10&p_sc_id=1&p_countries=CI&p_print=Y
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with headphones in wave 1 and via email, SMS or WhatsApp in wave 2) allowed for respondent

privacy.
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