
UC San Diego
UC San Diego Electronic Theses and Dissertations

Title
Application of continuum mechanics for a variety of curvature generation phenomena in cell 
biophysics

Permalink
https://escholarship.org/uc/item/9nh7k86g

Author
Alimohamadi, Haleh

Publication Date
2021
 
Peer reviewed|Thesis/dissertation

eScholarship.org Powered by the California Digital Library
University of California

https://escholarship.org/uc/item/9nh7k86g
https://escholarship.org
http://www.cdlib.org/


UNIVERSITY OF CALIFORNIA SAN DIEGO

Application of continuum mechanics for a variety of curvature generation phenomena in
cell biophysics

A dissertation submitted in partial satisfaction of the
requirements for the degree

Doctor of Philosophy

in

Engineering Sciences (Mechanical Engineering)

by

Haleh Alimohamadi

Committee in charge:

Professor Padmini Rangamani, Chair
Professor Juan Carlos del Álamo
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and Prof. Juan C. Lasheras for their invaluable advice. They have always been approachable and

supportive of my ideas.

I would like also to thank the many collaborators who have contributed to my thesis. I list

each of these contributions below.

For chapter 2, I would like to acknowledge my co-author Prof. Padmini Rangamani, and

Dr. Morgan Chabanon, Miriam Bell, and Allen Leung for his suggestions on improving the

manuscript. I would also like to acknowledge grant funding: the Visible Molecular Cell Consor-

tium (VMCC) and the Center for Trans-scale Structural Biology and Biophysics (CTSBB) at UC

San Diego. Figures used in this chapter adapted content from Servier Medical Art powerpoint

image bank. Chapter 2 contains Material from “Modeling Membrane Curvature Generation

due to Membrane–Protein Interactions” by Haleh Alimohamadi and Padmini Rangamani, which

appears in Biomolecules, October 2018 [5]. The dissertation author was the primary investigator

and author of this paper.

For chapter 3, I would like to acknowledge my co-authors Dr. Ritvik Vasan, Dr. Julian

Hassinger, Feng Yuan, Brandon Bakka, Andrea Trementozzi, Kasey Day, Prof. Nicolas Fawzi,

Prof. Jeanne Stachowiak, and Prof. Padmini Rangamani. I would also like to thank Prof. David

xviii



Drubin for initial discussions and Dr. Morgan Chabanon for his suggestions on improving the

manuscript. I would also like to acknowledge grant funding: the Visible Molecular Cell Consor-

tium (VMCC) and the Center for Trans-scale Structural Biology and Biophysics (CTSBB) at

UC San Diego. Chapter 3 contains Material from “The role of traction in membrane curvature

generation” by Haleh Alimohamadi, Ritvik Vasan, Julian Hassinger, Jeanne Stachowiak, and

Padmini Rangamani, which appears in Molecular Biology of the Cell, August 2018 [6] and

“Membrane bending by protein phase separation” by Feng Yuan, Haleh Alimohamadi, Brandon

Bakka, Andrea Trementozzi, Kasey Day, Nicolas Fawzi, Padmini Rangamani, and Jeanne Sta-

chowiak, which appears in Proceedings of the National Academy of Sciences, March 2021 [7].

The dissertation author was the primary investigator and author of this paper.

For chapter 4, I would like to acknowledge my co-authors Prof. Ben Ovryn and Prof.

Padmini Rangamani. I would also like to thank Dr. Morgan Chabanon and Miriam Bell for

their feedback on the study. Chapter 4 contains Material from “Modeling membrane nanotube

morphology: the role of heterogeneity in composition and material properties” by Haleh Al-

imohamadi, Ben Ovrn, and Padmini Rangamani, which appears in Scientific reports, February

2020 [8]. The dissertation author was the primary investigator and author of this paper.

For chapter 5, I would like to acknowledge my co-authors Dr. Alyson Smith, Dr. Roberta

Nowak, Prof. Velia Fowler, and Prof. Padmini Rangamani. I would also like to thank Dr.

Christopher T. Lee and Miriam Bell for their feedback on the study. Chapter 5 contains Material

from “Non-uniform distribution of myosin-mediated forces governs red blood cell membrane

curvature through tension modulation” by Haleh Alimohamadi, Alyson Smith, Roberta Nowak,

Velia Fowler, and Padmini Rangamani, which appears in PLoS computational biology, May

2020 [9]. The dissertation author was the primary investigator and author of this paper.

For chapter 6, I would like to acknowledge my co-authors Miriam Bell, Prof. Shelley

Halpain, and Prof. Padmini Rangamani. Chapter 6 contains Material from “Mechanical principles

xix



governing the shapes of dendritic spines” by Haleh Alimohamadi, Miriam Bell, Shelley Halpain,

and Padmini Rangamani, which is posted in bioRxiv, September 2020 [10]. The dissertation

author was the primary investigator and author of this paper.

I would like to acknowledge current and former members of my lab including Morgan,

Miriam, Chris, Allen, Justin, Andrea, Kiersten, Ritvik, Arijit, Mickey, Jennifer, Mrunal, Cuncheng,

Can, Donya, Poorya, Lucas, Mayte, Ben, Sage, and Marco. I would also like to thank my friends

for supporting me during my PhD studies particularly my best friends Parisa and Zamzam!

Finally, I want to thank my family, Atekeh, Mohammad, and Ali who have always been

incredibly supportive of my career. My husband, Mohsen, has been extremely supportive of me

throughout this entire process and has made countless sacrifices to help me get to this point. I

could overcome all the difficulties thanks to my family’s understanding, patience, and love.

xx



VITA

2012 B. S. in Mechanical Engineering, University of Tehran, Tehran, Iran

Winter 2019 Teaching Assistant, University of California San Diego

Spring 2019 Teaching Assistant, University of California San Diego

Winter 2021 Teaching Assistant, University of California San Diego

2021 Ph. D. in Engineering Sciences (Mechanical Engineering), University of
California San Diego

PUBLICATIONS

Alimohamadi, H.*, Vasan, R.*, Hassinger, J.E., Stachowiak, J.C. and Rangamani, P., (2018).
The role of traction in membrane curvature generation. Molecular Biology of the Cell, 29(16),
pp.2024-2035. doi: 10.1091/mbc.E18-02-0087.

Alimohamadi, H. and Rangamani, P., (2018). Modeling membrane curvature generation due to
membrane-protein interactions. Biomolecules, 8(4), pp. 120-145. doi: 10.3390/biom8040120.

Alimohamadi, H., Ovryn, B., and Rangamani, P., (2020). Modeling membrane nanotube mor-
phology: the role of heterogeneity in composition and material properties. Scientific Reports,
10(1), pp.1-15. doi: 10.1038/s41598-020-59221-x.

Alimohamadi, H., Smith, A.S., Nowak, R. B., Fowler, V. M., and Rangamani, P., (2020).
Non-uniform distribution of myosin-mediated forces governs red blood cell membrane cur-
vature through tension modulation. PLOS Computational Biology, 16(5), pp.e1007890. doi:
10.1371/journal.pcbi.1007890.

Yuan, F., Alimohamadi, H., Bakka, B., Trementozzi, A.N., Day, K.J., Fawzi, N.L., Rangamani, P.,
and Stachowiak, J.C., (2021). Membrane bending by protein phase separation. Proceedings of
the National Academy of Sciences, 118(11). doi: 110.1073/pnas.2017435118.

Alimohamadi, H., Bell, M., Halpain, S., and Rangamani, P., (2020). Mechanical principles
governing the shapes of dendritic spines. bioRxiv. doi: 10.1101/2020.09.09.290650.

xxi

https://doi.org/10.1091/mbc.E18-02-0087
https://doi.org/10.3390/biom8040120
https://doi.org/10.1038/s41598-020-59221-x
https://doi.org/10.1371/journal.pcbi.1007890
https://doi.org/10.1073/pnas.2017435118
https://doi.org/10.1101/2020.09.09.290650


ABSTRACT OF THE DISSERTATION

Application of continuum mechanics for a variety of curvature generation phenomena in
cell biophysics
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To dynamically reshape the membrane, cells rely on a variety of intracellular mecha-

nisms, ranging from forces exerted by the cytoskeleton to the spontaneous curvature induced by

membrane–protein interactions. In this thesis, we present mathematical models in a continuum

framework to understand the physics underlying membrane deformation by two different modes

of curvature-generating mechanisms (1) protein-induced spontaneous curvature and (2) forces

due to membrane-cytoskeleton interactions. In the first part of the thesis, we model the effects of

curvature-generating proteins by extending the classical Helfrich-Canham bending energy and

demonstrate how the local shape of the membrane can be used to infer the traction acting locally

on the membrane. Particularly, we first propose a technique to extract effective line tension at the

protein interface using the morphology and the composition of the membrane. We then analyze

xxii



the beading morphology of membrane nanotubes due to heterogeneity in the membrane properties

and protein distribution. We find that there exists a discontinuity in the energy that impedes two

beads from fusing. Finally, we show the application of our continuum framework for studying

curvature generation due to protein phase separation on membranes.

In the second part of the thesis, we model the forces due to membrane-cytoskeleton inter-

actions by adding an extra degree of freedom to the energy equation to account for heterogeneous

forces representing the effects of actin polymerization and activity of molecular motors such

as myosin on the plasma membrane. Using this framework, we show that a non-uniform force

distribution coupled with membrane tension characterized the biconcave shape of Red Blood Cells

(RBCs). We also explore the application of our mathematical framework to identify the possible

force regimes that give rise to the classic shapes of dendritic spines which are bulbous protrusions

along the dendrites of neurons and are sites of excitatory postsynaptic activity. We identify

different mechanical pathways that are likely associated with different dendritic spine shapes,

and find that some mechanisms may be energetically more favorable than others. We believe

our models identify mechanisms of cell shape adaption by two modes of curvature generation,

enabling future work to establish the contribution of cell membrane mechanics in many human

diseases and designing better systems for drug and gene delivery.
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Chapter 1

Cell shape regulation: A nano-scale

curvature generating problem

1.1 Introduction

This thesis is a collection of problems in cell shape regulation organized by the mode

of curvature generating mechanisms. The ability of cellular membranes to bend and adapt

their configurations is critical for a variety of cellular functions including membrane trafficking

processes [11,12], fission [13,14], fusion [15,16], and differentiation [17]. Defects or disruptions

in these processes can lead to drawbacks in development and disease [18, 19]. For example,

changes in the level of cytosolic phospholipase A2 (cPLA2α) enzyme affect the formation of

transport vesicles from the Golgi to the plasma membrane [20]. This malfunction can cause

diseases such as asthma [21], arthritis [22], cerebral ischemia [23], heart disease [24], and

cancers [25].

The degree of membrane deformability depends on lipid packing, which can affect
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membrane tension and the flow and diffusion of lipids in the plane of the membrane [26–28]. In

order to dynamically reshape the membrane, cells rely on a variety of molecular mechanisms,

ranging from forces exerted by the cytoskeleton [29–31] to the spontaneous curvature induced

by the membrane-protein interactions [26, 32–34]. Each mechanism generates unique surface

stresses on the membrane and these surface stresses can be mapped onto the shape to understand

the mechanical aspects of the membrane deformation [6, 35–37].

1.1.1 Membrane curvature generation by proteins

The interplay between cellular membranes and membrane proteins is one of the major

sources of curvature production in cells. Membrane-protein interactions result not only from

proteins that are integral to the membrane, but also from proteins that can bind to the membrane

surface locally in response to signaling events such as scaffolding molecules or GTPases [32, 33,

38–41].

Many different mechanisms have been proposed for how proteins can generate curvature

of the membrane. For the purposes of theoretical modeling and capturing the key physical

principles, the broadly accepted mechanisms can be grouped into two main categories; (i) the

hydrophobic insertion mechanism, and (ii) coat proteins with hydrophilic domains [33, 42, 43].

In the hydrophobic insertion mechanism, partially embedded amphipathic helices of the protein

domains change the relative area of the two membrane leaflets. This area mismatch produces

stresses, which result in membrane bending [44, 45]. In contrast, when proteins are thought to

coat the membrane, there is no insertion into the lipid bilayer and proteins simply oligomerize

along the membrane surface [46, 47]. In this case, it has been suggested that the steric pressure

generated due to protein crowding and scaffolding drive the membrane deformation [48, 49]. In

the following, we outline the different type of proteins and their importance in cellular processes

by adjusting the membrane curvature.
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Conical and Inverted Conical-Shaped Proteins

The shape of transmembrane proteins can be approximated as conical or inverted conical

shapes [50–52]. These proteins are thought to insert into the membrane, distort the packing of the

lipids, and thus impose local negative or positive curvature to the underlying membrane [53]. The

attached conical or inverted conical-shaped proteins induce membrane bending due to insertion

causing a wedge effect (Fig. 1.1B), which can possibly be amplified by oligomerization (Fig.

1.1C), protein crowding (Fig. 1.1E), or hydrophobic mismatch [54]. Two classical examples of

conical transmembrane proteins are potassium ion channels (1K4D) and Nicotinic acetylcholine

receptors, which can generate long-range membrane deformations [55].

BIN-Amphiphysin-Rvs (BAR) Domain Proteins

BAR domain proteins are banana-shaped proteins that can both sense and influence

membrane curvature [56,57]. BAR domain proteins are made of three coiled core helices attached

to multiple positively charged residues [32, 58]. BAR proteins are known to induce membrane

curvature by two mechanisms–scaffolding (imposing their intrinsic shapes on the membrane

substrate, Fig. 1.1D) [32] and insertion of amphipathic wedges at the interface of the lipid bilayer

(Fig. 1.1B), locally creating a wedge effect [59]. In terms of functionality, BAR domain proteins

are involved in numerous cellular processes including endocytosis, exocytosis, apoptosis, and

cell-cell fusion [58].

Coat Proteins

In order to regulate some cellular trafficking phenomena, multiple proteins need to bind

to the membrane and form a coat complex such as clathrin, coat protein complex I (COPI),

and COPII [60]. These protein assemblies can act as a scaffold (Fig. 1.1D) to impose their

spherical curvature on the underlying membrane [32]. However, other components of the coat
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can contribute to the membrane bending through helix insertion into the bilayer (Fig. 1.1B) or

protein crowding (Fig. 1.1E) [32]. Clathrin-mediated endocytosis (CME) and ESCRT protein

assemblies at the neck of endocytic buds are all examples of membrane remodeling due to the

activity of the coat proteins [61–63].

(A) Lipid asymmetry (C) Oligomerization(B) Helix insertion

(D) Scaffolding (E) Crowding

Figure 1.1: Different mechanisms of proteins curvature generation. (A) Different lipid compo-
sition between the two membrane leaflets induces curvature. (B) Helix insertion in one of the
membrane leaflet bends the membrane. (C) Oligomerization of several monomers can scaffold
and generate curvature. (D) Scaffolding proteins impose their curvatures on the underlying
membrane. (E) Steric pressure due to the lateral collisions between the membrane-bound
proteins can bend the membrane.

1.1.2 Membrane curvature generation by cytoskeleton

Maintenance or modification of cell shape is a concerted action of the actomyosin network

at the whole cell level that allows for a stable actin network in polarized cells or a rapidly remod-

eling actin network for cell spreading and motility [64, 65]. Thus, networks of actin filaments

(F-actin) and the F-actin-activated motor protein non-muscle myosin II (NMII) specify cell shape

by exerting forces on the plasma membrane to control membrane tension and curvature [66–69].

These actomyosin networks determine cell shapes and interactions during tissue morphogenesis in
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development [67, 70–74] and their dysregulation has been implicated in cancer, [75, 76], hearing

disorders [77], and podocyte filtration in the kidney [77], among other physical issues. Local,

nanoscale changes in actomyosin organization can lead to micron-scale changes in membrane

curvature and cell shape to support normal cell function [78].

Actomyosin forces in Red Blood Cells (RBCs)

The spectrin-F-actin network was first discovered in mammalian RBCs. Studies of human

and mouse congenital hemolytic anemias have shown the critical role of the RBC membrane

skeleton in maintaining RBC biconcave shape and remarkable RBC mechanical deformability

and stability, during their transits through the circulation [79–81]. A recent study by Smith

et al. [82] highlighted a critical role for NMIIA interactions with F-actin in the membrane

skeleton in controlling RBC membrane tension and curvature. This brings a new player onto

the scene—NMIIA-generated forces that maintain RBC biconcave disk shape and deformability.

Ultimately, RBCs can be used as a simple model system to explore the general role of NMII-

generated forces in regulating plasma membrane curvature since RBCs are the only cell type

where F-actin is exclusively in the membrane skeleton [81]. The ubiquity of the membrane

skeleton at the plasma membranes of all metazoan cells, where F-actin is also present in a

transcellular cytoskeleton, further emphasizes the utility of the RBC paradigm.

Actin-mediated forces in spines

In addition to playing a key role in RBC morphology, membrane-actin interactions are

thought to play an important role in governing the geometries of dendritic spines. Dendritic

spines are foci of synaptic communication in neurons and have characteristic shapes associated

with aging, disease, and synaptic activity. It is well known that dendritic spines are rich in actin

and have a complex cytoskeletal organization that aids in their dynamic plasticity and adaptability.
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There are distinct subpopulations of F-actin in the dendritic spines including branched filaments in

the spine head [83–85], long filaments in the spine neck [86–89], and periodic F-actin structures

along the neck region of dendritic spines [90]. Actin dynamics in spines are tightly regulated by

dozens of various actin binding proteins, some of which must also interact directly or indirectly

with the spine plasma membrane [91–93]. Several proteins that crosslink or stabilize actin

filaments, such as cortactin [94], spectrin [95], or drebrin [96] are known to regulate spine shape

and separately, myosin motors can affect spine shape either directly by creating contractile forces,

or indirectly by regulating the transport of cargo into and out of the spine [97, 98].

1.2 Biophysical modeling of cell membrane mechanics

There are various methods to visualize membrane curvatures in situ or in reconstituted

systems such as X-ray crystallography [99,100], fluorescence microscopy [101,102], and electron

microscopy (EM) [103,104]. The use of these techniques provides an opportunity for scientists to

decipher vast amounts of information about the molecular machinery underlying membrane shape

transformations at high resolution. However, taking high resolution images is expensive and

biological systems are very dynamic, making it challenging to experimentally quantify the role of

a specific component, e.g., membrane-protein interactions, in biological phenomena [105–107].

The use of theoretical and computational approaches has become popular as complementary

techniques to explore the mechanochemical aspects of membrane curvature generating mecha-

nisms [108–113]. This provides not only great insight into the physical principles underlying

each mechanism of curvature generation but also generates experimentally testable predictions

for future investigations.

In this thesis, we focus on developing theoretical frameworks that can tightly integrate

experiments with mathematical approaches to understand the physics underlying cell shape

6



regulation by two different curvature-generating mechanisms. Chapter 2, we summarized the

commonly used continuum models for describing the constitutive relationships of the plasma

membranes in contact with proteins. In Chapters 3, 4 and Appendix A, B, we focused on using

continuum membrane mechanics models to study the role of protein-induced surface stress in

driving endocytic buds, generating protein-lined tubules due to liquid-liquid phase separation

of proteins, and governing the beading morphology of membrane nanotubes. In Chapter 5 and

Appendix C, we proposed a new molecular mechanism – a non-uniform force distribution coupled

with membrane tension– that could be responsible for maintaining the unique biconcave shape of

RBCs. In Chapter 6 and Appendix D, we focused on the development of a minimal biophysical

model of actin-mediated forces, curvature-inducing actin/protein rings, and membrane dynamics

that can regulate the shape and size of dendritic spines. We finish with concluding remarks and

possible future directions in Chapter 7.
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Chapter 2

Membrane curvature generation by

proteins

2.1 Composition of biological membranes

Biological membranes (BMs) form the outer boundary of living cells and compartments

inside the cell. The main component of all biological membranes is a lipid bilayer, with a

thickness of about 5–10 nm (see Figure 2.1) [114–116]. Proteins are the second major component

of cell membranes in which the weight ratio of the lipids to membrane proteins can vary from

20 to 70%, depending on the cell type [115, 117, 118]. Proteins in cell membranes are classified

into two categories: integral and peripheral proteins [119, 120] (see Figure 2.1). The third major

component of BMs is carbohydrate molecules, which are found on the extracellular sides of cell

membranes. [121,122]. We briefly survey the two different classes of membrane proteins (integral

and peripheral proteins), their functions, and their structures in cell membranes in what follows.
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2.1.1 Integral proteins

Integral proteins are embedded permanently in the membrane by hydrophobic and electro-

static interactions [123]. Therefore, removing integral proteins from lipid bilayer is only possible

by the use of detergents or nonpolar solvents that break down the strong membrane-protein

interactions. The most common type of integral proteins are transmembrane proteins, which

span across the lipid bilayer such that one end contacts the cell interior and the other end touches

the exterior. Many of the integral membrane proteins function as ion channels or transporters.

Also, cell surface receptors, linkers, and enzymatic proteins are all classes of integral membrane

proteins [124].

2.1.2 Peripheral proteins

Peripheral proteins more or less temporarily bind to the surface of the membrane with

weak interactions [123, 125]. This means that unlike integral proteins, peripheral proteins can be

separated from the lipid bilayer by either altering the pH or the salt concentration of the cell culture

medium [115]. The primary role of peripheral proteins is to provide a point of attachment for other

components to the cell membrane. For instance, both membrane cytoskeleton and components of

the extracellular matrix are linked to the cell membrane through peripheral proteins. This helps

the cell maintain its shape while the membrane remains flexible to bend as needed for various

cellular functions [126]. Besides the structural supports, peripheral proteins are involved in many

other functions including cell-cell communication, energy transduction, and molecule transfer

across the membrane [126].
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Figure 2.1: Schematic depiction of a cellular membrane highlighting its composition. There are
two layers of amphipathic lipid molecules that self-assemble to form the bilayer. In each layer,
the hydrophilic head groups form the outer surface and the hydrophobic tails face toward each
other in the interior region. The distribution and organization of lipids and different proteins can
vary from cell to cell. The cell membrane is composed of many different molecules including
peripheral proteins, integral proteins, and carbohydrate molecules.

2.2 Theoretical models of biological membranes

2.2.1 Mechanical viewpoint

Theoretical approaches are complementary techniques that have been developed in the

last few decades to understand how cells regulate their function through geometry, mechanics,

and signaling [107, 127–129]. In general, theoretical approaches can be classified into discrete

and continuum models. In discrete models, the equations of the atoms’ motion in interaction

with each other are solved by Molecular Dynamics (MD) or Coarse-Grained (CG) simulation

techniques [130, 131]. Tracing all atoms in a system makes this model suitable for exploring

the nature of biological processes at the molecular level that are typically very difficult to detect

experimentally such as the biochemistry underlying the lipid-lipid or lipid-protein interactions.

However, the high computational cost of MD or CG simulations limit the applications of discrete

models to phenomena at nanoscopic length and time scales [127, 132].

On the other hand, the continuum approach treats the membrane as a continuous surface

with average properties [127]. Indeed, the small length scale of the membrane constituents (∼3–6
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nm) compared to the length scales of the biological phenomena (∼100 nm-µm), allows us to

define the complex membrane as a single continuum surface [127]. The most popular and widely

used model in continuum framework is the Helfrich model, which was proposed in 1973 [133]. In

this model, the membrane is considered as a thin elastic shell that can bend such that at all times

the lipids remain aligned and normal to the membrane surface. In addition, this model presumes

that the curvature of the membrane is much larger than the thickness of the bilayer [133]. Under

these assumptions, Helfrich proposed an energy function for the system that depends only on the

mean and Gaussian curvatures of the membrane as [133]

WBending =
∫

ω

(
2κH2 +κGK

)
dA, (2.1)

where W is total strain energy of the membrane due to bending, H is the membrane mean

curvature, K is the membrane Gaussian curvature, and κ and κG are membrane properties which

are called the bending and Gaussian modulii respectively. The integration in Equation (2.1) is

over the entire membrane surface area ω and dA is a differential area element. We describe the

geometrical concepts of curvature of manifolds in Box A.

2.2.2 Simulation techniques

From a mechanical perspective, cell membrane deformation can be characterized by

balance laws for mass and momentum. Simplifying these mass and momentum conservation

equations in a continuum framework results in a set of partial differential equations (PDEs)

[134]. To solve the PDEs, we first need to define the constitutive relationship for the membrane

deformation, for example, the Helfrich bending energy (Equation (2.1)). Other forms of suggested

constitutive equations including the effects of proteins are presented in Section 2.3.

Besides the need for a constitutive equation, the derived PDEs from cell mechanics
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are usually higher order and highly nonlinear differential equations. Therefore, in most cases,

analytical solutions are not possible and the equations are often solved numerically. Over the last

few decades, various computational approaches have been developed to solve the set of governing

PDEs including the boundary value problem for axisymmetric coordinates [36,135–137], different

finite element methods [138–140], Monte Carlo methods [141–143], finite difference methods

[144, 145], and the phase field representation of the surface [146–148]. Each of these methods

have their own advantages and disadvantages and depending on the complexity of the problem,

one or more of them can be implemented.

A major challenge in modeling membrane-protein interactions is identifying a constitutive

relationship that captures the different levels of complexities associated with membrane-protein

interactions. In what follows, we discuss some of the popular models used for such purposes

along with their applications. We then discuss where new constitutive relationships are needed

and how these can be experimentally parameterized.

2.3 Continuum elastic energy models of membrane-protein

interactions

2.3.1 Spontaneous curvature model

In the spontaneous curvature (SC) model, it has been suggested that the interaction

between proteins and surrounding lipids changes the local membrane properties, particularly the

preferred or spontaneous curvature of the membrane [33, 149–151]. In this case, the induced

spontaneous curvature is a parameter that reflects a possible asymmetry between the two leaflets

of the bilayer. This can be the result of any membrane bending mechanisms such as phase

separation of membrane proteins into distinct domains, amphipathic helix or conically-shaped
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transmembrane protein insertion, protein scaffolding, or protein crowding ( Figure 2.2A). In

reality, a combination of all these mechanisms can occur simultaneously; as a result the local value

of spontaneous curvature can then be interpreted as a single measure of the curvature-generating

capability of the membrane-protein interaction [32, 33]. In a continuum framework, the most

common model for induced spontaneous curvature is the modified version of Helfrich energy

(Equation (2.1)), given by [136, 150, 152].

WSC =
∫

ω

(
2κ(H−C)2 +κGK

)
dA, (2.2)

where C is the spontaneous curvature and its effective strength depends on the membrane compo-

sition, temperature, the membrane thickness, the protein density, and the membrane area coverage

by proteins [133, 153].

Modeling the net effect of membrane-protein interaction as an induced spontaneous

curvature (Equation (2.2)) has provided great insight into various aspects of membrane defor-

mation, from caveolae and endosomal sorting complexes to cylindrical shapes of membrane

ER [154–156]. By using the SC model, recent studies have shown for example how a line tension

at a lipid phase boundary could drive scission in yeast endocytosis [36, 157, 158], or how a

snap-through transition from open U-shaped buds to closed Ω-shaped buds in CME is regulated

by the membrane tension [135, 136]. Furthermore, the experimentally observed change in the

membrane tension (spontaneous tension) in response to protein adsorption [159–161], can be

explained in the context of the SC model [153]. The SC model has also been used to elucidate

the role of varying membrane tension due to protein-induced spontaneous curvature [153]. While

the SC model has been very effective in capturing large-scale deformations of the membrane, it

does not take into account the protein density or the curvature induced by individual moieties.
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2.3.2 Bilayer couple model

In order to go beyond an idealized single manifold description of a membrane, the bilayer

couple model (BC) was proposed by Sheetz and Singer in 1974 [162]. The basic assumptions in

this model are that each lipid molecule has a fixed area and there is no lipid exchange between

the two leaflets of the bilayer. Thus, any asymmetrical protein insertions into the inner and outer

surfaces of the membrane can cause an area mismatch between the two leaflets. This mismatch

creates in-plane compression in one leaflet and extension in the other leaflet, resulting in the

membrane deformation to release the induced stress (Figure 2.2B) [33, 163]. For a thin lipid

bilayer with thickness (d), the area difference between the leaflets (∆A) can be expressed in terms

of the mean curvature (H) as

∆A = 2d
∫

ω

HdA. (2.3)

Here, instead of having a spontaneous curvature term in energy, a “hard” constraint on

the area difference between the leaflets (Equation (2.3)) regulates the membrane curvature. This

difference in the mechanism of curvature generation of SC and BC models distinguishes their

predictions for the same membrane deformation [163]. For example, in the case of membrane

budding transition due to thermal expansion, the SC model predicts that the membrane budding is

discontinuous, while the BC model predicts intermediate pear-shaped structures of the vesicle

and that the transition of shapes is continuous [163].

2.3.3 Area difference elasticity model

In 1980, the area difference elasticity (ADE) model was developed by Svetina et al.

[164, 165] to combine both SC and BC models including the missing macroscopic details of

membrane bending phenomena. To better explain the physics underlying this model, we consider

a flat membrane that bends downward due to different protein concentrations on two sides of the
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membrane (Figure 2.2C). This bending, based on the single sheet descriptions of the membrane in

the SC model, gives rise to the spontaneous curvature term in the energy equation (Equation (2.2)).

However, if we treat each leaflet as an independent elastic plate—as was suggested in the BC

model—we can then see that besides the curvature, the area of each monolayer will also change.

For example, in Figure 2.2C, the outer monolayer is stretched and the inner one is compressed.

The energy associated with the membrane bending and this relative change in the monolayers

areas is given by [163, 166, 167]

WADE =
∫

ω

(
2κ(H−C)2 +κGK

)
dA︸ ︷︷ ︸

Bending energy

+
κr

2Ad2 (∆A−∆A0)
2︸ ︷︷ ︸

Elastic stretching energy

, (2.4)

where κr is called the nonlocal membrane bending modulus and A is the total surface area of the

neutral plane. ∆A0 and ∆A are the relaxed initial and bent area differences between the membrane

leaflets respectively (∆A0 = A0,out−A0,in and ∆A = Aout−Ain, in which Aout is the area of the

outer layer and Ain is the area of the inner layer). In Equation (2.4), κ and κr are both in order

of Kad2, where Ka is the area stretching modulus of the bilayer [163, 167, 168]. This means

that in any membrane deformation, both terms, the bending and the elastic stretching energies,

are comparable and must be considered simultaneously. Using the ADE model, researchers for

the first time could numerically simulate the shape transformations of the human red blood cell

from stomatocyte to discocyte and to echinocyte [168–171]. Also, by using the ADE model,

the experimentally observed vesicle shapes were mapped onto a theoretical phase diagram,

enabling theoreticians to predict the range of parameters in which the vesicles may become

unstable [163, 166]. These predictions have been very useful for detecting unstable shapes, which

is challenging to do experimentally.
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2.3.4 Deviatoric curvature model

In the SC model, the induced spontaneous curvature was assumed to be isotropic, meaning

it has the same value in all directions (see Box A). However, not all proteins are rotationally

symmetric and some can have intrinsically anisotropic curvatures such as banana-shaped BAR

domain proteins (Figure 2.2D) [56, 172, 173]. These proteins can produce different curvatures

in different directions, which is required for the formation of nonspherical structures such

as membrane tubular protrusions [174, 175]. In order to take into account the anisotropic

contribution of protein coats or inclusions in the continuum approach, Kralj-Iglic et al. proposed a

deviatoric elasticity (DE) model [176]. In this model, each complex protein structure is simplified

as a one-dimensional curve that lies on the membrane. The orientation and the position of

the proteins in the plane of the membrane are important factors since an additional term is

needed to adjust the actual local curvature of the membrane to the intrinsic curvatures of the

proteins [176, 177]. The membrane free energy that was suggested by the DE model is given

as [176, 178]

WDE =
∫

ω

(
2κ(H−C)2 +κGK︸ ︷︷ ︸

Bending energy

+ 2κ(D−D0)
2
)

︸ ︷︷ ︸
Deviatoric mismatch

dA, (2.5)

where D is the membrane curvature deviator and D0 is the spontaneous membrane curvature

deviator. Since the DE model was proposed, there have been many modeling efforts to explain

how the accumulation of BAR proteins in membrane necks stabilize membrane tubular protrusions

without the support of the cytoskeleton [179–182]. Derivation of the Euler-Lagrange governing

equations by a variational approach [183] provides a platform to systematically explore the impact

of the induced stresses by anisotropic curvatures on the morphology of tubular structures [36].
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2.3.5 Protein aggregation model

Aggregation of cytosolic proteins on the membrane surface or phase separation of bilayer

proteins into specific domains have been observed in many biological processes [184–187].

This aggregation of proteins not only creates a concentration field on the membrane surface but

also results in additional contributions to the membrane energy due to compositional heterogeneity

and the entropic interactions of bulk proteins with the lipid bilayer (Figure 2.2E) [188–190].

While the exact form of the free energy is still a matter of debate and has not been verified

experimentally, a simple model based on thermodynamic arguments is given as [188, 189, 191]

WAggregation =
∫

ω

(
2κ(H−C)2 +κGK︸ ︷︷ ︸

Bending energy

+
T
a2 (φ lnφ+(1−φ) ln(1−φ))︸ ︷︷ ︸

Entropic energy

+
J

2a2 φ(1−φ)︸ ︷︷ ︸
Energy due to protein

aggregation

+
J
4
(∇φ)2

)
︸ ︷︷ ︸

Energy penalty due
to compositional

heterogeneity

dA, (2.6)

where T is the environment temperature, a is the surface area occupied by one protein, φ

is the relative density of the proteins, and J is the aggregation potential (J > 0 represents

attractive interactions and J < 0 represents repulsive interactions). In Equation (2.6), the first

term is the conventional Helfrich bending energy with induced spontaneous curvature [133]. The

second term represents the entropic contribution due to the thermal motion of proteins in the

membrane [188,192]. The third term gives the aggregation energy, and the last term describes the

energetic penalty for the spatial membrane composition gradient [188, 191, 192]. This model was

used to conduct theoretical analyses of dynamic phase transitions of coupled membrane- proteins-

cytoskeleton systems in membrane protrusions such as microvilli and filopodia [188, 193–195].

This model also reveals an interesting fact that in addition to the induced deviatoric spontaneous

curvature of the BAR domain proteins, the associated energy with their aggregation at membrane
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necks facilitates the stability of tubular structures [182, 196].

The aggregation energy in Equation (2.6) is a representative of the direct protein-protein

interactions in protein assemblies. However, there are indirect membrane-mediated interactions

of proteins which result from the local changes in the membrane curvature, membrane structure,

or membrane fluctuations [172, 197–199]. For example, in the case of loose BAR domain

assemblies, it is experimentally observed that the induced local membrane curvature due to

protein binding generates a strong attractive interaction between two side-to-side crescent-shaped

proteins without any direct protein-protein interactions [197, 200]. This attraction is a key factor

for the aggregation and cooperative action of BAR domain proteins during the formation of

membrane tubular structures. Furthermore, coarse-grained simulations of membrane remodeling

have shown that curvature-inducing proteins or particles can aggregate and bend the membrane

even in the absence of direct attractive/repulsive interactions [127, 201]. A major open question

in the field is the relationship between protein density, size, and spontaneous curvature. Although

current models use a linear proportionality [189, 202], this choice of functions is critical in

determining the energy.

2.3.6 Protein crowding

The essence of the crowding mechanism is that the lateral collisions between the membrane-

bound proteins on one side of the membrane generate a steric pressure that causes the membrane

to bend away from the proteins (Figure 2.2F) [48, 203, 204]. As the density, the size, or the

mobility of the bound proteins increases, the induced steric pressure becomes larger, which

results in a more significant membrane bending [48, 49]. Modeling the free energy associated

with protein crowding is more difficult because it profoundly depends on the specific compo-

sition of the underlying membrane as well as the lateral confinement of the membrane-bound

proteins [205, 206]. However, in a recent paper, a simple 2D hard-sphere gas model based on the
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Carnahan-Starling approximation has been proposed to describe the free energy of the crowding

mechanism [48, 207]. To better visualize this, let us consider a membrane that is crowded with

different protein concentration on each side as shown in Figure 2.2. If we model each protein as a

hard-sphere gas particle that exerts a certain pressure on the membrane surface, the work that is

done by this pressure to bend the membrane according to the standard thermodynamics is given

by [208]

WCrowding =
∫

pindAin +
∫

poutdAout, (2.7)

where pin and pout are the induced steric pressure by the crowding proteins on the inner and the

outer side of the membrane respectively. This induced pressure (denoted by p here ) for a 2D

hard-sphere gas protein can be expressed as [206, 209, 210]

p =
kBT

a
pR(φ), (2.8)

where kB is the Boltzmann constant and pR(φ) is the reduced gas pressure depending on the

relative density of the protein as [210]

pR(φ) = φ(1+2φ
1− 7

16φ

(1−φ)2 ). (2.9)

Equation (2.9) is known as a 2D version of the Carnahan-Starling equation. Protein

crowding is a recently discovered curvature generating mechanism that has challenged some

conventional paradigms about the role of molecular machinery in a robust cell shape change

[48, 49, 211–214]. Stachowiak et al. reported that confining a sufficiently high concentration of

his-tagged green fluorescent proteins (GFP) to a local region can deform the membrane into buds

or tubules in the absence of any protein insertion into the lipid bilayer [48,212]. Later, Snead et al.

showed that crowding among membrane-bound proteins can also drive membrane fission [211].

This paper predicts that the large disordered domains of BAR proteins induce crowding pressure
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Figure 2.2: Cartoon models of the mechanisms of membrane curvature generation due to protein
(shown in red) interactions in different continuum elastic models. (A) Local protein interactions
with membrane produce a spontaneous curvature field. s is the arc length parameterization
along the membrane and C is the induced spontaneous curvature. (B) The asymmetric insertion
of conical proteins on one side of the membrane results in the expansion of the upper leaflet
and compression of the lower leaflet. (C) Asymmetric insertion of proteins into the lipid
bilayer induces both local spontaneous curvature and surface stresses due to membrane leaflets
expansion/compression. (D) Rotationally non-symmetric proteins generate anisotropic curvature.
(E) Aggregated proteins on the membrane surface create a spontaneous curvature field and also
have entropic interactions with the membrane. Here φ represents the relative density of the
accumulated proteins. (F) The induced pressure (p) by crowding proteins drives membrane
bending. a is the surface area occupied by one protein.

that promotes membrane fission instead of stabilizing the membrane [215].

2.3.7 Hydrophobic mismatch

Transmembrane proteins embedded in the cell membrane have hydrophobic regions that

are in contact with hydrophobic regions (lipid acyl chain) of the lipid bilayer. The difference

between the thicknesses of hydrophobic regions of a transmembrane protein (dp) and the lipid bi-

layer (dl) is called the hydrophobic mismatch. Energetically, it is favorable that both hydrophobic

regions have approximately a same thickness in order to prevent the exposure of the hydrophobic
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surfaces to the hydrophilic environment. However, it is impossible to avoid a mismatch because

there are various proteins with different lengths in a single membrane [216, 217] and a single

protein can be surrounded by lipid bilayers with different thicknesses [218, 219].

Several theoretical approaches have been developed to incorporate the energy cost and

the thermodynamic effects of membrane-protein interactions in term of hydrophobic mismatch

[220–223]. The mattress model is one of the most well-known models that was proposed by

Mouritsen and Bloom in 1984 [223]. In this model, both protein and lipid bilayer (called a

mattress) are characterized by one dimensional springs with constant Ap and Al respectively [223]

(Figure 2.3). There are three sources of energy in this model. First, elastic energy (WMattress-Elastic)

due to the vertical deformation of the two springs relative to their individual equilibrium lengths

(d0
p and d0

l ) given by [223]

WMattress-Elastic = nlAl(dl−d0
l )

2 +npAp(dp−d0
p)

2, (2.10)

where nl and np are the number of molecules in the lipid bilayer and protein domains respectively.

The second source of energy is due to the indirect lipid-protein interactions induced by the

hydrophobic mismatch (WMattress-hydrophobic). Based on the standard regular solution theory, this

hydrophobic energy is given by [224]

WMattress-hydrophobic =
nlnp

nl +np
Bl p|dp−dl|, (2.11)

where Bl p represents the strength of the hydrophobic interactions. The last source of energy is

due to the direct protein-lipid interactions which has been modeled by an attractive adhesive

interaction (WMattress-adhesive) as [223]

WMattress-adhesive =
nlnp

nl +np
Cl pmin(dp,dl), (2.12)
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where Cl p < 0 shows the strength of the adhesive interactions between molecules. Therefore, the

total energy associated with the mattress model is written as

WMattress = nlAl(dl−d0
l )

2 +npAp(dp−d0
p)

2 +
nlnp

nl +np
Bl p|dp−dl|+

nlnp

nl +np
Cl pmin(dp,dl).

(2.13)

There are different adaptation mechanisms that either the protein or the bilayer can utilize

in order to avoid the energy cost of the hydrophobic mismatch [218, 225]. For example, for

positive (dl < dp) or negative (dl > dp) mismatch, the lipid bilayer can be stretched or compressed

respectively to adjust the length of hydrophobic regions [226, 227]. Another possibility is when

the hydrophobic part of a transmembrane protein is too thick or too short as compared to the

hydrophobic bilayer thickness. In this case, protein aggregation on the membrane or protein

surface localization can efficiently minimize the exposed hydrophobic area [228, 229]. Also, for

proteins that have helices that are too long compared to the thickness of the membrane, helix

tilt is one possible mechanism to reduce the protein effective hydrophobic length [218, 230].

Effectively, the hydrophobic mismatch of integral membrane proteins is a clustering mechanism.

However, this mechanism can generate membrane curvature depending on other membrane-

protein interactions.

In addition to the models described above, there are additional considerations to the energy

that have been suggested by numerous studies such as higher order bending terms [231–233],

lipid volume constraints [234], the impact of protein shape on membrane deformation [235], and

the electrostatic energy between a membrane and proteins [236–239].
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Chapter 3

Role of traction in membrane

curvature generation

3.1 Introduction

Cell shape plays an important role in regulating a diverse set of biological functions

including development, differentiation, motility, and signal transduction [26, 240, 241]. Addi-

tionally, the ability of cellular membranes to bend and curve is critical for a variety of cellular

functions such as membrane trafficking processes, cytokinetic abscission, and filopodial exten-

sion [11,242]. In order to carry out these functions, cells harness diverse mechanisms of curvature

generation like compositional heterogeneity [243, 244], protein scaffolding [46, 203], insertion

of amphipathic helices into the bilayer [44, 245], and forces exerted by the cytoskeleton [29, 30]

(Fig. 3.1). Reconstituted and synthetic membrane systems also exhibit a wide range of shapes in

response to different curvature-inducing mechanisms as seen from steric pressure due to protein

crowding [48, 206, 246].
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It is well-known that these various mechanisms of curvature generation induce surface

stresses; expressions for these stresses have been derived using either variational methods [35,247]

or by using auxiliary variables that enforce geometric constraints [37, 248]. These studies have

established the physics underlying membrane stresses and clearly explained how these traction

forces can be interpreted in linear deformations and in idealized geometries [37, 248]. However,

many physiologically relevant membrane shapes display large curvatures [34, 249], non-linear

deformations [250, 251], and heterogeneous membrane composition [49, 252]. How stresses are

distributed along such shapes is not yet fully understood. In this article, we discuss how theory

can help us evaluate membrane stresses based on the observed shape.
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Figure 3.1: Curvature generation in biological membranes. Membrane curvature is controlled
by different physical inputs including (A) protein-induced spontaneous curvature and (B) forces
exerted by the cytoskeleton.

3.1.1 Shape as a reporter of force

Many biomechanics textbooks present the postulate that the relationship between the

applied load and the resulting deformation can be obtained if a constitutive relationship between

the stress and strain of a material is given [253–255]. Indeed, the idea that shape can be considered

a reporter of the applied force is an idea as old as continuum mechanics [256]. A classical example

illustrating how shape can be used as a reporter of force in biology can be understood by studying
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the shape of a vesicle or a cell using micropipette aspiration [257, 258]. This method is used

to calculate the tension f bilayer membranes in vesicles and cortical tension in cells through

Laplace’s law. Since the pressure applied by the micropipette is known, tension can be calculated

using a force balance at the membrane.

Lee et al. suggested that membrane shape itself acts as a reporter of applied forces [259]

and calculated the axial force required to form membrane tethers in optical tweezer experiments

based on shape, given the material properties of the membranes (See Fig. 2 in [259]). They

showed that the calculated value of force was in excellent agreement with their experimental

measurements. Separately, Baumgart and colleagues showed that the Gaussian modulus has a

strong effect on membrane budding in phase-separated vesicles and its magnitude can be obtained

by analyzing the geometry of the vesicle [260].

An additional layer of complexity in how shape and forces are related arises through

the heterogeneous composition of the lipid bilayer in cells. Most protein binding to cellular

membranes are local processes [151, 261, 262]. Even in in vitro studies, several groups have

shown that protein adsorption on lipid domains can alter the lateral pressure profile on the bilayer

and induce tubulation [48, 263, 264]. Recently, theoretical studies have shown that adsorbed

proteins give rise to spontaneous surface tension [263]. Therefore, there is a need to understand

how applied forces and membrane heterogeneity can regulate the local stresses on the membrane.

Going beyond the approximation of tension using Laplace’s law, we sought to understand the

local stresses in tubes and buds – two geometries that are critical to many cellular phenomena.

Using the well-established Helfrich model [133, 265] for membrane bending as a framework,

we illustrate how local forces can be understood from the shape of the membrane. We close

with an extended discussion of how advances in image analysis and measurement of material

properties can aid in our understanding of how traction can be calculated from the curvature of

the membrane.
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3.2 Local stresses in the membrane: governing equations

3.2.1 Surface stress tensor and traction calculation

A general force balance for a surface ω, bounded by a curve ∂ω, is (Fig. 3.2)

∫
ω

pnda+
∫

∂ω

f̃dt +F = 0, (3.1)

where t = r(s)θ is the length along the curve of revolution perimeter (see Fig. 3.2), p is the

pressure difference across the membrane, f̃ is the traction along the curve of revolution t and F is

any externally applied force on the membrane. Along any circumferential curve on the membrane

at constant z, the traction is given by [137]

f̃ = f̃νν+ f̃nn+ f̃ττ. (3.2)

The values of fν, fn and fτ will depend on the particular form of strain energy we choose

to depict the membrane properties (See Fig. 3.2 for definitions of the forces and the vectors). We

choose the Helfrich Hamiltonian as the constitutive relationship in this case and use a modified

version that includes spatially-varying spontaneous curvature C (θα), [135, 137, 150],

W = κ [H−C(θα)]2 +κGK. (3.3)

where W is the energy per unit area, κ is the bending modulus, H is the local mean curvature,

κG is the Gaussian modulus, K is the local Gaussian curvature and θα denotes the surface

coordinates. This form of the energy density accommodates the local heterogeneity in the

spontaneous curvature C. Note that W differs from the standard Helfrich energy by a factor of 2,

which is accounted for by using the value of κ to be twice that of the standard bending modulus

typically encountered in the literature. A more in-depth investigation of the role of anisotropic
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spontaneous curvature using a version of the Helfrich energy that includes deviatoric curvature

can be found in the Appendix A (Eq. A.11, [180, 266]).

While Eqs. 3.1 & 3.3 are general expressions that are independent of coordinates, for

illustrative purposes we will restrict further analysis to rotationally symmetric membrane defor-

mations for ease of analysis (Fig. 3.2). Using principles of force balance one can derive the

“shape” equation and the tangential balance equation for the Helfrich energy (see Appendix A

for detailed derivations). The traction, which is the force per unit length, across any boundary of

constant z is given by

f̃n︸︷︷︸
Normal
traction

=−κ(H ′−C′)︸ ︷︷ ︸
curvature
gradient

, (3.4a)

f̃ν︸︷︷︸
Tangential

traction

= κ(H−C)(H−C−ψ
′)︸ ︷︷ ︸

curvature

+ λ︸︷︷︸
tension

(3.4b)

where ψ is the angle the membrane makes with the horizontal (see Fig. 3.2), λ is the local

membrane tension, and ()′ denotes a derivative with respect to arc-length s, e.g. H ′ = dH/ds.

From the above equations, we see that the normal traction, f̃n, captures the effect of

curvature gradients while the tangential traction, f̃ν, captures the effect of local membrane tension

and curvature. A complete derivation of the stress balance and the governing equations of motion

is presented in the Appendix A. Additional derivations of traction including spatially heterogenous

bending and Gaussian moduli, asymptotic approximations for small radius as well as anisotropic

spontaneous curvature are presented in the Appendix A.

3.2.2 Interpretation of traction

Traction, which has the units of force per unit length, was initially introduced by physicists

as a result of Noether’s theorem [37, 267, 268]. This theorem states that for any elastic surface
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Figure 3.2: A schematic representing the axisymmetric coordinate system used for calculating
curvature and traction. ω is the membrane surface area bounded by a curve ∂ω, f is an externally
applied force per unit area on the membrane, n is the normal vector to the surface, ν is the
tangent to the surface in the direction of increasing arc length, er and ez are unit vectors in radial
and axial directions, τ is a unit vector tangent to the boundary in the direction of the surface
of revolution, ψ is an angle made by the tangent with respect to the horizontal, θ is the angle
of revolution, s is the arc-length parameterization, p is transmembrane pressure difference, f̃r

and f̃z are radial and axial tractions along the curve of revolution respectively. Inset shows that
pressure opposes traction and external force in both the radial and axial directions.

that is in equilibrium, there exists a unique traction distribution such that its divergence is

conserved [37]. Mechanically, the traction distribution gives us information about the response

of the membrane to externally applied loading, including forces acting on the membrane or

protein-mediated bending. Numerous studies have derived these equations mathematically and

sought to explain them in a biophysical context. Capovilla and Guven [247, 267, 268] invoked

the action-reaction law – if one were to cut the membrane along any curve, f̃n and f̃ν are the

forces per unit length of the curve in the normal and tangential directions respectively that the

membrane on one side of the cut exerts on the other. Furthermore, the expressions for tractions

(Eq. 3.4) reduce to their corresponding fluid analogues for negligible membrane rigidity and

pressure difference. Thus, we can interpret the normal and tangential tractions as follows – the

tangential traction distribution tracks the gradient in ‘effective’ surface tension (discussed below)

while the normal traction distribution contains information regarding a force balance performed

normal to the membrane at every point. Further physical interpretations of these quantities can be
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obtained based on the particular biological phenomena, as illustrated below by examining two

fundamental membrane deformations – tubes and buds.

3.2.3 Axial force and effective line tension

We obtain the formulae for traction in the axial and radial directions obtained by projecting

the normal and tangential tractions onto these axes (Eqs. A.27) (full derivation in Appendix A).

We can then calculate the magnitude of an applied axial force on the membrane by integrating the

axial component of the traction (Eq. A.27b) along the circumference of the bounding curve ∂ω,

yielding

F̃z = 2πr
[

κ(H ′−C′)cosψ+κ(H−C)(H−C−ψ
′)sinψ︸ ︷︷ ︸

Bending contribution

+ λsinψ︸ ︷︷ ︸
Tension

contribution

]
, (3.5)

where F̃z is the axial force generated in response to an external load.

An energy per unit length, ξ, associated with deformations in the radial direction can be

found by integrating the radial traction along the curve ∂ω, as

ξ = 2πr
[

κ(H−C)(H−C−ψ
′)cosψ︸ ︷︷ ︸

Curvature
contribution

+ λcosψ︸ ︷︷ ︸
Tension

contribution

+κ(H ′−C′)sinψ︸ ︷︷ ︸
Curvature gradient

contribution

]
. (3.6)

ξ can be interpreted as an “effective” line tension [269]. While line tension denotes the force

acting at the boundary of two interfaces – e.g. inward force for a liquid droplet on a hydrophobic

substrate and an outward force on a hydrophilic substrate [158, 270], the “effective” line tension

predicts a general resistive force acting at every point opposing any change in the membrane

length, regardless of a phase boundary. This ‘force’ is not an actual radial force but represents the
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change in energy with respect to the characteristic length scale [271]; going forward, we refer to

it as an energy per unit length.

3.3 Illustrative examples of traction along the membrane

For spherical vesicles, where the mean curvature is constant and in the absence of

spontaneous curvature curvature (C = 0) and homogeneous composition, the normal traction f̃n is

zero because curvature gradients are zero (Eq. 3.4a), and the tangential traction, f̃ν, reduces to the

membrane tension (λ) (Eq. 3.4b). For surfaces with zero mean curvature (minimal surfaces such

as catenoids [272]) and homogeneous composition, f̃n is zero and f̃ν is equal to λ, also consistent

with the interpretation of membrane tension for these surfaces [272].

What happens when the mean curvature is not constant or if the membrane is not homoge-

neous in composition? Given a membrane shape and a constitutive relationship, Eqs. 3.4a and

3.4b tell us that we can calculate the local stresses along the membrane. One way of studying

shapes is to use images from high resolution microscopy of membrane vesicles of known com-

position. However, these images can be noisy and obtaining the local curvature and curvature

gradients requires fitting the curve with multiple splines or other functions [259]. Another way

to generate membrane shapes is to use simulations. Since our goal is to illustrate the concept

of local tractions, we use shapes generated from simulations to elucidate how the normal and

tangential tractions are distributed along the membrane. The traction distributions are not the

direct output of these simulations; instead they are calculated a posteriori using the output shapes

from the simulations and the membrane properties, similarly to how one would calculate these

distributions from experimentally observed membrane shapes.
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3.3.1 Formation of buds due to spontaneous curvature is characterized by

emergent line tension

Phase separation and lipid domains are classical mechanisms of bud formation and

vesiculation [273]. Previously, we and others have shown that protein-induced heterogeneity

on the membrane can be modeled using a spontaneous curvature field [150, 152]. We used this

framework to investigate the nature of membrane tractions generated during budding due to a

spontaneous curvature field. We conducted simulations for a constant area of the spontaneous

curvature field A = 10,000nm2 and varied the extent of spontaneous curvature, C, from 0 to

0.032 nm−1 (Fig. 3.3A). We calculated the value of traction for three distinct shapes – a shallow

invagination, a U-shaped bud, and a closed Ω- shaped bud (Fig. 3.3B-D).

The normal traction is negative along the applied spontaneous curvature field indicating a

sharper change in mean curvature compared to the applied spontaneous curvature (H ′ >C′ in Eq.

3.4a). At the neck, where ψ= π

2 , normal traction is maximum and acts purely inward, representing

the tendency of the membrane to form small necks. The tangential traction shows a change in

sign from positive to negative as the neck radius becomes smaller. This change in sign highlights

the critical role of the gradient in tangential traction in the formation of narrow necks [135]

(Figs. 3.3B-D). The dashed circles represent the equilibrium spherical vesicles calculated by

Helfrich energy minimization (Rvesicle =
κC

λ0+κC2 ) [135]. The positive tangential traction in tent-

like small deformations indicates that the membrane resists the bending deformation; however,

in the U-shaped and closed buds, the negative tangential traction along the cap acts to pull the

membrane inward and favors the adoption of a highly curved shape. The radial and axial tractions

distribution along all three shapes are shown in Fig. A.1 which reveals that bud formation by

spontaneous curvature is purely driven by radial traction while axial traction is zero everywhere.

Each equilibrium bud divides the membrane into two domains – (i) the membrane inside

the bud with negative energy per unit length that bends to form a bud and (ii) the membrane
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Figure 3.3: Analysis of budding due to protein-induced spontaneous curvature and calculation
of line tension. Simulations were conducted with (A =10,053 nm2) spontaneous curvature at
the center of an initially flat patch increasing from C = 0 to C = 0.032nm−1, λ0 = 0.02pN/nm,
κ = 320pN ·nm, p = 0pN/nm2 [135]. (A) Membrane shapes for three different spontaneous
curvature distributions with the value of C indicated in the red region and zero in the black
region. (B) Normal traction along the membrane for the shapes shown in (A). (C) Tangential
traction distribution along the shapes shown in (A); (D) Energy per unit length distribution
for the three different shapes. The dashed line circles outline spheres with mean curvatures
H = 0.032nm−1 (smaller circle) and H = 0.025nm−1 (larger circle).

outside the bud with positive energy per unit length that resists such a deformation. Previously,

both modeling and experimental studies have shown that in heterogeneous membranes, line

tension can be sufficient for scission of endocytic pits [158] or the formation of buds in vesicle

experiments [243, 260]. In the case of an applied spontaneous curvature field, the expression of

energy per unit length (Eq. A.30) can be interpreted as the actual line tension at the interface of

the two phases. Through the process of bud formation, line tension undergoes a sign change from

positive (acting outward) to negative (acting inward), effectively transitioning from a tension-

dominated regime to a curvature-gradient dominated regime (Fig. 3.4). This transition from

positive to negative line tension with increasing value of spontaneous curvature is also observed

in other studies [274]. The value of the energy per unit length at the interface varies between

-5 pN to 5 pN, which is of the order of the reported interfacial line tension between coexisting

phases in lipid bilayers [158, 275].
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There are two other factors that could affect the traction distribution along the bud – (i)

a change in area of the membrane during budding and (ii) spatial heterogeneity in membrane

moduli. To explore how the change of membrane area influences bud formation mediated by

protein-induced spontaneous curvature, we conducted a simulation with a fixed available arc-

length instead of area (Fig. A.2). Similar to the case of a homogenous membrane with fixed

area, the energy per unit length at the interface changes sign from positive to negative in a range

of -5 pN to 5 pN. However, protein segregation on the membrane can lead to heterogeneity

in material properties such as bending moduli [276]. In order to investigate the effect of this

spatial heterogeneity in the bending moduli along the membrane surface, we repeated the budding

simulation from Fig. 3.3, assuming that the bending rigidity along the spontaneous curvature

field is 7.5 times larger than the bending rigidity of the bare membrane (Fig. A.3) [276]. Because

the membrane is stiffer and harder to bend, a wider neck is formed at C = -0.032 nm−1 compared

to the case of a uniform membrane (Fig. A.3A) [135]. This membrane resistance to deformation

is observed as a uniform positive normal traction everywhere along the membrane (Fig. A.3A).

To compare the behavior of the line tension at the edge of the spontaneous curvature

field, we ran the budding simulation with the spatially heterogeneous bending moduli up to a

larger value of spontaneous curvature (C = -0.035 nm−1), in order to have the same range of neck

radii as the uniform membrane (Fig. 3.3E). We can see that the trend of line tension variation

versus the spontaneous curvature is almost the same in both cases (Fig. A.3E), changing sign

from positive to negative followed by a critical point indicating the transition from a U to an

Ω-shaped bud. However, the magnitude of line tension is different in the two cases. For small

magnitudes of spontaneous curvature (tent shaped buds), the average difference in line tension is

∼ 1 pN. But for large magnitudes of spontaneous curvature (C ≥ -0.0275 nm−1, Ω shaped buds),

the average line tension for a rigid coat is ∼ 4 pN larger than the line tension in a homogeneous

membrane. This larger value of line tension in a heterogeneous membrane has been reported in
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Figure 3.4: Change in energy per unit length and its components at the interface with increasing
spontaneous curvature. Two regimes are observed: a surface tension-dominated regime for small
values of spontaneous curvature and a curvature gradient-dominated regime for large vales of
spontaneous curvature. The membrane configurations are shown for two spontaneous curvature
C =−0.02nm−1, where energy per unit length at interface is zero and C =−0.025nm−1, where
energy per unit length is maximum. The red domains show the region of spontaneous curvature
for the corresponding shapes.

various experimental measurements [275, 277], and other theoretical studies [278, 279].

3.3.2 Traction distribution is a signature of distinct budding mechanisms

Conceptually, there are two primary means by which membrane buds can be maintained:

an accumulation of protein or lipid-induced spontaneous curvature favoring a spherical geometry,

or a constriction force that pinches the membrane into a budded shape. In Fig. 3.5, we illustrate the

traction distribution in these two cases. The upper row represents spontaneous curvature-induced
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budding, meant to resemble vesicle coat protein (such as the coatomer COPII) mediated budding

from the endoplasmic reticulum [280] (Fig. 3.5A) and the lower row represents budding due to a

local constriction force via a contractile ring in budding yeast [281] (Fig. 3.5E). Although the

two simulated shapes are superficially similar, the traction distributions are quite different. The

normal traction distribution for spontaneous curvature budding (Fig. 3.5C) is similar to the one

seen in Fig. 3.3 where there is a large negative traction at the bud neck, indicating forces acting to

minimize the neck radius. Conversely, for the constriction force budding, the normal traction is

highly positive at the neck (Fig. 3.5G), indicating a resistance by the membrane to the applied

force. The tangential tractions (Figs. 3.5D and H) are also quite different. For example, moving

from the top to the bottom of the vesicle, the tangential traction in the case of the protein-induced

spontaneous curvature budding is initially negative and then positive after the neck (Fig. 3.5D).

However, for the constriction force mediated budding, the tangential traction is positive at first

and then negative after the neck (Fig. 3.5D). This difference in the gradient of tangential traction

at the membrane neck serves as a signature for spontaneous curvature mediated vs force mediated

bud formation. Thus, the mechanism of curvature generation can be related to the computed

traction profile, and some a priori knowledge can help uncover these differences (see Fig. 3.5).

Another mechanism of maintaining membrane buds (specific to endocytosis) is through

actin-mediated forces where an actin network polymerizes in a ring at the base of the plasma

membrane (PM) invagination and is connected to the coat, driving inward movement [136, 282].

We have previously considered these cytoskeletal effects in [135] and show here that the applied

forces can be matched to axial forces calculated from traction (Figs. A.4 and A.5) for two

orientations of the applied force.
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Figure 3.5: Comparison of normal and tangential tractions between two different mechanisms
of membrane budding. (A) EM image of COPII budding from the endoplasmic reticulum (ER) in
green algae [280]. Left, original EM image, Right, EM image with traced membrane shape. Red
- COPII coat, white - bare membrane (B) Simulation of bud formation on a hemispherical cap
using a constant spontaneous curvature (C= -0.046 nm−1, red) (C) Normal traction distribution
along the membrane shape in (B). A large negative normal traction can be seen at the neck
of the formed vesicle. (D) Tangential traction distribution along the membrane shape in (B).
There is a change in the sign of the tangential traction before and after the bud neck. (E)
Brightfield microscopy image of a budding yeast [281]. Left, original EM image, Right, EM
image with traced membrane shape. brown - contractile ring at the bud neck. (F) Simulation of
bud formation on a hemispherical cap with a constant radial force (Fr = 6.2 pN, yellow) that
locally constricts the hemisphere to form a bud. (G) Normal traction distribution along the
membrane shape in (F). There is a positive normal traction at the vesicle neck in response to the
applied force. (H) Tangential traction distribution along the membrane shape in (F).

3.3.3 Sensitivity analysis and sources of errors

In principle, calculating force from shape is at the heart of stress-strain relationships.

However, there are some fundamental challenges associated with sources of errors in such a

calculation. There are two main sources of errors – error in the measurement of material properties

(membrane bending modulus and membrane tension), and error in the measurement of shape. We

present some simple analysis of these sources of error in what follows.
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Parametric sensitivity analysis of material properties

Ideally, one would like to define a sensitivity index similar to the parametric sensitivity

conducted for systems of chemical reactions, where the sensitivity of a quantity Fi with respect to

a parameter k j is given by Si, j =
∂Fi
∂k j

[283]. However, since we wish to simultaneously explore

the effect of both the bending modulus and tension, we use a simple linear calculation of error.

Uncertainties in either of these quantities will result in an uncertainty in the traction as well as

the calculated axial force and energy per unit length (Eqs. 3.5 and 3.6) Here, we assume that the

bending modulus and membrane tension can be written as κ= κmean±κerror and λ= λmean±λerror

respectively. Then, by virtue of the relationships in Eqs. 3.5 and 3.6, we can estimate the error in

the axial force and the energy per unit length as

Fz,error =±2πr
(
κerror(H ′−C′)cos(ψ)+κerror(H−C)(H−C−ψ

′)sin(ψ)+λerror sin(ψ)
)
,

(3.7a)

ξerror =±2πr
(
κerror(H−C)(H−C−ψ

′)cos(ψ)+κerror(H ′−C′)sin(ψ)+λerror cos(ψ)
)

(3.7b)

These equations allow us to interrogate how errors in both membrane moduli and membrane

tension affect the error in forces. We took our control to be the output of budding simulations

described in Fig. 3.3. Then, we conducted the same simulations over a range of bending moduli

and membrane tensions to reflect a range in error of these two quantities. From these simulations,

we calculated the energy per unit length at the phase boundary using Eq. 3.6 for the budding

simulations at the same value of spontaneous curvature. Fig. 3.6A show the result of this

procedure that have been normalized to the output from the initial simulations (as indicated by

X.) As expected, separately varying either bending modulus or membrane tension is translated

into an error in the energy per unit length, though the magnitude of the final error does not match
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that of the input error due to the coupling to shape (Eq. 3.6). Next, we investigate the nonlinear

effect of varying bending modulus and membrane tension simultaneously on the computed errors.

Interestingly, we see that in some cases the error in one parameter is compensated for by the

error in the other, as highlighted by the dashed lines which indicate a band of less than 10% total

error. This is due to the intrinsic scaling in budding [135] with respect to bending modulus and

membrane tension. Overall, we observe that the final error is not simply a sum of the errors in the

two material properties and compensatory behaviours can result (Eq. 3.7, Fig. 3.6A).

In the previous calculation, when the membrane modulus and tension were varied, both

the characteristic length of the membrane and its shape were affected. We conducted another

analysis, where the shape of the membrane was fixed to the control and an error was introduced

in the values of bending modulus and membrane tension during the calculation of tractions (Fig.

3.6B).

Errors in quantification of shape metrics

One of the largest source of errors in calculating forces arises from imaging modalities

for shape itself. Uncertainty in the shape of the membrane will depend on the method used to

extract shapes from microscopy images. Additionally, the high curvatures at endocytic sites

means that a higher imaging resolution is required. Live-cell light microscopy is limited in

resolution (even in superresolution methods [284, 285]), and traditional electron microscopy

following chemical fixation may not fully preserve the shape of the bilayer [103, 104]. To this

end, cryo-electron tomography may provide the best preservation, but it suffers from anisotropic

resolution as a result of the “missing wedge” effect [286]. As a result, error can be introduced

into the fundamental position and geometric variables of the constitutive equations associated

with the membrane deformation. Errors in the position and shape coordinates, coupled with

non-axisymmetric geometries can result in non-linear error propagation in the calculations and
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Figure 3.6: Parametric sensitivity analysis to material properties. Energy per unit length (Eq.
3.6) were calculated for a variation in the bending rigidity κ and membrane tension λ0 . Dashed
lines indicate 10 % error. λmean = 0.02pN/nm, κmean = 320pN · nm, and ξmean − 6.13pN
(corresponding to a spontaneous curvature of 0.0276 nm−1 in Fig. 3.3). The sensitivity analysis
was performed in two ways – (i). Sensitivity to shape and material property by running multiple
simulations corresponding to the different parameter values (A) followed by an error calculation
with respect to the mean value, (ii). Sensitivity to only material property by using a range of
parameter values during calculation of energy per unit length (Eq. 3.6) for a single simulation
(mean). (A) Sensitivity to shape and material property in a membrane bud. (B) Sensitivity to
only material property in a membrane bud.

their effects are not yet understood.

3.4 Membrane bending by protein phase separation

Most of the proteins that bind to membranes using specific structural features, such as

wedge-like amphipathic helices and crescent shaped scaffolds, are thought to be the primary

drivers of membrane bending. However, many proteins involved in membrane remodeling

contain intrinsically disordered regions, which have no stable structure. Recently, many of

these disordered domains have been found to form weak multi-valent interactions leading to the

condensation of protein liquid phases at membrane surfaces [287].

We used a continuum model of membrane and its interactions with liquid droplets to
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understand how phase separation of proteins such as FUS LC at membrane surfaces can drive the

assembly of protein-lined membrane tubules [7]. In fact, the set of shapes—pearls,undulations,

and cylinders—can be classified as Delaunay surfaces [288], which have a constant, nonzero mean

curvature (Fig. 3.7A). Unduloids are surfaces of revolution of an elliptic catenary [288,289]. With

small changes in geometric parameters, a range of unduloid surfaces can be constructed [288]

(Fig. 3.7A). More importantly, Delaunay surfaces, particularly unduloids and their variants, are

known to minimize the Helfrich energy for membrane bending [289]. The radius and shape of

the unduloids depends on a single dimensionless parameter α =
√

λ

2κC2
0
+ 1

4 in which λ is the

membrane tension, κ is the bending modulus, and C0 is the spontaneous curvature. When α =

0.75, the membrane resembles a cylinder and for α > 0.75, the membrane resembles an unduloid

(Fig. 3.7A).

Tubules with unduloid-like morphologies are known to arise when there is an area

mismatch between the inner and outer leaflets of the lipid bilayer, such that the membrane has a

finite spontaneous curvature [290]. For example, addition of lipids [291], polymers [292], and

proteins to the surfaces of membrane vesicles have each been shown to produce such tubules.

However, in these cases, the tubules protruded outward from the membrane surfaces, as would

be expected when the area of the outer leaflet exceeds that of the inner leaflet. In contrast, we

observe tubules that protrude inward from the membrane surface, suggesting that protein phase

separation reduces the area of the outer leaflet relative to that of the inner leaflet (Fig. 3.7B).

We might expect such a reduction in area if attractive interactions between his-FUS LC

peptides generates compressive forces at the membrane surface. How might these compressive

forces arise? As an intrinsically disordered domain, FUS LC behaves more like a polymer than

like a structured protein domain [293]. When polymers are tethered to surfaces, the density of

polymer segments decreases substantially as the distance from the surface increases [294] (Fig.

3.7B). If the membrane were to remain flat, this reduced density of segments would result in
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a reduction in interactions between the amino acids within FUS LC, as the distance from the

membrane surface increased. These unsatisfied interactions create a driving force for membrane

curvature. Specifically, if the membrane bends, such that proteinlined buds and tubules are

formed, the density of protein segments will increase with increasing density from the membrane

surface, such that some portion of the unsatisfied interactions can now be satisfied (i.e., x > x’ in

Fig. 3.7B).

Another perspective on this potential mechanism comes from the work of Lipowsky [295]

and Sung [296] who have examined the impact of adsorption of polymers on membrane surfaces.

The assembly of FUS LC proteins at the membrane surface is analogous to adsorption of a polymer

because the network of protein–protein interactions creates a macromolecular condensate that

adheres to the membrane at multiple points. Using thermodynamic arguments in combination

with the principles of membrane mechanics, these authors showed that when a polymer adsorbs

strongly at multiple points to the membrane surface, the membrane will bend in order to maximize

contact with the polymer.

To examine the set of membrane shapes created by this mechanism, we used the Helfrich

model with spontaneous curvature to simulate a compressive stress being applied to one leaflet

of a lipid bilayer [133]. The area difference between the two leaflets was modeled using a

locally specified spontaneous curvature for simplicity in simulations (Fig. 3.7C). The spontaneous

curvature effectively represents the stresses due to the area difference between the two leaflets

[297]. The governing equations were solved in an axisymmetric parametrization for ease of

computation to demonstrate the principles underlying the formation of undulating and pearled

tubules.

We first simulated a domain of fixed area and homogeneous bending rigidity that included

the protein-enriched phase and the surrounding protein-depleted phase. Our results showed

that increasing the spontaneous curvature in the protein-rich phase resulted in the formation of
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undulating tubules (Fig. 3.7D) similar to those observed in experiments [7]. Furthermore, the

simulations predicted that the tubule diameter would increase linearly in proportion to the square

root of the bending modulus (Fig. 3.7E). The bending energy corresponding to the formation of

the undulating and pearled tubules is shown Fig. A.7. Notably, similar morphologies will arise

anytime the membrane has a sufficient isotropic spontaneous curvature [291, 292].

It is likely that the protein-enriched phase has an increased bending rigidity compared

to the protein-depleted phase, owing to the higher density of protein contacts. Therefore, we

next asked if the ratio of bending rigidities in the attached protein layer and the underlying

membrane layer could impact the shapes of the tubules. We defined the ratio of bending rigidities,

κratio = κprotein/κmembrane, and varied the ratio in the range of 1 to 20, in which κratio = 1 denotes

uniform bending rigidity. With increasing κratio, we observed that the tubules took on a more

clearly defined pearled morphology (Figs. 3.7F, 3.7G, and A.8) similar to those observed in

experiments [7].

3.5 Discussion

In this thesis, we presented a framework for the calculation of axial and radial tractions for

non-linear deformations of the membrane in the absence and in the presence of heterogeneities,

solely based on the membrane geometry and material properties. From these calculations, we

summarized that line tension can be calculated between two phases as an energy per unit length

(Fig. 3.4). Importantly, using different examples of critical membrane shapes that occur in

endocytosis and exocytosis, we have demonstrated that the local tractions are directly related to

deviations from idealized geometries and can be generated by membrane heterogeneity. Moving

forward, this procedure can be useful for the analysis of forces acting on membranes, both in

reconstituted systems and in cells.
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Figure 3.7: Mechanical model of undulating and pearled tubule formation. (A) Unduloid-
like shapes solution for Helfrich energy minimization at different values of nondimensional
parameter, α. For α∼ 0.75, the membrane takes on a cylindrical shape (purple line); for α >
0.75, the unduloid becomes a sphere similar to a string of pearls (gray line). (B) Schematic
depiction of membrane tubule formation due to the compressive stresses applied by liquid–liquid
phase separation on the membrane. (C) Schematic of the axisymmetric simulations depicting
the simulation domain and the boundary conditions. The yellow region represents the bare
membrane, and the green region is the area coated by the proteins. The dashed lines indicate
the cap of the tubule, assumed to have a constant curvature. The inset shows the spontaneous
curvature distribution along the tubule region used to model the membrane shape. (D) Undulating
tubules minimize the membrane bending energy as the spontaneous curvature increases for
uniform bending rigidity of the membrane (κ = 80kBT ). (E) Percentage of change in the tubule
diameter as a function of the bending rigidity for three different values of spontaneous curvature.
The dashed lines show a square root dependence on the bending modulus by fitting to the curve
(F) Pearled tubules minimize the bending energy of the membrane for heterogeneous membrane
rigidity (κratio = κprotein/κ membrane), C0 = 3.5 µm−1. (G) Percentage of change in the tubule
diameter as a function of the bending rigidity for three different values of spontaneous curvature
for κratio = 20. The dashed lines are the fitted curve.
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Using the analysis presented here and having some knowledge of the shape and material

properties will allow us to estimate the local stresses acting on the membrane. It is important to

note that the tractions calculated here depend on the knowledge of the membrane strain energy

and the material properties.

It has been demonstrated that PEGylation of lipids [298] and protein crowding can curve

and even induce scission of artificial lipid bilayers. In addition to material properties, non-linear

interactions between curvature-inducing proteins, membrane curvature, and protein aggregation

play an important role in governing the molecular mechanisms by which proteins sense and

induce curvature [299]. A theoretical treatment of the corresponding energy terms in given

in [189]. Additional energy terms such as adhesion energy, entropic contributions from proteins,

protein crowding, tilt, and cytoskeletal interactions will alter the expressions for tractions and

introduce more material properties [30]. We also demonstrate that the knowledge of the underlying

biophysical mechanism becomes important because the shape of the membrane, particularly in

cells, is a many-to-one function (multiple processes can give rise to a similar shape). However,

the fundamental principle that shape contains information about the underlying forces will apply

regardless of the exact form of the energy used to perform the analysis.

There can be multiple sources of error in the quantification of forces – error in the

measurement of material properties, errors in the measurement of the shape itself due to imaging,

and finally error in the assumptions about stress-strain relationships themselves. While many

of the measurements of material properties are conducted in vitro, recently, some studies have

begun to measure the in vivo structure of lipids and their material properties [300]. Interestingly,

recent works also suggest that there is no long range propagation of membrane tension in cells,

seemingly reducing the uncertainty in calculating tension [161]. Additionally, efforts will need

to focus on the development of image analysis methods to extract the shape of the membrane

while reducing noise. There are already quite a few efforts in this direction, although these are
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focused on tension-based mechanisms in epithelial sheets. Curvature-dependent effects are harder

to discern from imaging data [301, 302].

There is also a need for the development of algorithms that do not a priori assume

symmetry of the shape and can handle irregular geometries. Then, imaging data, which are

abundant in the literature [211, 303, 304], can potentially be analyzed and used to populate

a database/machine-learning framework. This can then be extended to analyze the shapes

of complex structures in cells, which likely include contributions from multiple mechanisms.

Finally, an assumption that we have made in this thesis is to neglect the surrounding fluid

flow or inertial dynamics and assume that the membrane is at mechanical equilibrium at all

times [232,305,306]. This assumption is commonly used in the modeling of membrane curvature

to keep the mathematics tractable [150, 232]. While the Helfrich model has been used by us

and others with great success, the role of these dynamics of deformations, thermal fluctuations

[307,308], and multiscale models will be needed to truly appreciate different spatial and temporal

scales of forces. In fact, thermal fluctuations coupled with protein aggregation can lead to runaway

instabilities and scission [240, 309] and must be considered in theoretical treatments.

As a small step in this direction, we have implemented a modified form of the Helfrich

energy including deviatoric effects to consider the anisotropic nature of spontaneous curvature

(Fig. A.6). While our current focus has been on explaining the mathematical and physical basis of

local tractions and how these tractions can be used to understand important experimental systems

and biological processes, to close the gap between modeling and experiments, future efforts will

need to focus on relaxing the assumption of rotational symmetry and the ability to estimate local

tractions in experimentally observed membrane shapes.
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Chapter 4

Bead-like morphology of membrane

nanotube

4.1 Introduction

Membrane nanotubes also known as tunneling nanotubes, have been identified as inter-

cellular structures that can connect cells over long distances, i.e., tens of micrometers (see

Fig.4.1A) [310, 311]. Membrane nanotubes have been observed in a wide variety of cell

types [311–314] in addition to the artificial nanotubes that have been produced from lipid

vesicles [311,315]. Nanotubes are typically long and thin cylindrical protrusions with sub-micron

diameter and lengths on the order of several hundred microns [310]. In contrast to other types of

cellular projections, such as filopodia, which are attached to the substrate [316–318], nanotubes

are suspended in the medium [314,319–322]. Despite increasing observations in the literature

highlighting the functional role of membrane nanotubes, the role of membrane mechanics in

governing the morphology of these structures has largely remained unexplored.
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Changes in the surrounding environment, rearrangement of membrane constituents, or

mechanical stresses can result in dramatic shape transformations [310, 323–327]. For instance, in

addition to the predominantly cylindrical geometry of many membrane nanotubes, the formation

of pearl shapes along membrane nanotubes has been observed in various experiments [321, 328–

330]. This morphological transition in nanotube structures resembles the well-known Rayleigh-

Plateau fluid instability, where a change in the surface tension results in the break up of a

cylindrical stream of fluid into multiple droplets [331–333]. Similarly, in the case of cylindrical

membranes, various studies have shown a tension-driven Rayleigh-type instability, in which a

perturbation in the membrane tension leads to the pearling instability [290, 334–338]. Indeed,

the formation of beads along membrane nanotubes could result from any asymmetry in the lipid

bilayer such as protein-induced spontaneous curvature arising from local phase separation of

proteins, adsorption of nanoparticles and/or anchored polymers, or induced anisotropic curvatures

by membrane inclusions [292, 324, 339, 340]. These interactions are accompanied by a change in

the local tension of the membrane [153, 159–161].

A series of elegant modeling studies have proposed the idea that curved proteins and

cytoskeletal proteins can induce protrusions along the membrane [299, 341–345]. Separately,

experiments are have demonstrated that: (a) the composition of a membrane nanotube is not

homogeneous [346]; (b) tension due to adhesion of rolling neutrophils can lead to tether formation

[346]; and (c) spontaneous curvature along a nanotube can lead to the formation of bead-like

structures [326, 329, 346–348]. It is not yet clear if such beaded structures are common to

membrane nanotubes and if they have a physiological role in cells and tissues. Nonetheless, from

a membrane mechanics standpoint, these structures are fascinating to study. Here, we examine

how changes in the local membrane tension, originating from the heterogeneous distribution of

the membrane components due to local phase separation, can cause the shape transformation from

a cylindrical membrane to a beaded architecture. Therefore, we seek to answer the following
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questions: how does the presence of a membrane protein domain affect the shape of a nanotube?

What is the phase space that governs the energy landscape of membrane nanotubes? And finally,

how do multiple beads interact with each other along the surface of a nanotube? To address these

questions, we conducted simulations by implementing an augmented Helfrich model that includes

protein density contributions [133, 202, 349] with local incompressibility constraints [135].
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Figure 4.1: Formation of bead-like structures along the nanotubes can result from local het-
erogeneities in the membrane. (A) A cartoon showing an intercellular membrane nanotube
with local bead-shaped deformations due to membrane-protein interactions (red domain). (B)
Axisymmetric coordinates along the membrane nanotube and the boundary conditions used
in simulations. Lc represents the length and Rc represents the radius of the nanotube. (C) A
schematic depicting membrane-protein interactions that could lead to the formation of beads
along a nanotube. Proteins (shown in red) can aggregate along the membrane to induce local
curvature and heterogeneous tension . We assume these proteins are cone-shaped such that their
meridian makes an angle ϕ (ϕ < 0) with the normal vector (n) to the surface. (D) The coordinate
system used to define a surface by the tangent basis a1, a2 and the normal vector n. Note that
the normal is pointing downwards in this case.
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4.2 Methods

4.2.1 Assumptions

The plasma membrane is a complex structure; various molecules pack tightly together to

form a semi-impermeable barrier for the cytoplasm, nucleus, and intercellular organelles [350].

Nevertheless, under certain assumptions as described below, it is appropriate to model this

complex and heterogeneous surface using a simple mathematical framework.

• The length scale of the nanotube is assumed to be much larger (∼ 20 times) than the

thickness of the bilayer such that the membrane behaves as a thin elastic shell [133,150,351].

• We assume that the membrane nanotube is at mechanical equilibrium (i.e. no inertia) [305].

Because of the high stretching modulus of lipid bilayers [352], we also assume that the

lipid bilayer is areally incompressible and we use a Lagrange multiplier to implement this

constraint [35, 150].

• We consider the case that there is a local phase separation of proteins along the membrane

surface (see Fig. 4.1A). We assume that the local phase separated membrane proteins are

rotationally symmetric, induce a negative spontaneous curvature (ϕ < 0), and ignore the

influence of anisotropic curvature inducing proteins such as BIN-Amphiphysin-Rvs (BAR)

domain proteins [36, 299, 342].

• We assume that the total energy of the system includes the membrane bending energy and

a contribution from local protein phase separation in a dilute regime (low protein density).

Thus, the membrane energy is modeled using an augmented version of Helfrich energy for

elastic manifolds including membrane-protein interaction contributions [189,193,353–356].

In mechanical equilibrium, the total energy of the membrane including the effects of the

local phase separation of proteins is similar to a standard Cahn-Hilliard model [357] with
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the gradient penalty for the spatial heterogeneity of the protein distribution. For simplicity,

we prescribe the local distribution of proteins along the surface of the membrane nanotube

using a hyperbolic tangent function [358–360].

• We do not consider the role of any other forces, e.g. actin [342], so that we can focus only

on membrane nanotube deformation due to membrane-protein interactions [361–363].

• For simplicity in the numerical simulations, we assume that the membrane in the region of

interest is rotationally symmetric and long enough so that boundary effects can be ignored

(Fig. 4.1B) [292, 363].

4.2.2 Membrane mechanics

We model the membrane with two contributions to the strain energy – one from protein-

protein interactions and the other from the membrane bending. The protein-protein interaction

is written as a constitutive function of the protein density σ (number per unit area). While the

exact form of this energy is yet to be experimentally verified, based on thermodynamic arguments,

the dependence of the energy on the local protein density, the protein density gradient, and the

thermal entropic contribution has been proposed as [5, 188, 189, 356, 364, 365]

WProtein = −ασ(θξ)2︸ ︷︷ ︸
Protein aggregation

+ β(∇σ)2︸ ︷︷ ︸
Inhomogeneous

protein distribution

+kBT σ(log(
σ

σs
)−1)︸ ︷︷ ︸

Entropic contribution
due to thermal diffusion

, (4.1)

where W is the energy per unit area, α indicates the strength of the attractive energy between

two neighboring proteins, β is a positive constant that depends on the excluded area and the

effective interaction area of the proteins [186,357], ∇ is the gradient operator, kB is the Boltzmann

constant, and T is temperature [189, 364]. In Eq. 4.1, β(∇σ)2 is a first order correction for

a spatial inhomogeneity in the membrane composition that allows the interfacial energy to be
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modeled with a sharp gradient in a continuous surface [357]. We should mention that in Eq. 4.1,

we ignore the higher order terms in σ [356, 365] since we assume that the system is in the dilute

regime and the protein density is low.

In Eq. 4.1, σ can depend explicitly on the surface coordinates θξ to allow for local

heterogeneity (Fig. 4.1D). Also, the proteins are assumed to be transmembrane, conical insertions

such that the meridian of each protein is at an angle ϕ (ϕ < 0) with the normal vector to the

membrane surface (n) (Fig. 4.1C) [202]. In the dilute regime, the locally induced-spontaneous

curvature due to membrane-protein interaction can be modeled as a linear function of the surface

protein density as [202]

C(σ) = µϕσ(θξ), (4.2)

where µ is a length scale that represents the lipid-protein specific entropic interactions. The energy

associated with membrane bending due to the isotropic spontaneous curvature is given by the

Helfrich Hamiltonian, modified to include the heterogeneous membrane properties as [133, 137]

WBending = κ(θξ)
[
H−C(σ(θξ))

]2
+κG(θ

ξ)K, (4.3)

where H is the local mean curvature and K is the local Gaussian curvature. κ and κG are bending

and Gaussian moduli respectively, which can vary along the surface coordinate θξ [136, 137].

Hence, the total energy of the membrane including both bending and protein contributions is

given by
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W (H,K,σ;θ
ξ) = κ(θξ)

[
H−C(σ(θξ))

]2
+κG(θ

ξ)K︸ ︷︷ ︸
Bending

−ασ(θξ)2︸ ︷︷ ︸
Protein aggregation

+ β(∇σ)2︸ ︷︷ ︸
Inhomogeneous

protein distribution

+kBT σ(log(
σ

σs
)−1)︸ ︷︷ ︸

Entropic contribution
due to thermal diffusion

.
(4.4)

We note that kBT
κ

is small because the membrane bending modulus is in the range of 20-40

kBT [366, 367]. Additionally, in the dilute regime of low protein density kBT σ� 1. Based on

this analysis, we neglect the entropic term in the rest of our calculations.

A local balance of forces normal to the membrane, subject to the energy density given in Eq. (4.4)

yields the so-called “shape equation” [33, 202, 349]

∆ [κ(H− (µϕ)σ)]− (κG);ξηb̃ξη−2κH (H− (µϕ)σ)2 +2κ(H− (µϕ)σ)
(
2H2−K

)︸ ︷︷ ︸
Elastic effects

+ 2H(ασ
2)︸ ︷︷ ︸

Protein aggregation

− 2Hβ(∇σ)2)︸ ︷︷ ︸
Inhomogeneous

protein distribution

= (p+2λH)︸ ︷︷ ︸
Capillary

effect

,
(4.5)

where ∆ is the surface Laplacian operator, p is the pressure difference across the membrane, λ is

interpreted as the membrane tension [150], (); is the covariant derivative with the respect to the

surface metric, and ˜bξη is the co-factor of the curvature tensor. A local balance of forces tangent

to the membrane, which enforces the incompressibility condition in a heterogeneous membrane,

yields the spatial variation of membrane tension λ [6, 135, 202],
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∇λ︸︷︷︸
Gradient of

membrane tension

= 2[κµϕ(H− (µϕ)σ)+α]
∂σ

∂θξ
−β(∇σ)

∂(∇σ)

∂θξ︸ ︷︷ ︸
Protein density variation

− ∂κ

∂θξ
(H− (µϕ)σ)2︸ ︷︷ ︸

Bending modulus-
induced variation

− ∂κG

∂θξ
K︸ ︷︷ ︸

Gaussian modulus-
induced variation

.

(4.6)

4.2.3 Analytical solutions (limit cases)

In this section, we explore the analytical solution for Eq. 4.4, ignoring the boundary

effects, the Gaussian curvature, and the entropic term. In this condition, for a nanotube with

uniform bending rigidity and no protein density, the free energy density (Eq. 4.4) is given by

W0 = κH2
0 , where H0 is the mean curvature of the nanotube equal to 1/(2Rc) (H0 = 1/(2Rc)).

W0 is the energy minimizer for this geometry; adding proteins locally or including heterogeneous

bending rigidity increases the energy of the system (W ≥W0). To find an analytical expression

for the mean curvature of the nanotube at the center of the protein-enriched domain as a function

of the protein density and the bending rigidity, we consider the limit case that W =W0. This gives

us an expression for the mean curvature at the center of protein-enriched domain as

Hanalytical = µϕσ︸︷︷︸
Spontaneous

curvature

+

√√√√√√√√
1

(2Rc)2

κratio︸ ︷︷ ︸
Preexisting curvature

of the tube

+
ασ2

κ

κratio︸ ︷︷ ︸
Aggregation

effects

−
β(∇σ)2

κ

κratio︸ ︷︷ ︸
Inhomogeneous

protein distribution

,
(4.7)

Here, κratio represents the ratio of the bending rigidity in the protein-enriched domain (κprotein)

compared to the bending rigidity of the bare lipid membrane (κratio = κprotein/κ).

For low protein density (σ� 1), the higher order terms in Eq. 4.7 can be ignored and the

equation can be simplified using Taylor expansion around σ which gives
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Hanalytical = µϕσ︸︷︷︸
Spontaneous

curvature

+
1√

κratio

( 1
(2Rc)︸ ︷︷ ︸

Preexisting curvature
of the tube

+
Rc

κ

(
ασ

2︸︷︷︸
Aggregation

effects

− β(∇σ)2︸ ︷︷ ︸
Inhomogeneous

protein distribution

))
.

(4.8)

The relationship in Eq. 4.7 can be used to predict how the local curvature of the nan-

otube at the center of the protein-enriched domain varies with protein density and κratio. For a

homogenous membrane (κratio = 1), as σ increases, the negative spontaneous curvature becomes

dominant and the mean curvature at the center of the protein-enriched domain decreases (Fig.

4.2A). For a constant protein density (σ = 2.5× 10−5 nm−2), as κratio increases, the positive

term under the square root becomes smaller and therefore the mean curvature decreases (Fig.

4.2B). A decrease in the mean curvature of the nanotube at the center of the protein-enriched

domain corresponds to a larger radius in that point. This implies that protein aggregation with

heterogeneous properties alters the morphology of the membrane nanotube where bead-shaped

structures with larger radii than the nanotube radius (rb > Rc, where rb is the radius of the bead)

forms along the protein-enriched domains.

In Fig. 4.2C, we plotted the derived analytical mean curvature at the center of the protein-

enriched domain (Eq. 4.7) as a function of protein density and bending rigidity ratio. Interestingly,

we observed that the sign of the analytical mean curvature at the center of the protein-enriched

domain changes from positive (pink domain) to negative (blue domain) for large values of the

bending rigidity ratio and protein density. However, we know that for a rotational symmetric

nanotube, the mean curvature at the center of the protein-enriched domain cannot be negative.

This suggests that for low protein density and bending rigidity ratio (pink domain in Fig. 4.2C),

the energy of the system can be minimized with decreasing the local mean curvature along

the protein-enriched domain. But, for large protein density and the bending rigidity ratio (blue
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domain in Fig. 4.2C), the system needs to exploit another mechanism to lower the work done on

the system.

We next relate the analytical curvature in the protein-enriched domain (Eq. 4.7) to the

radius of the bead assuming that the bead shape can be approximated by a cylinder and therefore

Hanalytical = 1/(2rb, analytical). Thus, using Eq. 4.7, we have

2rb,analytical =

µϕσ+

√√√√ 1
(2Rc)2 +

ασ2

κ
− β(∇σ)2

κ

κratio


−1

. (4.9)

Similar to Eq. 4.7, we can simplify Eq. 4.9 for low protein density given by

rb,analytical =
√

κratioRc

(
1−2Rc

√
κratio(µϕσ)− 2R2

c
κ

(ασ
2−β(∇σ)2)

)
. (4.10)

Because Eq. 4.10 is valid only for small membrane deformation, we use the mechanical

model (Eqs. 4.5 and 4.6) to run simulations and obtain the shape and the size of the large beads.

4.2.4 Numerical implementation

In axisymmetric coordinates, the equations of motion (Eq. B.14 and Eq. B.15) simplify to

a system of first-order differential equations (Eq. B.24) with six prescribed boundary conditions

(Eq. B.25). In order to solve these coupled equations, we used the commercially available finite

element solver COMSOL MULTIPHYSICS. In this thesis, we assume that the total length of

the membrane nanotube is conserved and to focus on the net effect of membrane tension, we
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Figure 4.2: Analytical mean curvature along the protein-enriched (Eq. 4.7) domain as a function
of the protein density (σ) and bending rigidity ratio (κratio). (A) With increasing the protein
density, the mean curvature along the protein aggregation domain decreases (κratio = 1). (B)
Decrease in the mean curvature of the protein-enriched domain as the bending rigidity ratio
increases (σ = 2.5×10−5 nm−5).(C) Heat map shows the analytical mean curvature along the
protein-enriched domain (Eq. 4.8) as a function of the protein density and bending rigidity ratio.
The sign of the analytical mean curvature changes from positive to negative along the dotted
black line.

set the transmembrane pressure at zero (p = 0). The values of parameters used in the model are

summarized in Table 4.1.

4.3 Results

4.3.1 Formation of beads along a nanotube due to protein-induced sponta-

neous curvature

For membrane nanotubes, it has been shown that the composition of the lipid bilayer

is a critical factor in determining their shapes and radii [337, 363, 372, 373]. To explore how

heterogeneity in the membrane properties due to a surface protein aggregation affects the shape

of a nanotube, we conducted simulations on cylindrical nanotubes with the aspect ratio of radius

Rc = 35 nm and length Lc = 20 µm, and set the boundary tension to λ0 = 0.064 pN/nm. The

effect of boundary tension on the initial nanotube radius and length is shown in Fig. B.1. To
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Table 4.1: Parameters used in the model

Notation Description Value
λ0 Edge membrane tension [205, 368] 0 – 0.064 pN/nm
κ Bending rigidity of the bare lipid membrane [367] 320 pN ·nm
κprotein Bending modulus of rigid protein domain [266, 369, 370] 320 – 9600 pN ·nm
σ Protein density [371] 0 – 3.75×10−4 nm−2

α Strength of protein-protein interactions [189, 193, 202] 128×105 pN ·nm3

µ Constant length scale [202] 200 nm
ϕ The cone-shaped protein angle [202] -1
Lc Nanotube length 20 µm
Rc Nanotube radius 35 nm
kBT Boltzmann energy 4.114 pN ·nm
p Transmembrane pressure 0 pN ·nm−2

ensure a smooth continuous transition between the domains, we implemented the difference in the

protein density using a hyperbolic tangent function (Eq. B.33), such that the covered domain by

the protein-enriched domain at the center of the nanotube remains constant (Lprotein = 8µm), and

the number of proteins per area increases from σ0 = 0 to σ0 = 1.25×10−4 nm−2 (Fig. 4.3A).

As the number of proteins in the fixed domain (Lprotein) is increased, the membrane bends

outward such that it resembles a bead-shaped structure that forms along the nanotube (Fig. 4.3B).

This bead formation can be understood by considering the energy of the membrane (Eq. 4.4). In

the absence of any protein (σ = 0 , therefore C = 0), the curvature of the nanotube is constant

everywhere (H0 = 1/(2Rc) = 1/70 µm−1). Increasing the density of the conical-shaped proteins

induces a negative spontaneous curvature (see Fig. 4.1C) and therefore increases the bending

energy (Eq. 4.4). As a result of this increase in energy, the membrane curvature locally decreases

by bending outward in the domain of the protein aggregation to minimize the total energy (Fig.

4.3B). For example, with increasing the protein density from σ0 = 0 to σ0 = 1.25×10−4 nm−2,

a bead with a radius of ∼ 350 nm forms (Fig. 4.3B).

To understand the relationship between increasing σ and the shape of the bead, we
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compared the results from our simulations against the analytical approximation for the bead

radius (Eq. 4.10) as a function of σ assuming a uniform bending rigidity all along the nanotube

(κratio = 1) (Fig. 4.3C). For small protein densities (σ0 < 5×10−5 nm−2) and small membrane

deformation (rb < 200 nm), we found a good match between the analytical approximation and

numerical results (Fig. 4.3C). However, for larger protein densities, the membrane deformation

along the protein-enriched domain is large and the bead no longer has a cylindrical shape anymore

exposing the limits of the analytical expression.

We next investigated the effect of the extent of the protein aggregation in Eq. 4.1 on the

bead morphology. We repeated the simulations in Fig. 4.3 for three different values of α (Fig.

B.2). We found that varying α does not alter the shape or the radius of the bead significantly

(Fig. B.2). This is because the protein aggregation term in the energy has a small contribution to

membrane bending; the dominant effect comes from the coupling between the protein density

and spontaneous curvature (Eqs. 4.2 and 4.3).

Another important factor that controls the lipid flow on the surface of nanotubes and lipid

packing is membrane tension [186, 374]. Consistent with the previous studies [153, 159], we

observed that a local decrease in the membrane tension of the beaded domain corresponding to

membrane bending and the applied area incompressibility constraint (Fig. B.3). This variation in

the membrane tension allows us to also represent the radius of the bead radius as a function of the

local membrane tension, where we found a nonlinear relationship between the increase in the

radius of the bead and the decrease in the local membrane tension (Fig. B.3).

4.3.2 Heterogeneity in membrane stiffness lead to the formation of bead-

like structures along a nanotube

Motivated by our numerical observation that a protein-induced spontaneous curvature

along the membrane can result in the bead-like structures, we next asked if a change in the
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Figure 4.3: Protein-mediated bead formation along a membrane nanotube. (A) Protein density
distribution on the membrane surface in which Lprotein = 8µm shows the length of the protein-
enriched domain and σ0 represents the number of the proteins per unit area. (B) The formation
of a large bead-shaped structure along the membrane nanotube as the density of proteins (σ0)
increases for λ0 = 0.064pN/nm and uniform bending rigidity. The scale bar in panel (B) is 350
nm. (C) Bead radius (rb) increases as a function of the protein density for both the analytical
solution (Eq. 4.10) (dashed red line) and the simulation result (solid blue line).

membrane stiffness due to membrane-protein interaction could also induce a similar deformation

along the nanotube. To answer this question, we repeated the simulation in Fig. 4.3 for σ0 =

1.25×10−4 nm−2 assuming that the bending rigidity along the domain covered by the proteins

is higher than the rest of the membrane, but C = 0 (e.g for cylindrical proteins where ϕ = 0)

[369, 373] (Fig. 4.4A). This represents a case where the membrane-protein interaction induces a

change in the membrane composition but does not induce an asymmetry between the leaflets.

As it is clear, by increasing κratio from κratio = 1 to κratio = 30 [260, 369, 373], the

membrane bending energy (Eq. 4.4) increases. To compensate for this increase in the bending

energy, the membrane curvature decreases by bending outward significantly in the domain of

the rigid segment and an ellipsoidal bead-shaped structure forms along the nanotube (Fig. 4.4B).

For instance, we found that with increasing bending rigidity ratio from κratio = 1 to κratio = 30,

a large bead with a radius of ∼ 400 nm forms in the domain of the rigid protein (Fig. 4.4B).
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Comparing radius of the bead obtained from numerical simulation (Fig. 4.4B) and the analytical

expression (Eq. 4.10) as a function of the bending rigidity ratio for constant protein density

(σ0 = 1.25×10−4 nm−2), we observed that for low values of the bending rigidity ratio (κratio < 5),

the membrane deformation is small (rb < 200 nm) and therefore there is a good agreement between

the analytical and simulation results (Fig. 4.4C). However, for large membrane deformations

(when κratio > 5), the analytical solution underestimates the radius of the bead because of our

assumption in Eq. 4.9 that the bead has a cylindrical shape is no longer valid (Fig. 4.4C).

Additionally, we observed a local reduction in the membrane tension with increasing the

bending rigidity of the protein domain and the formation of the bead along the nanotube (Fig. B.4).

Interestingly, we found a similar trend in the reduction of the local membrane tension for both

protein-induced spontaneous curvature and the protein rigidity mechanisms (Figs. B.3 and B.4).

The membrane tension decreases from λ = 0.064 pN/nm to about zero with the formation of a

bead with a radius of rb = 100 nm. After that, for the larger beads, the local membrane tension

is almost zero and remains constant (Figs. B.3 and B.4). For completeness, we also varied the

Gaussian modulus along the domain of protein aggregation (∆κG = (κG,protein−κG,lipid)/κG,lipid).

Varying −20 < ∆κG < 20 for σ0 = 1.25×10−4 nm−2 and κratio = 1, we found that the changes

in the Gaussian modulus alone lead to small membrane deformations as compared with other

effects (see Fig. B.5).

4.3.3 Energy landscape of bead-shaped structures along a nanotube

Our simulation results have demonstrated that two unrelated mechanisms, protein-induced

curvature, and heterogeneity in the membrane rigidity, each independently lead to the formation

of the bead-like structures along the membrane nanotube and that the radius of the bead increases

nonlinearly with increasing strength of the heterogeneity. In order to explore how these two

mechanisms might interact and modulate the shape of a nanotube, we conducted simulations
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Figure 4.4: Heterogeneous membrane properties result in the formation of local bead-shaped
structures. (A) Bending modulus variation along the length of the nanotube. κratio is the
bending rigidity ratio of the rigid protein domain compared to that of the bare lipid membrane
(κratio = κrigid/κlipid) and Lrigid represents the length of the rigid protein domain (Lrigid = 8 µm).
(B) Membrane deformation in the region of large bending rigidity resembles a local bead
formation phenomenon; the tension at the boundary is set as λ0 = 0.064 pN/nm and the protein
density is fixed to be constant as σ0 = 1.25× 10−4 nm−2 and C = 0. The scale bar in panel
(B) is 400 nm. (C) Increase in the radius of the bead as a function of κratio for both the derived
analytical solution in Eq. 4.10 (dashed red line) and the simulation result (solid blue line).

where the heterogeneous domain has effects from both the protein-induced spontaneous curvature

and from increased bending rigidity. We repeated the simulations shown in Fig. 4.3 but this time

assumed that the bending rigidity is heterogeneous (κratio = 11).

Interestingly, we found that the competition between these two mechanisms leads to the

formation of beads with different shapes. Based on the magnitude of the protein density, three

different oblate spheroid shapes were obtained – (i) an ellipsoidal bead at σ0 = 2×10−5 nm−2,

(ii) a flat cylindrical bead at σ0 = 1× 10−4 nm−2, and (iii) a large unduloid-shaped bead at

σ0 = 1.85×10−4 nm−2 (Fig. 4.5A). These different bead shapes are classified according to the

sign of H ′′ (the second derivative of the mean curvature), (i) in the ellipsoidal bead, H ′′ is positive

everywhere along the bead, (ii) in the cylindrical bead, the change in the radius of the bead is

very small compared to the radius of bead (∆rb
rb

< 0.01, we set 0.01 as our threshold), and (iii) in
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the unduloid-shaped bead, H ′′ changes sign along the bead (see Fig. B.6).

These results showed that the coupling between two modes of spatial heterogeneity along

a membrane nanotube not only increases the radius of a bead (see Fig. B.7) but also broadens

the energy landscape, enabling the formation of a variety of bead shapes. Furthermore, these

shape transitions suggest that the energy landscape of the membrane, which is now modulated by

heterogeneities in κ and σ plays an important role in the shape of the bead.

To further understand the relationship between the mean curvature and the bead shape

transition, we plotted the mean curvature distribution that was obtained from our mechanical

solution along the nanotube length for three different observed beads shapes in panel A (Fig.

4.5B). As expected for all shapes, the mean curvature decreases along the beaded domain to lower

the energy of the system (Fig. 4.5B). For the large ellipsoidal bead in panel A, the mean curvature

of the middle point of the bead is very small (Fig. 4.5B, dotted blue line). As the mean curvature

becomes very small, the only possible behavior to further decrease the energy of the system is to

use the third dimension, arclength (H(σ,κratio,s)). Therefore, by increasing the protein density

from σ0 = 2×10−5 nm−2 to σ0 = 1×10−4 nm−2 in Fig. 4.5A , the mean curvature decreases

all along the bead which leads to the formation of the cylindrical bead (Fig. 4.5B, dotted red line).

After the formation of the cylindrical bead, any further increase in the energy of the system causes

a buckling instability where the large unduloid-shaped bead forms(Fig. 4.5B, dotted green line).

4.3.4 Competition between length scales determines the morphology of the

bead-shaped structures along a nanotube

To identify the range of protein density and κratio over which three different bead shapes

in Fig. 4.5A can form, we performed simulations over a range of protein densities, (σ0 =

0− 3.75× 10−4 nm−2), as well as over a range of κratio = 2− 11, encompassing soft protein

domains to very stiff clusters. This variation allowed us to construct a phase diagram to identify
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Figure 4.5: Three different possible shapes of a bead-like structure resulting from the presence
of a rigid protein domain. (A) Formation of (i) an ellipsoidal bead (top) at low protein density,
(ii) a cylindrical bead (middle) at average protein density, and (iii) an unduloid-shaped bead
(bottom) at high protein density; κratio = 11. The scale bar in panel A is 2 µm. (B) The mean
curvature (H) distribution along the nanotube length for ellipsoidal (blue line), cylindrical (red),
and unduloid-shape (green) beads in panel (A). See Fig. B.6 for details of the change in the
second derivative of H.

the regions of different bead morphologies (Fig. 4.6A). The pink region represents the formation

of ellipsoidal bead-shaped structures, the blue region denotes the cylindrical beads, and the green

region indicates the unduloid-shaped beads configuration.

To determine the dominant length scale for each bead shape morphology in Fig. 4.6A,

we compared the two “induced” length scales, one by the rigid domain (lk = 1/2
√

κprotein/λ)

and the other one associated with the protein aggregation (lσ = 1/µϕσ) [135, 153, 343]. The

background of the phase diagram in Fig. 4.6A shows that these two length scales act in tandem

to regulate the bead size and shape. When lσ� lk or log( lσ
lk
)> 0, ellipsoidal beads form along

the protein-enriched domain (Fig. 4.6A, blue). When the two length scales become comparable

(log( lσ
lk
)∼ 0), the formation of cylindrical beads are energetically favorable for the system (Fig.

4.6A, pink). Finally, at very large values of protein density, when the “induced” length scale by

the rigid domain becomes dominant ( log( lσ
lk
)< 0), the unduloid-shaped bead forms along the

membrane nanotube (Fig. 4.6A, green).
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Regardless of which mechanism dominates, the edge tension λ0 implicitly governs the

length scale of the membrane; therefore the natural question that arises is: how does this

tension govern the shape and length scale transitions of the beads? We explore these questions

by conducting two sets of simulations. For the first set of simulations, we varied the edge

membrane tension (λ0) and the protein density (σ0) in a range (λ0 = 0.004−0.064 pN/nm and

σ0 = 0−3.75×10−4 nm−2) assuming that κratio = 2 (Fig. 4.6B). We observed that high edge

tension shifted the transition of ellipsoidal to cylindrical and unduloid-shaped beads to the large

protein densities while the shape transition of the beads is still governed by the ratio of the two

induced length scales lσ and lκ (Fig. 4.6B). For the second set of simulations, we fixed the protein

density ( σ0 = 6× 10−5 nm−2) and varied the edge tension (λ0) and the rigidity ratio (κratio)

between 0.004- 0.064 pN/nm and 2-11 respectively (Fig. 4.6C). As our results show, in this case,

all three possible shapes of beads are only formed at high membrane tension and the ratio of the

induced length scale govern the morphology of the bead (Fig. 4.6C). In general, we can see that

by increasing the edge membrane tension either at a constant protein density or a fixed rigidity

ratio, we decrease the value of the induced length scale by the rigid domain (
√

κprotein/λ), and

therefore we move from the cylindrical and unduloid-shaped beads to the ellipsoidal bead-shaped

region of the phase space.

Another aspect of the heterogeneous membrane properties is the variation of the Gaussian

modulus between the protein-enriched domain and the bare membrane [260]. Specifically, in the

unduloid-shape bead that the Gaussian curvature along the bead changes the sign from positive

to negative, the heterogeneity in the Gaussian modulus can play an important role. To explore

how the variation in the Gaussian modulus can affect the morphology of the unduloid-shape

bead, we repeated the simulation in Fig. 4.5A (σ0 = 1.85×10−4 nm−2 and κratio = 11) varying

the relative Gaussian modulus of the protein-enriched domain between −20 < ∆κG < 20 (Fig.

B.8). As our results show, the variation in the Gaussian modulus has no observable effect on the
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morphology of the bead and only changes the size of the bead; increasing the Gaussian modulus

of the protein-enriched domain respect to the bare membrane decreases the radius of the bead,

whereas decreasing it makes the bead larger (Fig. B.8).

Figure 4.6: Bead morphology depends on the protein density (σ0), the bending rigidity ratio of
the protein-enriched domain compared to the lipid membrane (κratio), and the edge membrane
tension λ0. (A) Phase diagram for bending rigidity ratio versus the number of proteins per unit
area, λ0 = 0.064 pN/nm. The background of the phase diagram shows the log of the ratio of
the two induced length scales ( lσ

lκ
). The three different bead shapes can be distinguished by the

dominant length scale: (i) ellipsoidal beads when log( lσ
lκ
) > 0 (blue domain), (ii) cylindrical

beads when log( lσ
lκ
)∼ 0 (pink domain), and (iii) unduloid-shaped beads when log( lσ

lκ
)< 0 (green

domain). (B) The protein density versus the edge membrane tension λ0 phase diagram for
κratio = 2. The background of the phase diagram of the log of the lσ

lκ
for a range of the membrane

tension and the protein density. (C) The bending rigidity ratio versus the edge membrane tension
λ0 phase diagram for σ0 = 1.5×10−4 nm−2. The background of the phase diagram of the log
of the lσ

lκ
for a range of the membrane tension and the bending rigidity ratio. The colors in panels

(B) and (C) represent the same bead shapes as panel (A).

4.3.5 Interaction between multiple beads along a nanotube

Often, multiple beads are observed along a membrane nanotube, suggesting that multiple

domains of heterogeneity exist along the nanotube [324, 326, 328, 347, 348, 375, 376]. (Fig. 4.1A).

These observations lead to the following question: how does the profile of these beaded strings

depend on the different length scales associated with beaded nanotubes? Previous studies have
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shown that membrane curvature and tension can control the interaction between two domains

of membrane heterogeneities [172, 377, 378]. Here, in order to answer this question from the

perspective of beading morphology of membrane nanotubes, we conducted simulations for the

formation of two beads along the membrane by prescribing two domains of heterogeneity for

three cases: (i) varying membrane rigidity alone in each domain in the absence of protein-induced

spontaneous curvature, (ii) varying protein density for uniform rigidity, and (iii) varying protein

density for domains with higher bending rigidity respect to the bare lipid membrane.

First, we found when there are two regions of proteins far from each other with an end-

to-end distance given by Lseparation = 4 µm (Fig. 4.7A, top), two independent beads form (Fig.

4.7A bottom). The size and the shape of the beads are independent of the number of domains

as long as the domains are far away from each other (Fig. B.9). Having established that the

regions of heterogeneity are independent when they are far from each other, we next asked under

what conditions might these beads interact with one another? In other words, what length scales

govern the stability of multiple beads knowing that there is a certain relaxation length between

the beads and the cylinder? To answer this question, we repeated the simulation of two beads

(Fig. 4.4), and varying the rigidity ratio (κratio) and end-to-end distance (Lseparation) between 1-11

and 0−4 µm respectively ( Fig. 4.7B). Based upon the results, we constructed a phase diagram

separating the two possible morphologies; (i) two distinct beads represented by the color blue,

and (ii) one single bead denoted by the color red (Fig. 4.7B).

We found that when the distance between two rigid domains is shorter than 2rb, there is

a smooth transition from two beads connected by a string to a single bead (purple line in Fig.

4.7B). We observe that the smooth transition in the number of beads is accompanied by the shape

transition from an unduloid-shaped bead to a large ellipsoidal bead (Fig. 4.7C). This suggests

that at close distances (Lseparation < 2rb), the energy minimum (Eq. 4.4) of the nanotube with

rigid protein domains is attained for a single large bead rather than for two beads connected by a
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string. As expected, with increasing κratio, the larger beads form along the nanotube (Fig. 4.4)

and therefore the transition from two beads to one bead occurs even when the beads are far from

each other (Fig. 4.7B). For example, for a very rigid protein domain (κratio = 11), the transition

to one bead happens when Lseparation < 0.8 µm (Fig. 4.7B). However, for the case that κratio = 4,

the single bead does not form until the centers of two beads almost overlap (Fig. 4.7B).

Interestingly, when we varied the separation distance between the beads for a range of

protein densities (Fig.4.7A), we found a sharp transition from two beads to one bead accompanied

by a snap-through instability (Fig. 4.7D, E, and F). Indeed, for small protein densities, when

the separation between the two beads is shorter than 2rb (purple line in Fig. 4.7E), the nanotube

appears to have one large bead, while the transition from two beads to one bead is continuous

indicating that there is no energy barrier or discontinuity to move from one state to another (Fig.

4.7D and black dotted line in Fig. 4.7E). However, as the protein density increases, larger beads

form along the nanotube and we found the emergence of a snap-through instability for small

separation distance (Fig. 4.7E) corresponding to bead shapes that show a distinct transition from

two ellipsoids to a flower-shaped bead to a large ellipsoidal bead (green dashed line in Fig. 4.7E

and Fig. 4.7F). This means that the landscape between two beads and one bead at high protein

densities is governed by a large energy discontinuity, and therefore there is no stable solution

for the membrane nanotube in the transition stage from two beads to one bead. The existence

of this type of elastic energy discontinuity is also observed between two neighboring embedded

nanoparticles in membranes [379–381].

Finally, when we repeated these calculations for a rigid protein domain such as κratio = 4

(Fig. 4.7G, H, I), we found that the distance and protein density still govern the energy and

stability landscape, but the transition point, where the snap-through instability occurs, is shifted

towards the lower protein densities, with no change in bead shapes (Fig. 4.7G, H, I). This is

because for rigid protein domains, larger beads form along the nanotube compared to the uniform
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bending rigidity in Figs. 4.7D and G. Therefore, the snap-through transition from two beads to

one bead for the rigid protein domain occurs in smaller values of the protein density (Fig. 4.7H).
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Figure 4.7: Multiple beads along a nanotube. (A, top) Protein density distribution with two
domains of protein accumulation. (A, bottom) Two beads form corresponding to each protein-
enriched domain, λ0 = 0.064 pN/nm. (B) The distance between two beads versus the bending
rigidity ratio phase diagram with C = 0 and σ0 = 1.25×10−4 nm−2. There are two possible
shapes, (i) two separated beads denoted with the color blue, and (ii) one single bead marked by
the color red. (C) Membrane profiles for the marked points along the dotted black line in panel
(B). (D) Membrane profiles for the black dotted line in panel (E) show the smooth evolution
of membrane shape from two beads to one bead. (E) Phase diagram for the distance between
two beads versus the protein density. (F) Membrane profiles show the snap-through transition
from two kissing beads to one large bead at σ0 = 3×10−4 nm−2 corresponding to the marked
points along the green dashed line in panel (E). (G) Membrane profiles for the black dotted line
in panel (H) show the smooth evolution of membrane shape from two beads to one bead. (H)
Phase diagram for the distance between two beads versus the protein density. (I) Membrane
profiles show the snap-through transition from two kissing beads to one large bead for the green
dashed line in panel (H).
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4.4 Discussion

Tunneling nanotubes are membranous projections between cells [310, 311, 326]. Much of

the biophysics associated with these dynamic structures are only beginning to be explored but it

is becoming increasingly clear that the cellular membrane and membrane-protein interactions

play a critical role in maintaining these cellular architectures [324, 328, 363, 372, 382]. In this

thesis, we explored how the energy landscape and the role of heterogeneity in the membrane

either due to protein aggregation or material properties alter the architecture of nanotubes. Our

results can be summarized as follows – membrane heterogeneity due to either protein-induced

spontaneous curvature (Fig. 4.3) or membrane rigidity (Fig. 4.4) can result in the formation of

bead-like structures along a nanotube. Additionally, the interaction between these two modes of

heterogeneity can lead to the formation of beads with distinct shapes while the transitions between

these shapes from ellipsoidal to cylindrical to unduloid-shaped beads are consequences of energy

minimization and competing length scales in the system (Figs. 4.5 and 4.6). Finally, we found

that there is an energy discontinuity that impedes any fusion of two beads which suggests the

formation of multiple stable beads along the nanotube due to membrane heterogeneity (Fig.4.7).

Interaction between membrane inclusions has been studied extensively [383–386]. The

membrane inclusions may attract or repel each other depending on the local membrane deforma-

tion due to the induced spontaneous curvature or the hydrophobic mismatch of the membrane

inclusion [384, 387]. For instance, Gil et al. showed that the interaction between two adjacent in-

clusions is attractive if both inclusions change the membrane thickness in the same manner [388].

Phillips et al. [198] and later Simunovic et al. [389] demonstrated that there is an attractive force

between inclusions with opposite intrinsic curvature. Even in the case of the nano particles,

it is suggested that the long-range Casimir-like forces in the fluctuating membrane can induce

attractive forces between two neighboring particles [390]. Despite the rich literature on the inter-

action of the membrane inclusions, the shape of membrane nanotubes resulting from the interplay

72



between a spatially varying membrane rigidity and protein-induced spontaneous curvature has not

been previously explored. Our findings should be a motivation for future studies to investigate the

interaction between two regions of heterogeneity, particularly for estimating the effective force

between two beads and how membrane tension, lipid flow, and other force generating mechanisms

can regulate this force between two domains of heterogeneity.

Various recent studies have demonstrated that inducing a constant homogeneous mem-

brane tension along a cylindrical membrane can also lead to a dramatic shape transformation into a

modulated structure of a string of pearls [290,334–338]. However, the tension of lipid membranes

can change not only globally but also locally due to the absorption of proteins, nanoparticles,

inclusions, or actomyosin interactions with the membrane [153, 159–161]. Here, we show that

local variation of the membrane tension corresponding to the membrane heterogeneities in the

beaded nanotubes (Figs. B.3 and B.4) may play a role in governing the morphology of the

membrane nanotubes. In addition to the membrane nanotubes, the beaded morphologies have

been observed on different membrane structures which make direct connect with the extracellular

matrix [391, 392]. The membrane mechanics of these “beaded apotopodia” is still a matter of

the debate [393]. However, we anticipate that an extension of our membrane mechanical model

can be a powerful tool to understand the physics behind the formation of these unusual beaded

structures.

Our simulations lead to the following predictions. Tension at the edge of the nanotube not

only governs the nanotube radius but also its response to heterogeneity. Therefore, manipulating

cell tension and evaluating how it affects the morphology of the nanotube will provide information

on how the tensional homeostasis of cells affects the membrane nanotubes. Additionally, we

found that there is an energy discontinuity that governs the landscape of the transition from two

beads to one bead. This energy discontinuity, governed by a snap-through instability, suggests

that the fusion of two beads depends on the membrane composition and its material properties
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such that under high protein density or high rigidity conditions, there is a large crossover energy

discontinuity for fusion. These predictions can be extended to multiple beads as well.

In the broader context of interactions between the bilayer membrane and curvature

inducing moieties (proteins and cytoskeletal filaments), Shlomovitz and Gov showed that the

coupling between membrane shapes and membrane-bound FtsZ filaments can induce high-density

FtsZ rings along a cylindrical membrane [376]. With no entropic effects, these rings interact

with each other, can coalesce and form larger rings depending on the membrane tension and

separation distances. They predict that when the separation between two rings is larger than 2πR

(R is the radius of the cylinder), membrane shape undulations around each ring act as an energy

barrier to stabilize the separate rings and preventing coalescence [376]. These results suggest

that the observed energy discontinuity in our model and Shlomovitz and Gov paper could have a

similar origin since both responses appear due to the elastic behavior of the lipid membranes in

interactions with local curvature inducing moieties.

Recent experiments on the fission of yeast have demonstrated that the formed rings along

the tubular membranes by the actin-myosin contractile force interact and fuse when the natural

width of the ring is much smaller than their separation distance [376, 394]. This is also consistent

with our simulation results, as we found that the transition from two beads to one bead occurs when

the distance between two beads is shorter than the diameter of the beads (Lseparation < 2rb) (Fig.

4.7). Ultimately, to explore the instability that we observed in the interaction of two beads, futures

studies will be needed to focus on detailed non-linear stability analysis for large deformations

including tension and shape coupling and without the restriction of small deformations and

linearization [186, 376].

Although our model has provided several fundamental insights into the role of membrane

composition in nanotube morphology, we have made simplifying assumptions that may need to

be revisited as more experimental evidence is gathered regarding these structures. Additionally,
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the dynamics of membrane-protein diffusion and what could be the underlying mechanisms

that govern protein aggregation along the nanotube as suggested in our model are not yet fully

explored. While there is evidence for the strong curvature-mediated feedback for the protein

aggregation [189], it is possible that feedback between proteins in the lumen of the nanotube

and biochemical signaling can lead to the formation of protein microdomains. For example, it

is known that phase separation between two main components of the membrane – clusters of

sphingolipids and cholesterol molecules – can result in the formation of lipid rafts [369, 395].

In addition, the role of the cytoskeleton (actin and microtubule filaments) and motor

protein transport along the nanotube is known to be an important contributor [310, 311, 396], but

a correlation with the beading morphology is yet to be established. Also, there are only a handful

of direct experimental observations of membrane heterogeneities along nanotubes in cells [346].

And finally, the role of the active transport versus the flow of cytosolic components in governing

the stability of these nanotubes is not captured by our model and remains an active focus of our

research and modeling efforts.
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Chapter 5

Biconcave morphology of Red

Blood Cells (RBCs)

5.1 Introduction

Human red blood cells (RBCs) have a biconcave disk shape, with a thin central dimple

region surrounded by a thicker rim [397, 398] (Fig. 5.1). This shape enables efficient gas and

ion exchange and increases RBC deformability and resilience in the circulation [79, 80, 399].

Deviations from biconcavity interfere with RBC function in diseases such as congenital hemolytic

anemias [79, 80, 400], sickle cell disease [401], and malaria [402, 403]. Due to its lack of

transcellular cytoskeleton or internal organelles, RBC shape depends exclusively on the plasma

membrane, and has long served as a simple model for membrane structure and function [81].

The RBC membrane is supported by the membrane skeleton, a two-dimensional network of

short F-actins interconnected by long, flexible spectrin molecules [81, 404, 405], which bind to

transmembrane proteins to maintain membrane tension, curvature, and mechanical properties of
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the RBC [79–81, 406, 407].

Historically, the biconcave disk shape of the RBC has been modeled as a thin elastic

shell using the Helfrich-Canham energy model, treating the RBC as a lipid bilayer whose

properties are spatially homogeneous along the entire RBC membrane [128, 133]. This model,

a classic in the field of membrane mechanics, was able to explain the observed RBC shape

as a family of solutions for a given area and volume [128, 133, 408]. The calculated shapes

corresponding to the minimal Helfrich-Canham local bending energy are scale invariant for

zero spontaneous curvature [408]. Subsequent extensions of this model include consideration of

reduced volume [128,133], spontaneous curvature [409], area differences between the two leaflets

of the bilayer [162,410], and lateral distribution of membrane constituents [176,183,365,411–414].

A recent theoretical study predicted that the coupling between inhomogeneously distributed

curved membrane protein inclusions and active cytoskeletal forces can govern the morphology

of the membrane vesicles [189, 415]. Additional refinements have modeled the membrane as a

two-component system composed of an incompressible lipid bilayer associated with an elastic

spectrin-actin network uniformly distributed along the membrane [169, 410, 416–419].

To date, computational models to account for the biconcave disk shape of the RBC have

not considered the contribution of actomyosin contractility even though RBCs contain NMII.

NMIIA is the predominantly expressed isoform and has biochemical properties similar to NMIIs

in other cell types [420–422]. Due to its low abundance, a potential role for NMIIA in RBC

shape had been largely ignored by experimental biologists. However, we showed recently in

Smith et al. [82] that RBC NMIIA forms bipolar filaments that bind to the membrane skeleton

F-actin via their motor domains to control RBC membrane tension, biconcave disk shape and

deformability [82] (Fig. 5.1A). Specifically, we showed that blebbistatin inhibition of NMIIA

motor activity in RBCs leads to loss of the biconcavity and the formation of elongated shapes,

indicating an important role for NMIIA-generated forces in maintaining RBC biconcave disk
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shape and deformability [82]. Notably, the NMIIA filaments are sparsely distributed along the

RBC membrane (∼0.5 filaments per square micrometer), and thus would be expected to apply

localized forces to the membrane [82]. However, it remains unclear how the magnitude and

distribution of NMII-mediated localized forces could provide a mechanism to influence membrane

curvature with respect to the morphology of RBCs.

In this thesis, motivated by our recent experimental observations [82], we investigated

the role of local forces in modulating the shape of the RBC. We revisited the classical Helfrich-

Canham model and modified it to account for localized forces representing the NMIIA-generated

forces on the plasma membrane. By adding this extra degree of freedom to the classical Helfrich-

Canham model, we sought to focus on how forces applied to the membrane, rather than spon-

taneous curvature or reduced volume, can result in the shapes that are comparable to the exper-

imentally observed RBC shapes. To determine the set of force distributions that most closely

reproduce experimentally observed RBC shapes, we varied the applied force heterogeneously

along the membrane (Fig. 5.1B).

Model Development

The RBC membrane is a thin elastic material that can bend but resists stretching. This

feature enables the RBC to deform and adjust its shape in response to applied stresses. Here, we

outline the assumptions underlying the development of the model and the associated governing

equations of our model.

5.1.1 Assumptions

• We consider that the radii of membrane curvatures are much larger than the thickness of

the bilayer [409]. Therefore, we treat the lipid bilayer as a thin elastic shell and model the
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Figure 5.1: Interaction of the membrane and skeleton controls the shape of the RBC. (A)
Schematic depiction of the biconcave disk shape of an RBC plasma membrane and the membrane
skeleton underneath. The effect of NMIIA filaments (shown in green) is modeled by local forces
applied to the plasma membrane (red and gray arrows). (B) Two distinct regions are identified
in a biconcave RBC – the dimple and the rim regions. In the dimple region (blue cylinder),
each RZ cross-section of the shape has a negative curvature along its arclength. In contrast, at
the rim, the curvature of each RZ section is positive along the arclength. (C) The geometry of
a simulated RBC in axisymmetric coordinates and the three characteristic length scales that
represent the biconcave shape of the RBC. 2hmin is the minimum height at the dimple, 2hmax is
the maximum height at the rim, and 2L denotes the cell’s maximum diameter. The dotted red
curve shows the computational domain for our mechanical model. n is the unit normal vector to
the membrane surface and as is the unit tangent vector in the direction of arclength.

bending energy of the membrane using the Helfrich–Canham energy, which depends only

on the local curvatures of the surface and compositional heterogeneities [128, 133].

• Due to the high stretching modulus of lipid bilayers, we assume that the membrane is locally

incompressible [352]. We use a Lagrange multiplier to implement this constraint [150].

We refer the reader to [150] for a detailed interpretation of this Lagrange multiplier as
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membrane tension.

• We assume that the RBC is at mechanical equilibrium at all times, allowing us to neglect

inertia [35, 423, 424]. This assumption is consistent with the experimentally observed

shapes for the resting RBCs in both vivo and vitro [425, 426].

• We assume that the total surface area of the RBC membrane is constant ( 135 µm2)

[427, 428].

• For simplicity in the numerical simulations, we assume that the RBC is rotationally

symmetric and also has a reflection symmetry with respect to the Z = 0 plane (see Fig.

5.1C) [128,165,427,429]. This assumption reduces the computational cost of the simulation

to simply calculating the shape of the curve shown by the red dotted line in Fig. 5.1C.

5.1.2 Membrane mechanics

In mechanical equilibrium, the shape of the membrane in response to an applied force can

be obtained as a result of the minimization of the membrane bending energy and the work done

by the applied forces by the cytoskeleton. In this case, the total energy is given by [136, 343]

E︸︷︷︸
Total

energy

= Eb︸︷︷︸
Bending
energy

− E f︸︷︷︸
Work done
by forces

, (5.1)

where E is the total energy of the system, Eb is the bending energy and E f is the work done by
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the applied forces given by

Eb =
∫

ω

(W (H,K;θ
α)+λ(θα))da− pV, (5.2a)

E f =
∫

ω

F(θα) · (r− r0)da, (5.2b)

where ω is the total surface area of the membrane, W is the energy density per unit area, θα

denotes the surface coordinate where α ε {1,2} , H is the mean curvature, K is the Gaussian

curvature, λ is the membrane tension (also see assumption 2), p is the pressure difference across

the membrane, V is the enclosed volume, F is the force density per unit area representing the

applied force density to the membrane surface by the NMIIA motor proteins, r is the position

vector in the current configuration, and r0 is the position vector in the reference configuration.

The bending energy of the membrane is modeled using the Helfrich-Canham energy, defined

by [5, 128, 133, 150],

W (H,K;θ
α) = κH(θα)2 +κGK(θα), (5.3)

κ and κG are constants representing the bending and Gaussian moduli respectively [430]. To

minimize the bending energy (Eq. 5.1) and obtain the RBC shapes from simulations under

the action of local forces, we used the variational approach which yields the so-called “shape

equation” [152],

κ∆[H]+2κH(H2−K)︸ ︷︷ ︸
Elastic effects

= p+2λH︸ ︷︷ ︸
Capillary effects

+ F ·n︸︷︷︸
Force due
to NMIIA

, (5.4)
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where ∆ is the is the surface Laplacian (also known as the Laplace-Beltrami operator). The

incompressibility condition for the lipid membrane results in the spatial variation of membrane

tension given by [8, 152]

λ
′︸︷︷︸

Membrane tension
variation

=− F ·as︸︷︷︸
Force induced

to variation

, (5.5)

where (.)′ is the derivative with respect to the arclength. The shape equation (Eq. 5.4) along with

the incompressibility condition (Eq. 5.5) represents the relationship between the forces applied by

NMIIA motor proteins and the resulting shape of RBCs. A complete derivation of the governing

equations of the force balance, the notations used, and the non-dimensionalization procedure are

presented in Appendix C.

5.1.3 Parameterization of RBC biconcave morphology and shape error es-

timation

The geometry of human RBCs has been studied extensively using a variety of different

methods such as light microscopy [431, 432], interference holography [433, 434], resistive

pulse spectroscopy [435], micropipette aspiration [436, 437], and light scattering [438, 439]. In

Fig. 5.2A, we summarize the reported values for the RBC geometrical parameters from the

literature [431, 433, 436, 439–441] in terms of the three characteristic lengths (hmin, hmax and L)

(Fig. 5.1C), the volume (V), the surface area (A), and the sphericity index (SI).

Several parametric models have been proposed to describe the biconcave morphology

of the RBC [433, 434, 442–446]. Funaki proposed a Cassini oval model with two coefficients

to represent the RBC geometry [442]. Kuchel et al. [443] and later Yurkin [444] modified the
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Cassini oval model to implicit equations with three and four coefficients, respectively. Borovoi et

al. introduced a function in spherical coordinates to characterize the RBC morphology [445]. The

most realistic model was proposed by Evans and Fung [433], where they first obtained images

from 50 human RBC samples using light microscopy and then fitted a parametric equation to the

RZ cross-sectional shape of the RBCs (Fig. 5.1C) using statistical analysis. The Evans and Fung

proposed function is given by

Z(R) =±0.5

√
1− (

2R
L
)2
(

0.81+7.83(
2R
L
)2−4.39(

2R
L
)4
)
, (5.6)

where R is the radius from the axis of rotation and is the height from the base plane. In Fig. 5.2B,

we plotted the different proposed parametric models for the biconcave shape of an RBC. We

observed that for the fixed height of the dimple (hmin), height of the rim (hmax), and the maximum

diameter (L), all models generate similar shapes, but with slight differences. In this thesis, we

used the Evans and Fung parametric equation in Eq. 5.6 as the reference data for the experimental

shape of an RBC, because Eq. 5.6 was developed based on the direct experimental measurement

and fit well with the observed RBC shapes [447, 448].

To quantify the deviation between simulated geometries obtained from our mechanical

model and the parametric shape equation for the RBC (Eq. 5.6), we define three error metrics –

εhmin, εhmax and εL as follows

εhmax =
|hmax,par−hmax,sim|

Lpar
=
|∆hmax

Lpar

εhmin =
|hmin,par−hmin,sim|

Lpar
=
|∆hmin

Lpar

εL =
|Lpar−Lsim|

Lpar
=
|∆L
Lpar

,

(5.7)
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where ()par is the experimentally measured length scale fitted to the parametric equations (Eq.

5.6) and ()sim is the length scale obtained from the numerical simulation (Eqs. 5.4 and 5.5).

The total error (εtotal) in the shape of the simulated RBCs is then calculated by the root mean

square between every two mapped points in the parametric shape of an RBC and the simulated

geometries (Fig. 5.2C) given by

εtotal =

√
1
N

(
∑

i=N
i=1 (Zi,sim−Zi,par)+(Ri,sim−Ri,par)2

)
Lpar

, (5.8)

where N is the total number of nodes across the RBC shapes, i is the index node, Zi,sim and Zi,par

are the height of the simulated and the parametric (Eq. 5.6) RBC shape at index i, respectively.

Ri,sim is the radius of the simulated shape at index i , and Ri,par is the radius of the RBC parametric

shape (Eq. 5.6) at index i.

While Eq. 5.8 represents the error in the simulated shapes compared to the RBC parametric

shape, it does not capture measurement errors as Eq. 5.6 was developed based on the average

dimensions of experimentally observed RBCs. However, there are standard deviations in the

measured dimensions as reported by Evans and Fung [433] and the resolution of imaging methods

introduces additional uncertainties. Here, to account for these uncertainties, we assume that the

given parametric equation by Evans and Fung [433] can be written as

Z(R) = Zmean(R)+Zerror(R), (5.9)

where Zmean(R) is the given function in Eq. 5.6 and we define Zerror(R) as the fitting error

of the Evans and Fung parametric equation to the actual shape of an RBC. Here, we assume that

is approximately 10% of Zmean(R) to represent the variance of RBC dimensions.
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5.1.4 Numerical simulation

Simplifying the shape equation (Eqs. 5.4 and 5.5) for a rotationally symmetric RBC gives

us a set of first order differential equations (Eq. C.11). In order to obtain the RBC shapes from

simulations and determine the role of NMIIA-generated forces in maintaining the biconcave

morphology, we need to solve the coupled differential equations (Eq. C.11) for the defined

boundary conditions (Eq. C.12). Here, we used the commercially available finite element solver

COMSOL MULTIPHYSICS 5.3a to solve the governing differential equations (Eqs. C.11 and

C.12). In all our simulations, the transmembrane pressure is set to zero ( p =0).
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Figure 5.2: Dimensions of healthy human RBC from the literature [431, 433, 436, 439–441].
(B) Comparison between the proposed parametric models describing the biconcave morphology
of an RBC. There is a close match between the four models for the fixed minimum height of
the dimple, maximum height of the rim, and the maximum diameter (C) Discretization scheme
of the parametric shape of an RBC (Eq. 5.6) (dotted blue line) and the simulated geometry
obtained from our mechanical model (Eqs. 5.4 and 5.5) (solid red line). Each experimental and
simulated shape is discretized into nodes where indicates the node index. These nodes are used
to compute the total error in the simulated RBC geometry (Eq. 5.8).
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5.2 Results

5.2.1 Uniform distribution of force density across the membrane surface

is not sufficient to recover the biconcave shape of an RBC

Modeling studies of RBC shapes have been based on the assumption that the RBC

membrane and skeleton are spatially homogeneous [79–81, 430]. Therefore, we first performed

simulations with a uniform pulling force density (Funiform) applied normally on the membrane

surface (Figs. 5.3A, B). This uniform pulling force density can be interpreted as a pressure

difference between the inside and outside of the RBC that specifies the change in the RBC volume

compared to an equivalent sphere (the reduced volume) [408, 409, 449].

To perform our simulations, we assumed that the RBC membrane area is large enough

that the lateral membrane tension is negligible ( λ = 0) [161, 450, 451]. We also set the bending

modulus to be in the range of physiologically reported values for the RBC membrane ( κ =

9 ×10−19 J) [451]. For a given value of uniform pulling force, we were able to match two

out of three characteristic length scales of the simulated shapes with the parametric shape of

an experimentally observed RBC (Eq. 5.6) (see Fig. 5.3B). Furthermore, we observed that

for all configurations in Fig. 5.3C, the calculated uniform force density from our mechanical

model is in the order of the reported pressure difference for a biconcave RBC (Funiform ∼ O(1)

pN/µm2 [440–443], which validates our numerical results (Fig. 5.3C, bottom row).

We observed that for the large value of the pulling force density (Funiform = 1.92 pN/µm2,

the maximum and the minimum heights of the simulated shape match well with the parametric

shape, while the maximum diameter does not (Fig. 5.3C, left). For the intermediate pulling

force density (Funiform = 1.83 pN/µm2, the minimum height and the maximum diameter of the

simulated shape are in good agreement with the parametric shape, but the maximum height is

not (Fig. 5.3C center). Finally, for the small pulling force density (Funiform = 1.23 pN/µm2,
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the mismatch between the simulated geometry and the parametric shape of the RBC is in the

minimum height of the dimple (Fig. 5.3C right). For each value of the applied pulling force

density, we calculated the error for each of the characteristic lengths (L, hmax or hmin) (Eq. 5.7)

and the total error (Eq. 5.8) (Fig. 5.3C). We found that both characteristic and the total shape

errors have the lowest value (εhmax 10.23% and εtotal 8.2%) at the intermediate uniform force

density and there is only a relatively small mismatch in the maximum height ( ∆hmax) (Fig. 5.3C

center). Thus, we can predict that among the three main characteristic length scales of an RBC,

the maximum height of the rim (2hmax) appears to be the least critical dimension in order to

minimize the shape error of the simulated geometries. It should be mentioned that for each case

here, we first calculated the mean errors based on the given parametric equation (Eq. 5.6) and

then we computed the error bars using Eq. 5.9.

In addition to the biconcave shape of an RBC, the volume of the RBC is one of the critical

parameters that is regulated by multiple transport systems [449]. We calculated the volume of

each simulated geometry (V) using Eq. C.13b (Fig. 5.3C). We found that for all three values of the

uniform force densities, the volume of the simulated shapes is far from the reported experimental

data in Fig. 5.2A. For the large and the intermediate force densities (Funiform = 1.92 pN/µm2 and

Funiform = 1.83 pN/µm2, the volumes of the simulated geometries (Fig. 5.3C) are much smaller

than the reported values, which range from V= 80 µm3 to V= 107 µm3given in Fig. 5.2A. In

contrast, for the small force density (Funiform = 1.23 pN/µm2, the volume of the shape obtained

from the simulation is significantly larger than the experimental values (Fig. 5.3C).

5.2.2 Local force density at the RBC dimple reduces the shape error

Given that the shape mismatch and volume difference of the simulated RBC (Fig. 5.3)

are relatively large compared to the experimentally measured RBC dimensions, we next asked if

we could change the distribution of the non-uniform pulling force density to reduce the shape
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Figure 5.3: Mismatch between the parametric shape of an experimentally observed RBC (Eq.
5.6) and the shapes obtained from simulations (Eqs. C.11) with a uniform distribution of the
pulling force density across the membrane surface. (A) RZ view of the center of an RBC from a
confocal Z-stack of an RBC stained for the membrane marker glycophorin A. (B) Schematic of
a biconcave RBC with a uniform distribution of the normal pulling force density (red arrows).
Funiform represents the magnitude of the pulling force density. (C) Calculated error in the
characteristic length scales (Eq. 5.7), and total shape error (Eq. 5.8) for different values of the
force density. The total shape error (εtotal) calculated by Eq. 5.8 is minimum for Funiform = 1.83
pN/µm2 when there is only a mismatch in the maximum height of the RBC morphology (center
bar). For all three values of the applied uniform force densities, the calculated volume (V) is
shown on the X-axis and is significantly different from the reported experimental data.

error and obtain a better agreement between the experimentally reported shapes for RBCs and

our model. We conducted simulations of Eqs (C.11, C.12) but now assumed that the applied

normal force per unit area is locally concentrated in the dimple region (Fdimple) and that there is

no force along the surface of the rim (Figs. 5.4A, B). This heterogeneous force distribution along

the membrane was implemented using a hyperbolic tangent function (Eq. C.24).

In Fig. 5.4C, we compare the RBC shapes obtained from the simulation with the ap-
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plication of increased local pulling force density at the dimple. We found that the total error

is a nonmonotonic function of Fdimple; as Fdimple increases, the total error in shape mismatch

decreases and then increases again. Based on the shape of the simulated RBC, we can identify

three different regimes (Fig. 5.4C). For low dimple force density (Fdimple < 1.81 pN/µm2, the

simulated geometry has a spherical shape (hmax = hmin) and therefore the shape error is large

(εtotal > 50%) (yellow area in Fig. 5.4C). With increasing the magnitude of dimple force density

(1.81 pN/µm2 < Fdimple < 3.73 pN/µm2, the dimple forms biconcave shapes where hmax > hmin

the shape error decreases sharply (purple area in Fig. 4C). When higher levels of force are applied

at the dimple (Fdimple > 3.73 pN/µm2, the error increases because the distance between the two

bilayers in the dimple becomes too narrow (kissing shapes where hmin = 0) (Fig. 5.4C). We also

observed a similar nonmonotonic trend in the calculated errors for the characteristic lengths (Eq.

5.7) as a function of dimple force density (Fig. C.1).

Based on our results in Fig. 5.4C, the shape error has a minimum value of εtotal ∼ 5.6%

for the case where Fdimple= 3.73 pN/µm2. This total error is less than that for all the simulated

shapes determined in the case of a uniform force applied to the membrane (Fig. 5.3C). We found

that the volume of the simulated RBC at Fdimple= 3.73 pN/µm2 is about V = 76.78 µm3 which is

closer to the reported experimental value for the RBC volume by Evans and Fung [433]. From

these results, we can conclude that there is a better agreement between the simulated shape and

the parametric shape of an experimentally observed RBC when a localized force is applied at the

RBC dimple compared to the case with a uniform force distribution (Fig. 5.3).

5.2.3 Non-uniform distribution of force density in the RBC dimple region

versus the rim region minimizes the shape error

While localizing the force density at the dimple decreased the error and the volume

mismatch in our simulated RBC shapes, NMIIA is known to be distributed throughout the
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Figure 5.4: A local distribution of the pulling force density at the RBC dimple results in a better
agreement between the parametric shape of an RBC (Eq. 5.6) and the shape obtained from the
simulation. (A) RZ view of the center of an RBC from a confocal Z-stack of an RBC stained for
the membrane marker glycophorin A. (B, upper) A schematic depicting a biconcave RBC with
a local force at the dimple area (red arrows) and no force in the rim region. Fdimple represents
the magnitude of the pulling force density in the dimple region. (B, lower) The applied force
density at the dimple as a function of the arclength (Eq. C.24). (C) The simulated shape of the
RBC with a local pulling force density in the dimple (solid green line) in comparison with the
RBC parametric shape (dotted blue line). (C) The nonmonotonic behavior of the total error
when increasing the dimple force density (Fdimple). Three different regimes can be identified
based on the shape of the simulated RBC; (i) the spherical shapes where hmax = hmin for the low
Fdimple (yellow area), (ii) the biconcave shapes where the dimple forms (hmax > hmin) for the
mid-range of Fdimple (purple area), and (iii) the kissing shapes where hmin→ 0 for large Fdimple
(gray area). The shape error has the lowest value at Fdimple= 3.73 pN/µm2 (εtotal ∼ 5.62%) when
the minimum height of the dimple in the simulated geometry matches closely with the minimum
height of the parametric shape. The volume of the simulated RBC at Fdimple= 3.73 pN/µm2 is
about 76.78 µm3.

RBC [82]. Therefore, we next asked if the shape error can be minimized by including a normal

force at the rim region in addition to the applied force at the dimple region (Fig. 5.5A). This

analysis allowed us to predict the RBC shape not only in terms of absolute values of forces in the

dimple and rim regions but also as a function of force per unit volume ratio in these two regions.

In our model, based on the given force density per unit area in the dimple (Fdimple) and rim (Frim)

regions, we defined the ratio of forces per unit volume as
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Fratio =
Fdimple

Frim
× AdimpleVrim

ArimVdimple
, (5.10)

where Adimple and Arim are the area of the membrane surface in the dimple and rim regions, and

Vdimple and Vrim are the volume occupied by the dimple and rim regions, respectively. For a

given RBC shape, the area and the volume of the dimple and rim regions can be calculated by Eq.

C.13a and Eq. C.13b, respectively.

We begin our analysis with the case where the pulling force in the dimple area is larger

than the pulling force in the rim area (Frim < Fdimple). We implemented this distribution of force

along the RBC membrane using a hyperbolic tangent function (Eq. C.24) and performed the

simulations over a range of forces at the dimple and the rim regions (Fdimple = 3.5 - 14 pN/µm2and

Frim = 0 - 3.5 pN/µm2. The range of dimple force (Fdimple) was chosen based on our previous

results (Fig. 5.4) to have a close comparison with the parametric shape and obtain biconcave

shapes from simulations with hmax > hmin and hmin > 0. The force along the rim (Frim) was

set between Frim = 0 and Frim = 3.5 pN/µm2based on the imposed condition of Fratio < 1 for all

simulations.

The heat map in Fig. 5.5B represents the magnitude of the shape error for a given force

density at the dimple and rim area. The simulations were stopped when the height at the RBC

dimple approached zero, shown as white domains in the heat map (Fig. 5.5B). Based on these

calculations, we found that the shape error has the lowest value (εtotal ∼ 4.1%) when v = 4.05

pN/µm2 and Frim = 0.28 pN/µm2 (the point X on the heat map). For these specific force values,

the parametric shape of the RBC (Eq. 5.6) and the shape obtained from the simulation at point

X were very well-matched (Fig. 5.5B lower panel). Additionally, the volume of the simulated

shape at point (X), is close (V = 85.62 µm3 to the experimentally reported value by Evans and

Fung [433].
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To further understand the relationships between Frim and Fdimple in governing the shape

of the RBC, we plotted the shape error as a function of Fdimple for five different values of the

force density at the rim section (Fig. 5.5C). We found that the shape error shows the same

nonmonotonic dependence for different values of Frim. By increasing the value of Fdimple, the

shape error initially decreases by an order of magnitude and attains a relative minimum for each

curve (Fig. 5.5C). Any further increase in the dimple force density results in a larger shape error

(Fig. 5.5C), similar to Fig. 5.4B. As expected from Fig. 5.5B, the shape error has the lowest

value on the red curve (Frim = 0.28 pN/µm2 when Fdimple = 4.05 pN/µm2. Using Eq. 5.10, this

set of dimple and rim forces in Fig. 5.5B is equivalent to Fratio 14.27, which reflects the fact

that to obtain the best match between the simulated RBC shape and the experimentally observed

morphology, 14.27 times larger force per unit volume should be applied in the dimple region than

the rim region.

Thus far, we have only considered the cases in which NMIIA motors were able to exert

small pulling forces in the rim region. However, two other force configurations are possible; (i)

NMIIA motors apply a larger force density in the rim region than the dimple area (Frim > Fdimple)

(Fig. C.2A), and (ii) NMIIA motors exert pushing forces in the rim region (Fig. C.3A). We

found that a large pulling force in the rim region (Frim > Fdimple) generates a shape resembling

a peanut-shaped vesicle with a large shape error of εtotal� 50% (Fig. C.2). We also observed

that applying a pushing force in the rim region (Frim= 3.73 pN/µm2 with no force in the dimple

causes an error of εtotal ∼ 12.5% (Fig. C.3B). Even adding a small pushing force in the rim region

(Frim = 0.53 pN/µm2 with Fdimple = 3.73 pN/µm2 increases the shape error to εtotal ∼ 9.7% (Fig.

C.3C). Our major prediction is that RBC biconcave shape depends on a heterogeneous distribution

of NMIIA forces, which can be accomplished by more NMIIA motors density in the dimple

compared to the rim.

92



(A) (B)

(C)

Fdimple

s
Frim

Simulated shape
Parametric shape (Eq. 3) 

(μm
)

ϵtotal = 4 . 1 %

(μm)R

Z

Fdimple

Frim

s

μm3V = 85.61

0

13

26

39

52

6

35

5

10

15

20

25

30

Figure 5.5: The applied force densities at the RBC dimple and rim regions regulate the shape
error. (A, upper) Schematic of a biconcave RBC with a large force density (red arrows) at the
dimple and a small force density (gray arrows) at the rim region. Schematic is overlaid on an
RZ view of the center of an RBC from a confocal Z-stack of an RBC stained for the membrane
marker glycophorin A. (A, lower) The applied force density along the membrane as a function
of the arclength (Eq. C.24). (B) Heat map shows the calculated shape error (Eq. 5.8) for a range
of the force densities at the dimple (Fdimple) and rim (Frim) regions. We stopped the simulations
when the height at the dimple tends to zero (hmin→ 0). The marked point X shows the case
that has the lowest value of the error in the heat map at Fdimple = 4.05 pN/µm2 and Frim = 0.28
pN/µm2 (εtotal ∼ 4.1%) with V = 85.61 µm3. A comparison between the parametric shape of an
RBC (dotted blue line) and the shape obtained from the simulation at point X (dashed red line)
is shown in the lower panel. (C) The shape error as a function of force density at the dimple
(Fdimple) for five different values of the applied force density at the rim region. The dotted purple
line shows a discontinuous transition in the shape error with increasing the dimple force density
for Frim = 2 pN/µm2. Similar to Fig. 5.4B, independent of the value of Frim, the total error is a
nonmonotonic function of the dimple force density (Fdimple).
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5.2.4 RBC dimple region has a higher concentration of the NMIIA puncta

as compared to the rim region

Our simulations suggest that NMIIA-mediated force densities are not uniformly distributed

across the RBC membrane but instead are larger in the dimple region than the rim region (Fig.

5.5). Therefore, we hypothesized that the NMIIA distribution in RBCs is also non-uniform, with

more NMIIA in the dimple region than the rim region. To test this hypothesis, we localized

NMIIA motor domain puncta in three-dimensional reconstructions of AiryScan confocal Z-

stacks [82, 452] (Fig. 5.6A). The puncta in these images are individual NMIIA bipolar filaments,

based on our previous study showing that that RBCs contain ∼150 NMIIA puncta/cell [82],

consistent with calculations of numbers of NMIIA bipolar filaments/cell using quantitative

biochemical assays [420].

We divided each RBC into dimple and rim regions based on F-actin staining at the

membrane (Fig. 5.6B) and quantified the number of NMIIA motor domain puncta in each region

and the volumes of each region and the whole RBC using Volocity software. The dimple region

accounted for about 7.4% of the total RBC volume (based on the F-actin staining, Fig 5.6C). This

value agrees with calculations of dimple volume (∼7.1% of total volume) from our simulated

shapes, in which we classify the dimple and rim regions based on the sign of the local mean

curvature (Fig. 5.1B). The number of NMIIA puncta varies between RBCs, with 125 ± 47 puncta

in the whole RBC, 113 ± 42 puncta in the rim, and 12 ± 9 puncta in the dimple (all values are

mean ± SD). The dimple region contains about 9.1% of the total NMIIA motor domain puncta

(Fig. 5.6D). In the dimple and rim regions as well as the whole RBC, the number of NMIIA

puncta tends to increase with increasing the region or cell volume (Fig. C.5).

The number of NMIIA puncta per unit volume (µm3 in an RBC region is likely propor-

tional to the number of NMIIA filaments that interact with membrane skeleton F-actin to exert

force on the RBC membrane. The whole RBC and the rim region have similar NMIIA puncta
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densities (1.73 ± 0.562 µm3 and 1.70 ± 0.556 µm3 respectively), while the dimple region has a

∼25% higher density (2.15 ± 0.888 µm3 (Fig. 5.6E). Thus, the dimple region has ∼1.29 times

higher NMIIA puncta density compared to the rim region (Fig. 5.6F).

To determine whether differences in NMIIA densities relate to the extent of RBC bicon-

cavity, we related NMIIA density to the minimum and maximum heights of XZ slices at the

center of each RBC (Fig. C.5). In both whole RBCs (Fig. S5A) and the dimple region (Fig.

C.5C), RBC biconcavity increased with increasing NMIIA density, while NMIIA density in the

rim region was not related to biconcavity (Fig. C.5B). These results agree with the results of

our simulations, which predict that the maximum height of the rim (hmax) is the least critical

dimension to minimize the shape error (Fig. 5.3) and furthermore, that NMIIA exerts a larger

force density at the RBC dimple (Fig. 5.5). Together, our simulations and experimental data

suggest that this non-uniform force distribution is required to specify RBC biconcave disk shape.

5.2.5 Effective membrane tension regulates the required force densities

ratio in the RBC dimple versus the rim region

We found that for the simulated RBC shapes, the shape error is minimized when the

force per unit volume applied normally in the dimple region is about 14.27 times larger than

the force per unit volume applied in the rim region (Fratio = 14.27), in a tensionless membrane

(Fig. 5.5). However, our experimental measurements reveal that in a healthy human RBC, the

dimple region has only 25% higher density of NMIIA puncta than the rim region (Fig. 5.6). If we

assume that the NMIIA density is proportional to the force generation capacity, then the induced

force in the dimple region should be 1.25 times larger than the rim area. Therefore, we set out

to reconcile this apparent discrepancy in the predicted Fratio and measured the NMIIA density

ratio. Literature suggests that the membrane tension in RBCs can vary from 10−1 pN/nm to 10−4

pN/nm [430,451,453]. Here, we interpret membrane tension to be the effective contribution of the
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membrane in-plane stresses and the membrane-cytoskeleton interactions [374]. We hypothesized

that this in-plane tension of the RBC could play a critical role in relating the RBC shape to the

NMIIA-generated force ratio in dimple and rim regions.

To investigate how this variation in membrane tension can modulate Fratio and the shape

error, we repeated the simulations as in Fig. 5.5 for three different effective membrane tensions:

(i) low membrane tension (tension = 10−4 pN/nm) (Fig. 5.7A), (ii) intermediate membrane

tension (tension = 10−3 pN/nm) (Fig. 5.7B), and (iii) high membrane tension (tension = 10−2

pN/nm) (Fig. 5.7C). The marker (X) in each heat map shows the point with minimum shape error

for that set of simulations. To visualize the geometry of the simulated RBC at each point marked

with an ‘X’, we plot the shapes that were obtained from simulations (solid yellow line) versus

the reference experimental data (dotted blue line) [433] and also calculated the volume of the

simulated geometry using Eq. C.13b.

We observe that the shape error remains almost constant (εtotal ∼ 3.8%) with increasing

the membrane tension from zero to low and intermediate values (Fig. 5.7A, B). However, varying

the membrane tension alters the force ratio that gives the minimum shape error as well as the

volume of the simulated geometry. For example, at low tension, the minimum shape error occurs

at Fratio = 4.35 where V = 79.62 µm3 and at intermediate tension the shape error is minimum when

Fratio = 1.27 with V = 91.37 µm3 (Fig. 5.7A, B), close to the volume experimentally reported

by Evans and Fung [433]. In the case of high membrane tension, we found that the simulated

shape deviates significantly from the biconcave disk and becomes closer to a pancake with a small

volume (V = 36.58 µm3 and the error goes up noticeably to about 12 percent (εtotal ∼ 12.5%)

(Fig. 5.7C).
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Figure 5.6: The RBC dimple has a higher average NMIIA puncta density than the RBC rim.
(A) Maximum intensity projections of super-resolution Airyscan confocal Z stacks of individual
human RBCs immunostained with an antibody to NMIIA motor domain (grey scale, top row),
together with merged images (second row) of NMIIA (green) and rhodamine phalloidin for
F-actin (red). (B) Schematic illustrating volume segmentation of RBCs and NMIIA puncta
distribution. Optical section of a super-resolution Airyscan confocal Z-stack of human RBC
immunostained with an antibody to the motor domain of NMIIA (green) and rhodamine-
phalloidin for F-actin (orange). The top left image shows a perspective view of the optical
section. Top right and bottom left images show YZ and XZ slices, respectively, of the RBC from
planes perpendicular to this optical section. The bottom right image shows an XY view of the
optical section. The blue cylinder represents the region identified as the dimple region. The rest
of the RBC is identified as the rim region. Note, the myosin puncta near the RBC membrane
are difficult to visualize in these merged images due to the bright F-actin staining. (C) The
percent of total RBC volume occupied by the dimple region. Mean ± S.D. = 7.37 ± 1.79. (D)
The percent of total NMIIA puncta in the dimple region. Mean ± S.D. = 9.11 ± 3.30. (E) The
RBC dimple region has a ∼25% higher density of NMIIA puncta than whole RBCs (Total) (p
= 0.0051) or the rim region (p = 0.0023) by Tukey’s multiple comparisons test. Mean ± S.D.:
Total = 1.73 ± 0.562; Dimple = 2.15 ± 0.888; Rim = 1.70 ± 0.556. (F) Ratio of dimple and
rim region NMIIA puncta densities for each RBC. Mean ± S.D. = 1.29 ± 0.452. (B-E) n = 55
RBCs from 3 individual donors.
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Additionally, we found that for low and intermediate tensions independent of the value of

Frim, the shape error has the same non-linear relationship with increasing Fdimple as previously

observed for the tensionless membrane (Fig. 5.7D, E). At low tension, the minimum shape error

occurs when Fdimple = 5.06 pN/µm2 and Frim= 1.4 pN/µm2 (blue square line) (Fig. 5.7D). At

intermediate tension, a combination of Fdimple = 12.66 pN/µm2and Frim = 9.95 pN/µm2 gives

the minimum shape error (green triangle line) (Fig. 5.7E). However, for high tension, because of

the stiffness of the membrane, we observe not only a deviation from the biconcave shape but also

a deviation from the nonmonotonic error - dimple force relationships (Fig. 5.7F).

Based on these results, we concluded that in addition to a non-uniform force distribution

along the RBC membrane, a non-zero intermediate tension is required to obtain a close match

between the shape and the volume of the simulated RBC and the experimental data. Furthermore,

the intermediate value of tension (tension = 10−3 pN/nm) gives an excellent quantitative match

for the predicted value of Fratio (Fig. 5.7B) and the experimentally observed NMIIA density ratio

(Fig. 5.6).

5.2.6 The angle of applied forces in the RBC dimple and rim regions con-

trols the shape error

Until now, we have assumed the net effects of NMIIA motor proteins act as local forces

applied normally to the membrane surface. However, there is evidence that these molecules also

exert forces tangential to the membrane [454]. To examine how the orientation of the induced

forces by NMIIA can affect the morphology of the RBC, we repeated the simulation in Fig. 5.7

for different membrane tension values assuming that the applied forces make an angle φ with

the tangent vector as (Fig. 5.8A). Because the exact orientation of the applied forces by NMII

molecules is currently unknown, we varied angle φ from φ = 900 (normal to the membrane) to

φ= 0 (tangential to the membrane) and for each case found the combination of the force densities
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Figure 5.7: Effective membrane tension is a key parameter in regulating the RBC biconcave
shape in addition to applied forces in the dimple and rim regions. (A-C) Heat maps show the
total error in the shape of the simulated RBCs for (A) low tension (tension = 10−4 pN/nm), (B)
intermediate tension (tension = 10−3 pN/nm), and (C) high tension (tension = 10−2 pN/nm).
In each heat map, the point with the minimum error is marked with X. Also, for each marked
point, the volume of the simulated RBC (V) is calculated using Eq. S13b, and the shape (solid
yellow line) is shown in comparison with the reference parametric shape (dotted blue line). At
intermediate tension, the shape error has the lowest value when Fratio = 1.27 consistent with our
experimental results in Fig. 5.6. (D-F) The calculated shape error (Eq. 5.8) as a function of the
dimple force density (Fdimple) for different values of the force density at the rim region and the
membrane tension.

that gives the minimum shape error (Figs. C.6-C.9).

In Figs 5.8B-D, we plotted the minimum shape error as a function of angle φfor three

different values of the membrane tension; (B) tensionless membrane, (C) low membrane tension

(tension = 10−4 pN/nm), and (D) intermediate tension (tension = 10−3 pN/nm). We observed that
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in all three cases, with varying the angle φ from normal to tangential orientation, the simulated

shapes deviate from the biconcave disks to the pancake shapes with an almost three times larger

shape error. Based on our results, we found that for tensionless membranes, the transition from the

biconcave shapes with εtotal < 5% (pink area) to the pancake shapes where εtotal� 5% (gray area)

occurs for angles smaller than 450 (φ < 450) (Fig. 5.8B). This transition to pancake shapes shifted

toward the smaller angles (φ < 300) for low and intermediate membrane tension (Fig. 5.8C, 5.8D).

Finally, in the case of high membrane tension, as expected from Fig. 5.7C, independent of the

angle of force φ the simulated shapes have a pancake-shaped morphology with very large shape

errors (see Fig. C.9). Thus our model predicts that membrane tension and the orientation of the

applied forces can be collectively tuned to actively maintain the biconcave morphology of an

RBC.

5.3 Discussion

The biconcave disk shape of mammalian RBCs provides a maximum surface-area-to-

volume ratio, which enables efficient gas and ion exchange and increases RBC deformability

and resiliency [455]. This shape has been studied extensively from a mechanical standpoint

to identify stress-strain relationships in cell membranes. Most studies modeling RBC shapes

have been based on the work of Canham and Helfrich [35, 429] and have reinforced the idea

that mechanical force balance on the membrane by itself can provide insights into the unique

shape of the RBC. The studies by Canham and Helfrich and other researchers suggested that the

minimization of the membrane bending energy and the asymmetry between the inner and outer

membrane leaflets generate the RBC biconcavity [128, 133]. For example, Markin showed how

the induced nano-scale curvature field due to the lateral distribution of membrane components

can prescribe the biconcave shape of RBCs [411]. Here, we focused on micron-scale differences
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Figure 5.8: Effective membrane tension and the angle of applied forces in the RBC dimple
and rim regions work together to maintain the biconcave shape of an RBC. (A) Schematic
of a biconcave RBC with a non-uniform distribution of force density across the dimple and
rim regions. In both regions, the forces per unit area are applied with angle φ with respect to
the tangent vector (as). (B-D) The shape error and the RBC shapes obtained from simulation
for different angles of the applied forces (φ for (B) tensionless membrane, (C) low tension
(tension = 10−4 pN/nm), and (D) intermediate tension (tension = 10−3 pN/nm). For all values
of the membrane tension, as the angle of forces deviates from normal (φ = 900) to tangential
orientation (φ= 0), the simulated shapes flatten and the shape error increases.

in lateral distribution of myosin-mediated forces as another degree of freedom and demonstrated

how they are important for maintaining the RBC biconcave shape.

In this thesis, we revisited the classical Helfrich-Canham energy model for the RBC

membrane to include non-uniform forces along the membrane due to NMIIA-actin interactions.

Undoubtedly, adding an additional degree of freedom to the energy allows us to attain a better

match between the simulated and the experimentally observed RBC shapes compared to previous

studies. Further, based on our results, we predicted two conditions that need to be satisfied to

produce the best fit with the experimental shapes of RBCs. First, the density of the NMIIA-

generated force must be non-uniform along the RBC membrane to produce the best fit with

the shapes measured experimentally. By conducting a parameter sweep of the force density

101



configurations, we found that the non-uniform force distribution must be such that Fdimple is

larger than Frim (Figs. 5.4, 5.5). Experimental measurements of NMIIA density in the dimple

and rim regions of RBCs using immunofluorescence showed that indeed NMIIA density is

higher in the dimple than in the rim (Fig. 5.6) by about 25%. Our combined computational

and experimental results highlight that a micron-scale, non-uniform force distribution of NMIIA

plays a fundamental role in maintaining the biconcave shape of RBCs. We emphasize that this

non-uniform density of forces is at the length scale of microns rather than at the length scale of

fluctuations of the RBC membrane [456].

Second, we predicted that the effective membrane tension and the orientation of the

applied forces are important physical parameters in modulating the RBC morphology and the

required NMIIA-mediated force density ratio in the RBC dimple versus the rim region (Fratio)

(Figs. 5.7, 5.8). As compared to tensionless or low-tension membranes, the intermediate tension

values Fratio for minimum shape error (∼1.27) are a better match with the experimentally reported

NMIIA density ratio at the dimple versus the rim. Furthermore, we found that the deviation of the

applied forces from normal to tangential orientations results in pancake-shaped morphologies with

very large shape errors compared to the actual biconcave shape of RBCs (Fig. 5.8). Additionally,

we calculated the reduced volume (ν); the volume of the simulated RBC with respect to the

volume of the sphere with no force (Eq. C.14). Based on our calculation, the reduced volume of

biconcave RBC varies in a wide range between ∼0.62 and 0.83. A recent study by Mesarec et al.

has also shown that in stable discocyte RBS shapes, the reduced volume varies in a wide range

(between 0.58 and 0.8) if the membrane’s in-plane ordering is taken into account [457].

Therefore, we predict that in mature, healthy biconcave RBCs, NMIIA motor domains

exert force on the membrane with angle φ > 300 under intermediate membrane tension (∼ 10−2

pN/nm) and the reduced volume can vary in a broad range. Currently, the exact value of

membrane tension and the angle of forces in an intact RBC are hard to measure because of the
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contributions from both the membrane and the underlying skeleton [458, 459]. In the literature, a

wide range of values are reported for the membrane tension from 10−1 pN/nm to 10−4 pN/nm

[430, 451, 453]. This range can be attributed to dynamic lipid rearrangements [460], membrane-

skeleton interactions [461], and based on our work here, rearrangement of force-generating

NMIIA molecules [82]. The angle of applied forces by NMIIA at the RBC membrane is still a

matter of debate because nanoscale 3D images of F-actin and NMIIA motors using cryoelectron

tomograms would be required to explore the relative configurations of myosin motors, F-actin and

the RBC membrane surface [459]. This will require the development of novel sample preparation

approaches for RBCs and is a subject for future study. Our theoretical analyses, supported by

experimental measurements, implicitly suggest that for a biconcave RBC, the effective membrane

tension should be on the order of 10−2 pN/nm and the NMIIA motors should apply forces with

angles φ > 300 with respect to the membrane surface.

Our conclusions of non-uniform force density and tension regulation can be used to obtain

insight into the effective activity of NMIIA motor domains at any given time. Assuming that a

single NMIIA motor domain produces an average force of ∼ 2 pN [462,463], the calculated force

densities in Fig. 5.7B corresponds to 90 and 815 myosin motor domains in the dimple and rim

regions, respectively. This means that the force generated by a total of ∼850 active NMIIA motor

domains, distributed between the dimple and the rim as we predicted, is sufficient to sustain

the biconcave disk shape of an RBC. Previous studies estimated that each mature human RBC

contains ∼ 6,000 NMIIA molecules, ∼12,000 motor domains [420, 421] and at any given time,

roughly 40-50% of these molecules are bound to the membrane skeleton [82]. Our calculations

suggest that approximately 15% of these bound NMIIA molecules are active and exerting forces

distributed unevenly along the membrane. It is also possible that the amount of force generated

by a single NMIIA motor domain varies due to the stiffness of the membrane skeleton network,

the processivity (the duration over which the motor stays attached to actin), and the cross-linking
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activity of NMIIA myosin filaments [462, 463]. Therefore, further research will be required to

determine the quantitative relationship between the copy number of NMIIA molecules and their

activity, that together determine the overall magnitude of the force exerted on the RBC membrane.

The idea of the asymmetrical distribution of the membrane skeleton and its components

in the dimple and rim areas of RBCs was initially introduced by Hoffman, although no direct

evidence for this was obtained [464]. Recently, Svetina et al. modeled RBC volume regulation

according to the permeability of the Piezo1 channel. Based on their simulation results, they

found that Piezo1 channels are expected to be distributed non-uniformly in a biconcave RBC,

tending to localize in the dimple region [465]. They speculated that the simulated localization

of Piezo1 channels in the dimple region is controlled by the membrane curvature and induced

surface tractions [6]. The RBC membrane curvature may also influence the localization of NMIIA

motor proteins, as has been observed in other cell types [75]. Alternatively, a shear-induced Ca2+

influx through localized Piezo1 channels could locally activate NMIIA through activation of

myosin light chain kinase and phosphorylation of the regulatory light chain [420–422], leading to

enhanced NMIIA binding to F-actin and enhanced local contractility at the dimple, activating

Piezo1 and Ca2+ influx in a feed-forward loop. We believe our findings here are a motivation for

future studies to develop quantitative relationships between the myosin-mediated forces, Ca2+

influxes, and the membrane curvature of the cell surface.

We acknowledge that despite the conclusions from our studies, there are some limitations

and simplifying assumptions that will need to be revisited for future studies. First, we limited our

model to axisymmetric shapes, while RBCs often adopt non-axisymmetric shapes [466]. Future

studies will involve simulations without any assumptions of symmetry. Experimental tests probing

whether NMIIA activity is non-uniform along the RBC membrane will also give insight into

NMIIA density distribution versus activity distribution along the membrane. Second, we assumed

that the contributions from thermal fluctuations and the deformation of the membrane skeleton are
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negligible compared to the bending energy [425, 467]. However, for a more general quantitative

model, these effects should be considered [456]. Particularly, in the case of discocyte-echinocyte

RBC shape transformation and in RBC membrane vesiculation, previous studies have shown the

important role of membrane skeleton in driving these shape transformations [169, 419, 468–470].

Future efforts focusing on the shape transformations of RBCs from discocytes to echinocytes

or stomatocytes will be important to connect RBC morphology to physiological function and

molecular mechanisms. There is also an opportunity to extend the current models for non

biconcave RBCs shape including experimental manipulation of the membrane tension or inhibition

of the myosin activity in RBCs [458, 471]. These require the adaptation of newly emerging

technologies for RBC biology and will provide new insight into the molecular mechanisms of

RBC shape generation and maintenance.
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Chapter 6

Mechanical principles governing

the shapes of dendritic spines

6.1 Introduction

Dendritic spines are small, bulbous protrusions along the dendrites of neurons that occur

at postsynaptic glutamatergic synapses [472–474]. They respond to a glutamate release by

orchestrating a series of biochemical and biophysical events that span multiple spatial and

temporal scales [475–477]. Spine morphology is tightly coupled to synaptic function, with larger

spines tending to represent stronger synapses [478, 479] due to their greater surface expression

of functional glutamate receptors. Synaptic activity regulates spine shape and volume. For

example, several forms of physiological synaptic plasticity, such as long-term potentiation (LTP)

and long-term depression (LTD) are associated with spine enlargement and spine shrinkage,

respectively [480–482]. Although average spine volume is approximately 0.1 femtoliter, the

shape and volume of dendritic spines are highly variable, depending both on the developmental

106



stage and a combination of genetic and environmental factors, including the prior history of

activity [483–486]. Moreover, spine morphology is highly dynamic on the scale of seconds to

minutes, due to a dynamic actin-based cytoskeleton [473, 487].

Despite their broad range of morphological features and highly dynamic nature, dendritic

spines can be classified into four broad categories. Spines in the mature nervous system are

typically classified as being stubby, thin, or mushroom-shaped [1, 488] (Fig. 6.1A). These

categories of spines can be identified in electron micrographs as postsynaptic structures connected

to presynaptic nerve terminals. Stubby spines are short and wide, and lack a discernible neck.

Such spines appear early during synaptogenesis and may represent an emerging spine, but they

also might result from spine shrinkage driven by physiological or pathological conditions (Fig.

6.1A) [475, 483, 489].

The adult mammalian brain is dominated by either thin or mushroom-shaped spines.

Thin spines have a long thin neck that is connected to a small bulbous head (Fig. 6.1A) [483].

Within the head is the postsynaptic density (PSD), an area just beneath the synaptic plasma

membrane containing a high concentration of glutamate receptors, scaffolding molecules, and

other proteins essential for postsynaptic function. Thin spines have flexible structures that allow

them to adapt their morphology based on different levels of synaptic activity [490, 491]. It has

been proposed that thin spines are “learning spines,” because they display a high capacity for

expansion and strengthening via insertion of new AMPA-type glutamate receptors into the PSD,

which is the key basis for synapse strengthening [490–494]. Compared to thin spines, mushroom-

shaped spines have a shorter neck and a greatly expanded head (Fig. 6.1A) [483]. Mature

mushroom-shaped spines are more likely to be stable for months to years [490, 491, 494–496],

with slower turnover, and are associated with strong synapse functionality, as they contain on

average higher concentrations of AMPA-type glutamate receptors. Such spines have therefore

been called “memory spines”, in the sense that their potentiated strength reflects a history of
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high activity and thus “memory” storage, yet their capacity for further potentiation may be near

saturation [492–494,497–499]. Table 6.1 provides the reported dimensions for different shape

categories of dendritic spines observed in hippocampal neurons [1–4, 500].

In addition to synapse-bearing spines, the fourth category of spine-like protrusions is

dendritic filopodia. These are commonly observed during early development, and are thought to

facilitate the pairing of presynaptic and postsynaptic glutamatergic sites during synaptogenesis

by spatially scanning the neuropil volume for a partner axon [489, 501–503]. Thus, a fraction

of these “protospines” become synapse-bearing spines if they come into contact with and are

stabilized in partnership with presynaptic nerve terminals [501, 504]. Filopodia are long (>2 µm)

and thin (< 0.3 µm diameter) protrusions that lack a bulbous head (Fig. 6.1A) [3].

Because the size and shape of functional subcellular domains are closely tied to the

mechanics of actin-membrane interactions [1,3,500], a more complete understanding of dendritic

spine dynamics, development, and function would benefit from biophysical models that address

the underlying mechanical aspects. We have therefore begun to build a computational model

of spines that incorporates both membrane forces and actin-based forces, and their interaction.

This model is based on published experimental observations in dendritic spines, non-neuronal

cells, and biochemical experiments. The goal of this model is to inform our understanding of the

development of spines and the plasticity of their structure under different physiological scenarios.

Currently, there are hundreds of studies that address various aspects of the regulation of

dendritic spine size and shape. In building our model, we have chosen to focus on several key

observations, as follows.

1. Actin enrichment in spines: Dendritic spines are enriched in filamentous actin, which,

along with scaffolding molecules, establish spine architecture [83, 505, 506]. Membrane-

actin interactions associated with spine enlargement and shrinkage during plasticity can be

modeled at the single filament level using the elastic Brownian ratchet and the net force
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acting on the membrane due to actin remodeling can be represented as work done by actin

to deform the membrane [507–509].

2. Different subpopulations of actin: There appear to be distinct subpopulations of F-

actin in dendritic spines, and spine actin can be thought of as an independent network

with interconnected nodes [510]. The spine head typically consists of short, cross-linked

filaments; branched filaments have been observed in the spine head [83–85]. The spine neck

was initially thought to contain long filaments [86–89], but current evidence has suggested

the presence of short, branched filaments [84]. Additionally, recent high resolution imaging

techniques have shown that there are likely periodic F-actin structures along the neck

region of dendritic spines [90, 511]. These periodic F-actin structures are very stable and in

contrast to long and branched filaments, resist depolymerization [90].

3. Roles for actin binding proteins: Actin dynamics in spines are tightly regulated by dozens

of various actin binding proteins, some of which must also interact directly or indirectly

with the spine plasma membrane [91–93]. First, the turnover of filaments themselves can

drive forces against the membrane that regulate the expansion, maintenance, or shrinkage

of spine compartments [512]. The key factors that govern this balance are (a) the rate of

polymerization, which is regulated by actin nucleating factors such as formins and the

Arp2/3 complex [83]; (b) the rate of depolymerization, which is regulated by actin severing

factors such as cofilin and gelsolin [513]; (c) the number of free barbed ends, which is

regulated via actin severing activity and the activity of barbed end capping proteins [97];

and (d) the concentration of available actin monomer, which is dependent upon the G-

actin concentration and also the activities of profilin, which delivers ATP-bound G-actin

to the above actin nucleators, and regulators such as N-WASP, which controls Arp2/3

activity [97, 514]. In addition, several proteins that crosslink or stabilize actin filaments,

such as cortactin [94], spectrin [95], or drebrin [96] are known to regulate spine shape and
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separately, myosin motors can affect spine shape either directly by creating contractile

forces, or indirectly by regulating the transport of cargo into and out of the spine [97, 98].

Finally, an important role for calcium/calmodulin-dependent protein kinase in structural

plasticity of spines has been demonstrated through its ability not only to transduce calcium

signals, but also to regulate actin directly through the direct binding of F-actin via its β-

subunit [515–517].

4. Membrane mechanics: All cells regulate their shape by coordinating the properties of the

cytoskeleton with that of the plasma membrane. Proteins such as MARCKS that interact di-

rectly with both F-actin and the lipid bilayer can strongly influence spine shape [518]. Mem-

brane curvature is especially important in spines and represents a specific mechanical force

that is regulated by specific proteins, as well as lipid composition. Bin/Amphiphysin/Rvs

(BAR)-domain containing proteins assemble on the membrane to produce anisotropic

curvature and promote tubulation. Studies have demonstrated critical roles for specific

BAR-domain proteins in dendritic spines. Recently, the role of membrane mechanics has

been elucidated in the initiation of dendritic spines [519]. A series of studies showed that

dendritic spines can be initiated by membrane bending due to protein patches containing

BAR domains such as I-BAR and F-BAR proteins [520–523]. These proteins are known to

polymerize on the membrane [56,174,175,303], induce anisotropic curvature [324,524,525],

and promote tubulation [174, 176, 178, 181, 526].

The above findings suggest that membrane bending and actin-membrane interactions

are major determinants of spine morphology. Recent studies have modeled the role of either

membrane mechanics alone [509] or actin dynamics alone in spines [527], but the interaction

between the two has not yet been addressed. Here, we present a general theoretical model that

relates membrane bending and actin-mediated forces to spine morphology. Using this model, we

investigate the mechanical landscape of the different shapes of spines and map the relationships
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among actin-mediated force generation, membrane elasticity, and curvature induced by periodic

ring structures and proteins such as BAR domains.
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Figure 6.1: Modeling of forces relevant to spine shape. (A) Schematic depiction of different
shape categories of dendritic spines (Reprinted with permission from SynapseWeb, Kristen M.
Harris, PI, http://synapseweb.clm.utexas.edu/). The inset shows a schematic of a tubular neck
with a radius r and a spontaneous deviatoric curvature Dm along the total neck length l. (B)
The surface parametrization of the membrane geometry in axisymmetric coordinates. s is the
arclength, n is the unit normal vector to the membrane surface, and as is the unit tangent vector
in the direction of arclength. We assume that the actin filaments can apply axial (Fz) or normal
(Fn) forces to the membrane surface. We assume that there is a large membrane reservoir with a
fixed area, and we focused on the local region of the membrane under tension λ, as indicated by
the dotted box.

Table 6.1: Dimensions of different spine shapes compiled from the literature [1–4].

Stubby Filopodia Thin Mushroom
Total length (L) (µm) 0.44 ± 0.15 2-20 0.98 ± 0.42 1.5 ± 0.25

Length of neck (l) (µm) – – 0.51 ± 0.34 0.43 ± 0.21
Neck diameter (2r) (µm) 0.32 ± 0.13 < 0.3 0.1 ± 0.03 0.2 ± 0.07

Total volume (µm3) 0.03 ± 0.01 – 0.04 ± 0.02 0.29 ± 0.13
Volume of head (V) (µm3) – – 0.03 ± 0.15 0.27 ± 0.13
Total surface area (µm2) 0.45 ± 0.14 – 0.59 ± 0.29 2.7 ± 0.93

Area of head (µm2) – – 0.4 ± 0.15 2.4 ± 0.92
Area of PSD (µm2) 0.07 ± 0.02 – 0.05 ± 0.02 0.3 ± 0.1
Area of PSD/head – – 0.1 ± 0.06 0.18 ± 0.15
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6.2 Model development

6.2.1 Assumptions

• We treat the lipid bilayer as a continuous thin elastic shell, assuming that the membrane

thickness is negligible compared to the radii of membrane curvature [133, 409]. This

allows us to model the bending energy of the membrane using the modified version of the

Helfrich–Canham energy, including the effect of spatially varying deviatoric curvature to

represent the induced anisotropic curvatures by periodic F-actin rings and other ring-shaped

structures [5, 128, 133, 176, 178, 180].

• We assume that the membrane is locally inextensible, since the stretching energy of the

lipid bilayer is an order of magnitude larger than the membrane bending energy [352]. We

implemented this constraint using a Lagrange multiplier, which can be interpreted as the

membrane tension [150, 528]. We note that this membrane tension, in this thesis, is better

interpreted as the cortical tension including the effective contribution of the membrane

in-plane stresses, induced tension by actin polymerization, and myosin-driven contractility

against membrane [9, 195, 374, 529].

• We assume that the time scales of mechanical forces are much faster than other events (such

as actin polymerization) in dendritic spines, allowing us to assume mechanical equilibrium

and neglect inertia [150, 509]. This assumption is justified by the fact that the timescale

of the equilibration of the mechanical forces is much smaller than the timescale of actin

polymerization in dendritic spines [530].

• We assume that the force exerted by the actin cytoskeleton can be represented as work

done on the membrane and do not include the molecular details of the actin network

[9, 135, 136, 509, 531]. Additionally, we assume that the periodic ring shaped structures of
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actin and related proteins such as βII spectrin and BAR-domain proteins can be represented

using an anisotropic spontaneous curvature [176, 178, 180, 525].

• For ease of computation we assume that the geometry of a dendritic spine is rotationally

symmetric (see Fig. 6.1B) [509]. This assumption allows us to parametrize the whole

surface by a single parameter, arclength.

6.2.2 Mechanical force balance

In this section we present a concise derivation of the governing mathematical shape

equations for the shape of dendritic spines at mechanical equilibrium. The complete derivation

with details is given in [136,150,152]. The total free energy of the system (E) includes the elastic

storage energy of the membrane (Eelastic), and the work done by the applied forces due to actin

filaments (Wforce) [5, 136, 183, 266] is given by

E = Eelastic−Wforce, (6.1)

where

Eelastic =
∫

ω

(σ(H,D,K;θ
α)+λ(θα))da− pV, and (6.2a)

Wforce =
∫

ω

f(θα) · (r− r0)da. (6.2b)

Here, ω is the total membrane surface area, σ is the bending energy density per unit area, θα

denotes the surface coordinate where α ∈ {1,2}, H is the mean curvature of the surface, D is the

curvature deviator, K is the Gaussian curvature of the surface, λ is the tension field and represents
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the Lagrange multiplier associated with the local area constraint, p is the transmembrane pressure

and represents the Lagrange multiplier associated with the volume constraint, V is the enclosed

volume, f is the applied force per unit area, r is the position vector in the current configuration,

and r0 is the position vector in the reference frame. To model the energy density σ in Eq. 6.2a,

we used the modified version of Helfrich energy including the effects of induced anisotropic

curvature by periodic F-actin structures and BAR domain proteins [5, 36, 128, 133, 176, 178, 324],

given as

σ(H,D,K;θ
α) = κH2 +κ(D−Dm(θ

α))2, (6.3)

where κ is a constant representing the bending moduli and Dm is the spontaneous (intrinsic)

deviatoric curvature which can be spatially heterogeneous along the membrane surface [176,

178, 324]. It should be mentioned that in Eq. 6.3, we assumed that periodic rings can only

induce anisotropic curvature and we set the isotropic curvature (spontaneous curvature) to be zero

throughout this chapter. Substituting Eqs. 6.2a, 6.2b, and 6.3 into Eq. 6.1 gives

E =
∫

ω

κH2da︸ ︷︷ ︸
Bending energy
of the membrane

+
∫

ω

κ(D−Dm)
2da︸ ︷︷ ︸

Bending energy due to
deviatoric curvature

+
∫

ω

λda︸ ︷︷ ︸
Work done
by tension

− pV︸︷︷︸
Work done
by pressure

−
∫

ω

f(θα) · (r− r0)da︸ ︷︷ ︸
Work done by actin-mediated forces

.

(6.4)

Minimization of the energy (Eq. 6.4) using the variational approach results in the govern-

ing shape equation (Eq. D.6) and the incompressibility condition (Eq. D.7) for a heterogeneous

membrane.
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6.2.3 Numerical implementation

In axisymmetric coordinates, the membrane shape equation (Eq. D.6) and the incompress-

ibility condition (Eq. D.7) simplify to a coupled system of first order differential equations (Eq.

D.19). In order to solve this system of equations along with the prescribed boundary conditions

(Eq. D.21), we used ‘bvp4c,’ a boundary value problem solver in MATLAB. In all our simula-

tions, we assume that the total area of the membrane is conserved and we also fixed the bending

modulus to be κ = 0.18 pN·µm based on previous models for spines [532, 533]. We also set the

transmembrane pressure to zero (p = 0) to focus only on the mechanism of membrane-actin

interactions in governing the shapes of dendritic spines.

6.3 Results

Using the model described above, we conducted simulations for different mechanical

parameters with the goal of identifying the range of forces, the associated heterogeneities, and

the protein-induced and cytoskeleton-induced anisotropic curvatures that could result in shapes

and sizes of spines corresponding to those observed experimentally (Table 6.1). Specifically, we

sought to recreate the filopodial, stubby, thin, and mushroom-shaped spines as shown in Fig. 6.1.

We must emphasize that all the shapes are equilibrium shapes, and our model does not provide

insight into dynamic transitions from one shape to another. Our simulation results are described

below. In these data, we emphasize the relationships among different mechanical parameters

to obtain the desired shapes, and give specific values for mechanical parameters that result in

sizes as listed in Table 6.1. These provide some realistic magnitudes for forces present at various

locations within the compact spine volume.
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6.3.1 Localized axial forces along the membrane are sufficient for the for-

mation of stubby and filopodial shaped spines

We begin with an analysis of the force-shape relationship of stubby spines. We assumed

that actin filaments exert axial forces in the nascent PSD area, which is a small fraction of the

membrane surface area (Table 6.1). This heterogeneous force distribution along the membrane was

implemented using a hyperbolic tangent function (Eq. D.22). We observed that the relationship

between the magnitude of the forces and the length of the stubby spines depends on the value of

tension. To map this relationship, we performed the simulation for (i) a fixed height (L = 0.44

µm) and a wide range of tensions (Fig. 6.2A) and (ii) a fixed tension (e.g., λ = 10 pN/µm) and

different heights of the stubby spine (Fig. 6.2B). As shown in previous studies [272, 343], for

a small membrane deformation, such as a stubby spine, the axial force is linearly proportional

to both tension and the height of the stubby spine (Figs. 6.2A & B) [272, 343]. Thus, from a

mechanical standpoint, the stubby spine shape is accessible for a wide range of forces and tensions

in the physiological range. For example, based on our simulation, when tension is λ = 10 pN/µm,

an axial force of Fz = 7.5 pN is required to form a stubby spine of the length of L = 0.44 µm

(Table 6.1) (Fig. 6.2C).

Next, we investigated the role of forces in the formation of long spines that resembled

filopodia. For the simplest case with no steric interaction between membrane and bundled

actin, we found that the formation of a long filopodium follows well-established results for tube

formation from a membrane reservoir [343]. Ignoring the spherical cap, a filopodium is a tubular

membrane and its equilibrium radius (r) depends on the tension and bending rigidity of the

membrane as r =
√

κ/(2λ) (Fig. 6.2D) [343]. The axial force Fz required to maintain the tubule

with radius r is given as Fz = 2π
√

2κλ (Fig. 6.2E & F) [343], which is independent of the length

of the protrusion (Fig. D.3A). In addition to the actin-mediated filopodium formation from a large

membrane reservoir (fixed membrane area) that we focused on here, Miermans et al. showed that
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an increase in the surface area of a spine can drive a filopodium elongation from a stubby-shaped

spine [509]. They suggested that exocytosis of endosomes at synapses provides this membrane

addition to the system [509].

(B)(A) Height = 0.44 μm Tension = 10 pN/μm

(E) Height = 5 μm(D) Height = 5 μm

Fz = 2π 2κλr = κ /(2λ)

(C)

1μ
m

(F)
Fz = 11.12 pN

0.
4

μm

Fz = 7.5 pN

Figure 6.2: Formation of stubby and filopodia shaped spines with a localized axial force. (A)
Linear relationship between the magnitude of axial force and tension in a small stubby-shaped
membrane deformation [272, 343]. The dashed line is the fitted curve (Fz = 0.688λ) with R2

= 0.9967. (B) Linear relationship between the magnitude of axial force and the height of the
stubby spine for a fixed tension [272, 343]. The dashed line is the fitted curve (Fz = 16.82L)
with R2 = 0.9896. (C) A stubby-shaped spine with a total length L = 0.44 µm is formed with
Fz = 7.5 pN applied along the blue area (λ =10 pN/µm). (D) Neck radius of a filopodium as a
function of tension (r =

√
κ/(2λ)) [343]. (E) The magnitude of axial force needed to form a

filopodium as a function of tension (Fz = 2π
√

2κλ) [343]. (F) A filopodium-shaped protrusion
with a total length L = 5 µm and neck radius r = 0.2 µm is formed with Fz = 11.2 pN applied
along the spherical cap of the filopodium, which is shown in blue (λ = 9 pN/µm).
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6.3.2 Normal forces along the membrane support the formation of thin

shaped spines

We next investigated the nature of forces that could be associated with the formation of

thin-shaped spines. Because thin-shaped spines have a bulbous head, axial forces such as those

used in Fig. 6.2 are insufficient to generate the spherical shape of the head. Since spherical

shapes can be obtained by a normal force acting locally on the head region, we repeated the

simulation in Fig. 6.2 but now included a localized uniform normal force density along the area

of the spine head (Aforce = Aspine head). It is possible that such normal forces result from the dense

actin meshwork in the spine heads [509, 534]. We estimated the forces required to generate a

spherical head by assuming that a thin spine is ideally a sphere with radius R which is connected

to a cylinder with radius r and height l (Fig. D.1B). If a uniform normal force density, fn, is

applied all along the sphere, then, ignoring the interface between the sphere and the cylinder, the

total energy of the system can be written as

E = Esphere +Ecylinder, (6.5)

where Esphere = (κ/R2 + λ)4πR2− (4π/3)R3fn and Ecylinder = 2π
√

2λκl (see section D.2.5 in

Appendix D). Minimizing the total energy of the system with respect to R by taking ∂E/∂R = 0,

we obtain the equilibrium normal force density as fn = 2λ/R. This resembles the Young-Laplace

equation where normally pressure (normal force density) is a global parameter; in this case, fn is

a local normal force density. In our simulation, we prescribe the area of the applied force and

thus we can rewrite the force density as
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fn = 4λ

√
π

Aforce
. (6.6)

In order to generate thin-shaped spines, we first fixed the neck diameter based on the

magnitude of tension (r =
√

κ/(2λ)) as shown in Fig. 6.2D. Similar to filopodia, in thin spines, the

radius of the neck is related to the tension and the bending rigidity, given by r =
√

κ/(2λ) [343]

(Fig. 6.3A). This relationship suggests that in order to have a thin spine with a neck radius

between 0.035 µm < r < 0.065 µm (given range in Table 6.1), the tension can vary between 20

pN/µm < λ < 80 pN/µm. Based on Eq. 6.6, the magnitude of the normal force density linearly

depends on the tension, while it varies as the inverse of the square root of the area of applied

force.

In Fig. 6.3B, we plotted the magnitude of the normal force density as a function of

tension obtained from numerical solutions (red squares) versus the analytical expression given

in Eq. 6.6 (dotted line) for fixed Aforce = 0.44 µm2. We found a good agreement between

the analytical solution and the results obtained from simulation such that by changing tension

between 20 pN/µm < λ < 80 pN/µm, the magnitude of the normal force density required to

form a thin-shaped spine varies in a large range between 200 pN/µm2 < fn < 900 pN/µm2 (Fig.

6.3B). To further validate our numerical results, we plotted the magnitude of the normal force

density as a function of the area of the applied force (Aforce) obtained from numerical solution

(red squares) versus the analytical expression given in Eq. 6.6 (dotted line) for a fixed tension,

λ = 36 pN/µm (Fig. 6.3C). We observed a good agreement between the analytical solution and

the numerical results where by increasing the area of the applied force from Aforce = 0.25 µm2 to

Aforce = 0.55 µm2, the magnitude of the normal applied force density needed to form a thin spine

decreases from fn ∼ 500 pN/µm2 to fn ∼ 300 pN/µm2 (Fig. 6.3C).

As an example, to form a thin spine with an average neck diameter of r = 0.05 µm (see
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Table 6.1), we set our tension to be λ =36 pN/µm (r =
√

κ/(2λ)). Based on our calculation for

λ =36 pN/µm and Aforce = 0.44 µm2 (average area of the spine head in Table 6.1), a total normal

force density of fn = 382.23 pN/µm2 (applied along the red area) is required to form a thin spine

with a total length L = 0.98 µm, a neck radius r = 0.05 µm, and a head volume V = 0.033 µm3

(Fig. 6.3D). Also, in Fig. D.3B, we show that the magnitude of the normal force density needed

to form a thin spine is independent of the height of the spine.

(C)(A) (B)

r = κ/(2λ)

(D)
fn = 382.23 pN/

0.
4

μm

= 4λ π/Aforcefn
= 4λ π/Aforcefn

μm2

Figure 6.3: Formation of thin-shaped spines with localized normal force density along the spine
head. (A) Neck radius of a thin-shaped spine as a function of tension (r =

√
κ/(2λ)) [343]. (B)

Linear relationship between the magnitude of normal force density needed to form a thin-shaped
spine and the tension. Here the area of the applied force is set at Aforce = 0.44 µm2. The
red squares represent the results obtained from simulation and the dashed line is the derived
analytical solution (fn = 4λ

√
π/Aforce, Eq. 6.6). (C) The magnitude of a normal force density

needed to form a thin-shaped spine as a function of the area of the spine head. The tension is set
at λ =36 pN/µm. The red squares represent the results obtained from our simulations and the
dashed line is the derived analytical solution (fn = 4λ

√
π/Aforce), Eq. 6.6. (D) A thin-shaped

spine with a total length L = 0.98 µm, neck radius r = 0.05 µm, and head volume V = 0.033
µm3 is formed with fn = 382.23 pN/µm2 applied along the head of spine which is shown in red
(λ =36 pN/µm and Aforce = 0.44 µm2).

6.3.3 Non-uniform force distributions can result in mushroom spines

We next asked if changes to the force distributions could result in mushroom-shaped

spines. We hypothesized that one possible way is to have a heterogeneous force distribution along

the spine head and the PSD area. To understand how non-uniform distributions of normal forces

can characterize the morphology of mushroom spines, we performed simulations assuming that

120



the normal force applied along the PSD area is different from the normal force density applied

along the rest of the spine head (Fig. 6.4A).

In the case of mushroom-shaped spines, we have multiple geometric parameters to

consider – (a) head volume, (b) area fraction of the PSD, and (c) neck diameter determined by

tension. For example, to form a mushroom-shaped spine with a total length L = 1.51 µm, head

volume V = 0.25 µm3, and area of PSD/ area of head ratio = 0.2 (see Table 6.1), normal force

densities of fn = 84.04 pN/µm2 and fn,PSD = 334.88 pN/µm2 are required along the spine head

(red region) and the PSD area (gray region), respectively (Fig. 6.4A). The value of tension was

set to λ = 9 pN/µm to obtain a neck radius of about r ≈ 0.1 µm (see Table 6.1 and Fig. D.4). The

magnitude of these force densities is independent of the height of the spine (Fig. D.3C).

We observed that the morphology of the spine head changes with varying magnitude of

tension; the spine head flattens for large tensions (Fig. 6.4B). This is consistent with previous

studies that have investigated membrane shape at high tensions, e.g., the membrane remains

almost flat during vesicle budding [135, 535], or in the case of a red blood cell, the biconcave cell

flattens to a pancake shape [9, 449]. To further investigate how a change in the morphology of the

spine head can affect the volume of the head, we plotted the volume of the head (V) as a function

of tension (Fig. 6.4B). We found that the head volume is a non-monotonic function of tension; as

tension increases, the volume of the spine head increases and then decreases (Fig. 6.4B).

This is because initially when increasing tension from low to intermediate values the

head flattens and the volume of the head increases. However, for high tensions, the shrinkage

of the head becomes dominant and as a result the volume decreases (Fig. 6.4B). Consistent

with these observations, a larger normal force is required to bend a stiffer membrane and form a

mushroom-shaped spine (Fig. 6.4C). For example, based on our calculation, when increasing

tension from λ = 5 pN/µm to λ = 20 pN/µm, the normal force densities in the spine head and

PSD area increase by almost 120 pN/µm2 and 680 pN/µm2, respectively (Fig. 6.4C).
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To study how the ratio of PSD area to the total area of the spine head affects the magnitude

of normal force densities, we performed simulations for a range of area of PSD/area of head ratios

(Fig. D.5). Our results show that with increasing area of PSD/area of head ratio, a larger normal

force density in the spine head and a smaller normal force in the PSD region are required (Fig.

D.5A). Additionally, increasing the ratio of the PSD area to the total area of the head results in the

flattening of the spine head with a larger volume (Fig. D.5B). Thus, mushroom-shaped spines can

be formed from a multitude of mechanical pathways – heterogeneous forces in the spine head,

balancing tension and force distributions, and using different area localizations of the forces.

(A)

0.
4

μm

fn,PSD = 334.88 pN/

(B)
fn = 84.04 pN/μm2

μm2

(C)

Figure 6.4: Formation of mushroom-shaped spines with localized normal forces along the
spine head and PSD. (A) A mushroom-shaped spine with a total length L = 1.51 µm, neck
radius r = 0.1 µm, head volume V = 0.25 µm3, and area of PSD/area of head = 0.2 is formed
with fn = 84.04 pN/µm2 applied along the head of spine (red domain) and fn,PSD = 334.88
pN/µm2 applied along the PSD (gray domain) (λ =9 pN/µm). (B) The nonmonotonic behavior
of the volume of a mushroom-shaped spine head when increasing tension. Three different
shapes of mushroom-shaped spines are shown for low, intermediate, and high tensions. With
increasing magnitude of tension, the mushroom-shaped spine head flattens. (C) The magnitude
of normal force densities in the spine head (red squares) and in PSD (gray squares) increases
with increasing tension.
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6.3.4 Induced spontaneous deviatoric curvature by periodic F-actins struc-

tures and BAR domain proteins can generate characteristic dendritic

spine necks

Recently, super-resolution microscopy methods have revealed the presence of ubiquitous

actin ring structures along spine necks [90, 511]. It has been suggested that these ring-like

structures and BAR-domain proteins can together support the tubular shape of dendritic spines

[505, 536]. To understand how periodic F-actin structures and BAR domain proteins can regulate

the tubular shape of spine necks, we implemented their net effect in our model by including

spontaneous deviatoric curvature in the energy density of the system (Eq. 6.3) [176,178, 181,324,

526].

Consider a tubular membrane with radius r and a spontaneous deviatoric curvature Dm

along the neck with total length l (Fig. 6.1A), the equilibrium radius in the presence of spontaneous

deviatoric curvature is given by r =
√

κ/(2(λ+κD2
m)) (Eq. D.36). Since this radius depends

on both the value of tension and the spontaneous deviatoric curvature (Fig. 6.5A), we define

an effective tension (λ+κD2
m). As a result, the relationship between neck radius, spontaneous

deviatoric curvature, and tension in Fig. 6.5A collapses onto a single curve (Fig. D.6B) as a

function of this effective tension. Simulations confirm that the radii of tubular necks obtained

from numerical solutions collapse onto a single curve as a function of effective tension (Fig.

6.5B).

Similarly, the axial force required to maintain a tubular membrane with radius r and spon-

taneous deviatoric curvature Dm along the total length L, is given by Fz = 2π(
√

2κ(λ+κD2
m)−

κDm) (Eq. D.36). In Fig. 6.5C, we plotted the axial force as a function of tension and spontaneous

deviatoric curvature. We found that the axial force has a local minimum along the red line (Fig.

6.5C) where λ = κD2
m (Eq. D.37) and Fz,min = 2πκDm (Eq. D.37). The 3D surface in Fig.
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6.5C can be reduced to a single curve by defining the effective axial force as Fz +2πκDm and

plotting it as a function of effective tension (Fig. D.6D). We also plotted the effective axial force

obtained from numerical solutions as a function of effective tension (Fig. 6.5D). We observed

that consistent with the analytical prediction, for different tensions, the effective axial forces

collapse onto a single curve as a function of effective tension (Fig. 6.5D). These results suggest

that effective tension (λ+κD2
m) regulates the radius of dendritic spine necks.

(C)
Analytical solutionAnalytical solution

(A) (B)

r = κ /(2(λ + κD2
m))

Fz = 2π( 2κ(λ + κD2
m) − κDm)

λ = κD2
m

Local minimum force

(D)
SimulationSimulation

Figure 6.5: Effective tension including spontaneous deviatoric curvature regulates the neck
radius and the magnitude of axial force in a tubular membrane. (A) Analytical solution for the
neck radius of a tubular membrane as a function of spontaneous deviatoric curvature and tension

(r =
√

κ/(2(λ+κD2
m)), Eq. D.36). (B) The neck radius obtained from numerical solutions as a

function of effective tension (λ+κD2
m). Here, for fixed three different tensions, we varied the

effective tension by changing the spontaneous deviatoric curvature between 0 < Dm < 30 µm−1.
The radii of the membrane necks collapse onto a single curve for different tensions. (C)
Analytical solution for the magnitude of an axial force needed to maintain a tubular protrusion

as a function of spontaneous deviatoric curvature and tension (Fz = 2π(
√

2κ(λ+κD2
m)−κDm),

Eq. D.36). The axial force needed to maintain a tubular protrusion has a local minimum
along the red line where λ = κD2

m (Eq. D.38). (D) The effective axial force (Fz + 2πκDm)
obtained from numerical solutions as a function of effective tension (λ+κD2

m). Here, for fixed
three different tensions, we varied the effective tension by changing the spontaneous deviatoric
curvature between 0 < Dm < 30 µm−1. Effective axial forces collapse onto a single curve for
different tensions.
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6.3.5 Cooperation of forces and induced spontaneous deviatoric curvature

offers multiple pathways for spine shape maintenance

Thus far, we have focused on the role of forces (axial and normal) on spine head shape and

the role of spontaneous deviatoric curvature representing periodic rings on the spine neck radius.

Next, we asked if the cooperation of these two different mechanisms could further influence the

spine geometries and the energy landscape associated with these features. In other words, we

asked if the combination of spontaneous deviatoric curvature and applied forces could result in

lower energy states for the same spine geometry. To answer this question, we sought to identify

the parameters that give rise to thin spines with the same geometric parameters. We explain this

approach with a specific example below.

As noted before, when only normal forces are used, a normal force density of fn = 382.23

pN/µm2 under a tension of λ = 36 pN/µm is required to form a thin spine with a neck radius

of r = 0.05 µm and head volume of V = 0.033 µm3 (Fig. 6.6A, left). We can also obtain a thin

spine with the same dimensions, by using a prescribed spontaneous deviatoric curvature Dm =

10 µm−1 along the neck and an applied force density of fn = 143.33 pN/µm2 along the head

for λ = 10 pN/µm (Fig. 6.6A, right). Thus, for the same shape parameters, in the presence of

spontaneous deviatoric curvature, the value of force density required is roughly one-third of the

force density required in the absence of spontaneous deviatoric curvature (Fig. 6.6A). Similarly,

when a combination of axial force along the spine head and spontaneous deviatoric curvature

along the neck is used, a thin spine with r ∼ 0.05 µm and head volume V ∼ 0.033 µm3 can be

formed with Fz = 7.71 pN and spontaneous deviatoric curvature Dm = 10 µm−1 when λ = 10

pN/µm (Fig. 6.6B). Thus, in both these cases (axial and normal forces) for the formation of thin

spines, we note that access to spontaneous deviatoric curvature significantly reduces the forces

required to form and maintain thin spines.

Not surprisingly, these same results hold for mushroom-shaped spines too. As we have
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shown before, to form a mushroom spine with a neck radius of r = 0.1 µm and head volume of

V ∼ 0.25 µm3, normal force densities of fn = 84.04 pN/µm2 along the spine head and fn,PSD =

334.88 pN/µm2 along the PSD are required under a tension of λ = 9 pN/µm (Fig. 6.6C, left). We

can also form a mushroom spine with the same dimensions and lower tension (λ = 5.5 pN/µm) by

prescribing a spontaneous deviatoric curvature Dm = 1.8 µm−1 along the spine neck and normal

force densities of fn = 57.14 pN/µm2 and fn,PSD = 154 pN/µm2 along the spine head and PSD,

respectively (Fig. 6.6C, right).

In Figs. 6.6D-F, we plotted the magnitude of forces that are required to form thin and

mushroom-shaped spines with or without spontaneous deviatoric curvature as a function of tension

alone (with no spontaneous deviatoric curvature) or effective tension (with spontaneous deviatoric

curvature). We observed that with increasing effective tension, the magnitude of the normal force

density that is required to form a thin spine with spontaneous deviatoric curvature (red squares) is

almost constant (Fig. 6.6D). However, the magnitude of the normal force density that is needed to

form a thin spine without spontaneous deviatoric curvature (dashed line) increases linearly with

increasing tension (Eq.6.6 and Fig. 6.6D). In the case of the formation of a thin spine with an axial

force, we found that in the presence of spontaneous deviatoric curvature, the magnitude of axial

force (blue squares) decreases slightly and then becomes constant with increasing effective tension

(Fig. 6.6E). In contrast, without spontaneous deviatoric curvature, the magnitude of axial force

(dashed line) increases with increasing tension (Fig. 6.6E). Similar to the thin-shaped spine, with

spontaneous deviatoric curvature along the spine neck, the magnitude of normal force densities in

the head (red square) and PSD (gray square) region that are required to form a mushroom spine

is almost constant with increasing effective tension (Fig. 6.6F). However, without spontaneous

deviatoric curvature, the magnitude of force densities in both regions increases with increasing

tension (Fig. 6.6F).

To further compare thin and mushroom spines shown in Fig. 6.6, we computed the
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components of energy (Eq. 6.1) and the total energy of the system for each shape (Tables D.3 &

D.4 and Figs. 6.7C & D). Based on our results, by prescribing spontaneous deviatoric curvature

Dm along the spine neck, the bending energy due to deviatoric curvature decreases (Tables. D.3

& D.4). This is because the deviatoric curvature D along the neck tends to Dm and minimizes

the bending energy (Tables D.3 & D.4). Additionally, in the presence of spontaneous deviatoric

curvature, in our simulation, we set the tension to lower values compared to the condition that Dm

= 0. Therefore, the work that is done by tension and forces to bend the membrane reduces for the

case that the spines obtained with a combination of force and spontaneous deviatoric curvature

(Tables. D.3 & D.4). For example, to form a thin spine shown in Fig. 6.6, the work that is done

by an axial force with a spontaneous deviatoric curvature (Fig. 6.6B) is almost one third of the

work that is done by a normal force without spontaneous deviatoric curvature (Fig. 6.6A and

Tables. D.3 & D.4).

In the bar plots of Figs. 6.7C &D, we compared the total energy of thin and mushroom

spines formed with different mechanisms. We observed that in both thin and mushroom spines,

the total energy of the system dramatically decreases when the spines form with a combination

of forces and spontaneous deviatoric curvature (Figs. 6.7C &D). This result suggests that

spontaneous deviatoric curvature can alter the energy landscape of thin and mushroom dendritic

spines to a lower energy state.

6.4 Discussion

In this thesis, we present a simplified mechanical model for studying the role of different

force distributions and energy contributions that are associated with the different spine shapes

noted in the literature. Our results show that different spine shapes can be associated with different

forces and spontaneous deviatoric curvature distributions, giving us insight into the mechanical
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Figure 6.6: Formation of thin and mushroom shaped spines with a combination of forces and
spontaneous deviatoric curvature. (A) Formation of a thin-shaped spine by applying a uniform
normal force density along the spine head (left) versus applying a uniform normal force density
along the head and spontaneous deviatoric curvature (purple region) along the spine neck (right)
(λ =10 pN/µm). (B) Formation of a thin-shaped spine by applying an axial force along the
spherical cap (blue region) and spontaneous deviatoric curvature along the spine neck (purple
region), λ =10 pN/µm. All thin spines in panels A and B have a neck radius r ∼ 0.05 µm
and head volume V ∼ 0.033 µm3. (C) Formation of a mushroom-shaped spine by applying a
non-uniform normal force density along the spine head (left) versus applying a non-uniform
normal force density along the head and spontaneous deviatoric curvature along the spine neck
(purple region), (right), λ=5.5 pN/µm. The formed mushroom spine with normal force densities
fn = 57.14 pN/µm2 and fn,PSD = 154 pN/µm2 and deviatoric curvature Dm = 1.8 µm−1 has a
neck radius r ∼ 0.1 µm and head volume V ∼ 0.27 µm3. (D) The magnitude of a normal force
density that is required to form a thin-shaped spine with and without spontaneous deviatoric
curvature as a function of effective tension and tension, respectively. (E) The magnitude of an
axial force that is required to form a thin-shaped spine with and without spontaneous deviatoric
curvature as a function of effective tension and tension, respectively. (F) The magnitude of
normal force densities in the spine head and in PSD that is required to form a mushroom spine
with and without spontaneous deviatoric curvature as a function of effective tension and tension,
respectively.

design principles of spine formation and maintenance (Fig. 6.7).

We show that stubby spines can be formed for a wide range of tensions and low forces

(Fig. 6.2). From a spine formation viewpoint, this makes sense, since during development the
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stubby spines can be the initial protrusions that form out of the dendrites. Given the ubiquitous

nature of stubby spines [475, 483, 489], our results suggest that the prevalence of stubby spines

could be due to the mechanical ease which they can be formed. They may also represent a

temporarily stable state adopted by shrinking spines during synapse removal. Filopodia have the

same force-length and force-radius relationships as membrane tubules that can be formed with

micropipettes [537], optical tweezers [538], or by kinesin motor proteins [539] (Fig. 6.2). Based

on our results, dendritic filopodia can be formed with a relatively small axial force, which make

them good candidates as initial protrusions for the formation of mature thin and mushroom spines.

Thin and mushroom spines, which have defined head shapes, require more mechanical features –

heterogeneous force distributions, normal or axial forces, and an induced spontaneous deviatoric

curvature representing the periodic protein rings or other deviatoric curvature inducing mechanics

along the neck.

In the case of thin spines, we find that the mechanical design principles that support the

formation of a spherical head are (1) large normal force along the head (Fig. 6.3), (2) normal

force along the head with a spontaneous deviatoric curvature along the neck (Fig. 6.6A), and

(3) an axial force along the head with a spontaneous deviatoric curvature along the neck (Fig.

6.6B). Within these mechanisms, the presence of spontaneous deviatoric curvature significantly

reduces the total energy of the spine (Fig. 6.7C). Similarly, for mushroom spines, in addition

to non-uniform forces along the head and the PSD (Fig. 6.4), the spine can be formed with a

combination of forces in the head and spontaneous deviatoric curvature along the neck (Fig. 6.6C)

while the spontaneous deviatoric curvature results in a lower energy state (Fig. 6.7D).

These findings have implications for our understanding of how mechanical aspects of

membrane dynamics such as bending, tension, membrane-protein interactions, and interactions of

the membrane with the cytoskeleton play critical roles in spine geometry maintenance, particularly

in structural plasticity. Many of the events associated with synaptic plasticity alter spine size
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and shape through changes in F-actin dynamics and the dynamics of the actin related proteins

[83, 505, 506]. The net impact of changes in actin remodeling would likely result in changes in

force distribution. Another important and, as yet, under explored aspect of synaptic plasticity is

the role of cortical membrane tension, including the effect of the membrane in-plane stresses and

membrane-cytoskeleton interactions. We know that spines are sites of active vesicle trafficking

events, such as endo- and exocytosis, and that these processes alter the membrane surface area

and thereby alter the membrane tension [540, 541]. Here, we show that the effective membrane

tension can play an important role in altering the energy required for the maintenance of different

spine shapes. One of the main impacts of such effective tension is that because of the cooperative

effects of spontaneous deviatoric curvature and the applied forces, the energy required to maintain

certain spine shapes may be lower. Thus, we show that there are different mechanical pathways

that are likely associated with the different spine shapes and that some mechanisms may be

energetically more favorable than others.

Despite these insights, our model has certain limitations. We do not explicitly consider

the remodeling of the actin network or the dynamics of the associated proteins, but use force as

a lumped parameter. Additionally, the use of axisymmetric coordinates restricts our ability to

obtain realistic spine shapes [542].

The impact of mechanical aspects of actin remodeling and membrane mechanics on

structural plasticity is highly intriguing and we are only beginning to understand their effects on

spine functionality. This complexity is immediately apparent in dendritic spines, which undergo

dynamic changes, both mechanical and biochemical during structural plasticity spatiotemporal

scales. Our minimal model provides insights into the possible mechanical aspects underlying

the characteristic geometries associated with dendritic spines. This is an important step to-

wards deciphering the intricate mechanochemistry of structural plasticity and dendritic spine

development.

130



Stubby

- Small axial force

- Wide range of tension

(A) Filopodia

- Axial force

(B)

Thin
- Large normal force 

along the head
1

2
- Normal force along the 

head

- Spontaneous deviatoric 

curvature along neck

3

1 2 3

(C)

- Axial force along the 
head


- Spontaneous deviatoric 
curvature along neck

Mushroom

- Non-uniform normal 
force along the head 
and PSD

- Non-uniform normal 
force along the head and 
PSD


- Spontaneous deviatoric 
curvature along neck

1

2

(D)

1 2

Figure 6.7: Characterizing different shapes of dendritic spines based on the mechanical model.
(A) Stubby spines can be formed with an axial force and in a wide range of tensions. (B) An
axial force is sufficient to form a long filopodial spine. (C) A thin-shaped spine can be formed
with three different mechanisms; (1) a uniform normal force density along the spine head, (2) a
uniform normal force density along the spine head and spontaneous deviatoric curvature along
the neck, and (3) a uniform axial force density along the spine head and spontaneous deviatoric
curvature along the neck. In the bar plot, the total energy of the system is shown for three
different mechanisms. The total energy of the system for the second and third mechanisms
with spontaneous deviatoric curvature is much less than the energy for the first mechanism
with just a normal force. (D) A mushroom-shaped spine can be formed with two different
mechanisms; (1) a non-uniform normal force density along the spine head and PSD region and
(2) a non-uniform normal force density along the spine head and PSD region plus a spontaneous
deviatoric curvature along the spine neck. The resulting mushroom spine with a combination of
normal forces and spontaneous deviatoric curvature has lower energy compared to the spine that
is formed with just normal forces (bar graph).
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Chapter 7

Summary and future work

Cell shape and function are intricately coupled; cells must maintain specific shapes

to migrate, divide normally, form tissues and organs during development, and support their

physiological functions. To dynamically alter the membrane curvature, cells harness diverse

mechanisms of curvature generation from membrane-protein interactions to cytoskeletal forces.

Each mechanism generates unique surface stresses on the membrane, and these surface stresses

can be mapped onto the shape to understand the mechanical aspects of the membrane deformation.

Currently, modern advances in high-resolution imaging technologies have provided a vast amount

of information about morphological and the intracellular machinery underlying the cell membrane

deformation. However, it remains difficult to experimentally image membrane deformations due

to the small length and timescales.

In this dissertation, we develop theoretical to study the physics underlying membrane

deformation by curvature-inducing proteins and forces exerted by the cytoskeleton. We propose

(i) an approach to extract effective line tension at the protein interface based on the morphology

and the composition of the membrane (Chapter 3), (ii) the local heterogeneity in the membrane

properties drives the beading morphology of membrane nanotubes (chapter 4), (iii) a new molecu-
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lar mechanism –a non-uniform force distribution coupled with membrane tension– to maintain

the unique biconcave shape of RBCs (Chapter 5), and (iv) a minimal biophysical model of

membrane-actin interactions to characterize the classic spine shapes. The following sections

summarize the contributions of this dissertation and outlinethe future directions (Chapter 6).

7.1 Thesis summary

7.1.1 Membrane curvature generation by proteins

Cellular membranes take on an elaborate set of highly curved and bent shapes which

are essential to diverse cellular functions. The interaction between cellular membrane and

membrane proteins is one of the major sources of the curvature production in cells. In Chapter

3, we presented a framework for the calculation of axial and radial tractions for nonlinear

deformations of the membrane in the presence of heterogeneities, solely based on the membrane

geometry and material properties [6]. This allowed us to to extract effective line tension at

the membrane-protein interface based on the morphology and the composition of membrane,

while experimentally measuring line tension is still challenging [6]. Also, in Chapter 3, we

used our membrane continuum model to show that protein phase separation on membrane

surfaces generates considerable stresses that can drive the spontaneous assembly of membrane

buds and tubules with physiologically relevant dimensions [7]. Our theoretical model predicted

that tubule diameter should increase with increasing membrane rigidity and increasing rigidity

ratio, trends confirmed by experiments (Chapter 3) [7]. In Chapter 4, we studied the role of

membrane mechanics in governing the architecture of membrane nanotubes [5]. We showed that

the formation of bead-like structures along the nanotubes can result from local heterogeneities in

the membrane either due to protein aggregation or due to membrane composition [5].

133



7.1.2 Membrane curvature generation by cytoskeleton

The spectrin-actin network of the membrane skeleton plays an important role in controlling

specialized cell membrane morphology. In the paradigmatic red blood cell (RBC), where actin

filaments are present exclusively in the membrane skeleton, recent experiments reveal that

nonmuscle myosin IIA (NMIIA) motor contractility maintains the RBC biconcave disk shape [82].

In Chapter 5, we have identified criteria for micron-scale distributions of NMIIA forces at the

membrane required to maintain the biconcave disk shape of an RBC in the resting condition

[9]. Supported by experimental measurements of RBC NMIIA distribution, we showed that a

heterogeneous force distribution with a larger force density at the dimple is able to capture the

experimentally observed biconcave morphology of an RBC with better accuracy compared to

previous models that did not consider the heterogeneity in the force distribution (Chapter 5) [9].

In addition to playing a key role in RBC morphology, membrane-actin interactions are also

thought to play an important role in governing the geometries of dendritic spines. In Chapter 6,

we developed a mathematical model of actin-mediated forces, curvature-inducing actin or protein

rings, and membrane dynamics that can regulate the shape and size of dendritic spines [10]. Using

our model, we identified the possible force regimes that give rise to the classic spine shapes and

investigate how the spine neck might be stabilized using periodic rings of actin or associated

proteins [10]. We also used our model to predict that the cooperation between actin-mediated

forces, cortical tension, and induced spontaneous deviatoric curvatures can change the energy

landscape, providing various mechanical pathways to sustain different spine shapes (Chapter

6) [10, 543].
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7.2 Future direction

Although the current membrane continuum models have provided insight into the molec-

ular machinery of cell shape regulation, all of them have been developed based on simplifying

assumptions that need to be revisited in the pursuit of closing the gap between experiment and

theory. In order to achieve this goal, multidisciplinary efforts between physicists, mathematicians,

engineers, and biologists are required to match different pieces of this cell biology puzzle. Here,

we highlight some current challenges that we believe must be considered in the next generation

of continuum models.

• Membrane deformation is a dynamic process, surrounding fluid flow, thermal fluctuation,

and diffusion of proteins actively regulate the shape of the membrane at each instance

[202, 307, 544–547]. Currently, the models for membranes at mechanical equilibrium are

well-developed but the models for dynamic processes have not been as well-developed and

the community must invest some effort in this aspect.

• In vivo, multiple mechanisms coupling membrane deformation and cytoskeletal remodeling

are commonplace (Figure 7.1A). Therefore, the models should be extended to include dy-

namic effects and the rearrangement of the actin cytoskeleton underneath of the membrane.

• Membrane deformation and protein absorption/rearrangement are often considered as

two separate processes with little to no impacts on each other. However, recent studies

show that proteins can sense the membrane curvature (Figure 7.1B). Therefore, there is

a feedback loop between the protein distribution and the membrane configuration. While

some models have considered this feedback loop [189, 548–551], we still need more

quantitative agreements between theory and experiment.

• Cell shape can control signal transduction at the plasma membrane, and on the other

hands, intracellular signaling changes the membrane tension [552] (Figure 7.1C). This
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coupling between the cell shape and the signaling network inside the cell should be further

understood in terms of both quantitative experimental and theoretical biology.

• As discussed above, membrane deformation is a multiscale phenomena that results from the

reorientation of lipids to large-scale change in the membrane curvature. This suggests the

extension of available models toward multiscale models that could represent each biological

process over multiple lengths scales [553, 554].

Despite these challenges, with increasingly quantitative measurement techniques available

experimentally, ease of access to high throughput computing systems, and interdisciplinary

training of the next generation of scientist leaders, the future of theoretical modeling of biological

membranes and cellular membrane processes is brighter than ever.
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Figure 7.1: Perspective for the future of theoretical models for membrane curvature generating
mechanisms. (A) Various mechanisms are involved in trafficking (B) The coupling between
membrane shape, membrane curvature, and membrane proteins distribution. The convex proteins
(indicated with red cones) aggregate and flow toward the hill where the membrane curvature
is negative (assuming the normal vector to the surface is outward). On the other hand, the
concave proteins (represented by blue cones) accumulate and move toward the valley where the
membrane curvature is large and positive [189]. (C) The coupling between the formation of a
filopodial protrusion and the intracellular signaling inside the cell.

136



Appendix A

Derivation of traction stresses

A.1 Table of notation

Table A.1: Notation used in the Chapter 3

Notation Description Units
E Strain energy pN · nm
p Pressure difference across the membrane pN/nm2

C Spontaneous curvature nm−1

θα Parameters describing the surface
W Local energy per unit area pN/nm
r Position vector
n Normal to the membrane surface unit vector
mν Tangent to the membrane surface in direction of increasing arc length unit vector
mτ Rightward normal in direction of revolution unit vector
aα Basis vectors describing the tangent plane
λ Membrane tension, −(W + γ) pN/nm
H Mean curvature of the membrane nm−1

K Gaussian curvature of the membrane nm−2

D Deviator curvature of the membrane nm−2

κ Bending modulus pN · nm
κG Gaussian modulus pN · nm
s Arc length nm
θ Azimuthal angle
ψ Angle between er and as
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Table A.2: Notation used in the Chapter 3

Notation Description Units
er(θ) Radial basis vector unit vector
eθ Azimuthal basis vector unit vector
k Altitudinal basis vector unit vector
F External force pN
f Applied force per unit area pN/nm2

κτ Transverse curvature nm−1

κν Tangential curvature nm−1

τ Surface twist nm−1

f̃ Traction (force per unit length) pN/nm
f̃r Component of traction in radial direction pN/nm
f̃z Component of traction in axial direction pN/nm
f̃n Component of traction in normal direction pN/nm
f̃ν Component of traction in transverse direction pN/nm
F̃z Calculated force in axial direction pN
ξ Energy per unit length pN
M Bending couple pN · nm
t Arc length around curve of revolution nm
a Membrane area in mapped coordinate nm2

A Membrane area in referenced frame nm2

γ unit vector representing orientation of a protein coat
µ unit vector normal to γ and n
κcoat Bending modulus along protein coat pN · nm
D0 Spontaneous membrane curvature deviator nm−1

κmean Mean value of bending modulus pN · nm
κerror Error in bending modulus pN · nm
λmean Mean value of membrane tension pN/nm
λerror Error in membrane tension pN/nm
V Confined volume by membrane area nm3

smax Maximum arc length at the base nm
R0 Patch radius nm
κ Bending rigidity of bare membrane pN · nm
λ0 Surface tension at boundary pN/nm
L Shape equation variable nm−1

x Dimensionless radial distance
y Dimensionless height
h Dimensionless mean curvature
c Dimensionless spontaneous curvature
l Dimensionless L
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A.2 Model development

A.2.1 Assumptions

• Membrane curvature generated due to forces or protein-induced spontaneous curvature is

much larger than the thickness of the bilayer. Based on this assumption, we model the lipid

bilayer as a thin elastic shell with a bending energy given by the Helfrich-Canham energy,

which is valid for radii of curvatures much larger than the thickness of the bilayer [133,351].

• We neglect the surrounding fluid flow or inertial dynamics and assume that the membrane

is in mechanical equilibrium at all times [305]. This assumption is commonly used in the

modeling of membrane curvature to keep the mathematics tractable [150].

• The membrane is incompressible because the energetic cost of stretching the membrane is

high [352]. This constraint is implemented using a Lagrange multiplier.

• Finally, for simplicity in the numerical simulations, we assume that the membrane in the

region of interest is rotationally symmetric (Fig. 3.2).

A.2.2 Equations of motion

At equilibrium, the integration of local energy density (W) over the total membrane

surface area ω gives the strain energy of the system written as [180, 183, 266]

E =
∫

ω

W (H,K,D;θ
α)da, (A.1)

where E is total strain energy, H is the mean curvature of the surface, K is the Gaussian curvature,

D is the curvature deviator, and θα {α = 1,2} denotes the surface coordinate.
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To impose the area incompresibility condition, we can rewrite the energy equation Eq.

A.1 using a Lagrange multiplier

E =
∫

ω

[JW (H,K,D;θ
α)+λ(θα)(J−1)]dA, (A.2)

where λ is a Lagrange multiplier and

J =
√

a/A, (A.3)

is the local areal stretch due to mapping from a reference frame to the actual surface.

Minimization of the energy Eq. A.2 by usage of the variational approach gives the

governing shape equation and the incompressibility condition in a heterogeneous membrane

p+ f ·n = ∆
1
2

WH +(WK);αβb̃αβ +WH(2H2−K)+2H(KWK−W )−2λH

+
1
2
[WD(γ

α
γ

β−µαµβ)];βα +
1
2

WD(γ
α

γ
β−µαµβ)bαξbξ

β
,

(A.4)

and

(
∂W
∂xα |exp

+λ,α +WD[bαβ(γ
α

γ
β);η])aβα = f ·as. (A.5)

where ∆(·) is the surface Laplacian, p is the pressure difference across the membrane, f is any

externally applied force per unit area on the membrane, n is the normal vector to the surface,

as is the tangent vector on surface, aαβ is the dual metric, bαβ are the coefficients of the second

fundamental form, bα

β
are the mixed components of the curvature, b̃αβ is the co-factor of the

curvature tensor, and ()|exp denotes the explicit derivative with respect to coordinate θα. Also, γα
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and µα are the projections of mγ and mµ along the tangential vectors with

γ
α = mγ ·aα,

µα = mµ ·aα

(A.6)

where mγ is a unit vector representing the orientation of a protein coat tangential to the one-

dimensional curve on the surface, and mµ is a unit vector defined by

mµ = n×mγ (A.7)

In what follows, we explore different commonly used forms of energy as follows

(i). Helfrich energy for isotropic spontaneous curvature

(ii). Helfrich energy for anisotropic spontaneous curvature

Helfrich energy for isotropic spontaneous curvature

For a lipid bilayer membrane, we use a modified version of the Helfrich energy to account

for the spatial variation of spontaneous curvature [136, 137],

W = κ(θα)(H−C(θα))2 +κG(θ
α)K, (A.8)

C is the spontaneous curvature, and κ and κG are bending and Gaussian modulii respectively,

which in general case of heterogeneous membrane can vary along thesurface coordinate. It should

be mentioned that Eq. A.8 is different from the standard Helfrich energy by a factor of 2. We

take this net effect into consideration by choosing the value of the bending modulus to be twice

that of the standard value of bending modulus typically used for lipid bilayers [133].
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Substituting the Helfrich energy function Eq. A.8, in Eqs. A.4 and A.5

κ∆ [(H−C)]+2H∆κG− (κG);αβ +2κ(H−C)
(
2H2−K

)
−2κH (H−C)2︸ ︷︷ ︸

Elastic Effects

= p+2λH︸ ︷︷ ︸
Capillary

effects

+ f ·n︸︷︷︸
Force induced

variation

, (A.9)

and

λ,α︸︷︷︸
Gradient of

surface tension

=− ∂κ

∂θα
(H−C)2︸ ︷︷ ︸

bending modulus
-induced variation

+ 2κ(H−C)
∂C
∂θα︸ ︷︷ ︸

Protein-induced variation

− ∂κG

∂θα︸︷︷︸
Gaussian modulus
-induced variation

− f ·aα︸︷︷︸
Force induced

variation

. (A.10)

Helfrich energy for an anisotropic curvature

In order to represent anisotropic curvature generated due to membrane-proteins interac-

tions, we consider the local energy density function as [180, 266]

W = κ(θα)(H−C(θα))2 +κ(θα)(D−D0)
2 +κG(θ

α)K, (A.11)

where D0 is spontaneous membrane curvature deviator. Substituting this form of energy density

Eq. A.11 in Eqs. A.9 and A.10 give

κ∆ [(H−C)]+2H∆κG− (κG);αβ +2κ(H−C)
(
2H2−K

)
−2κH (H−C)2︸ ︷︷ ︸

Elastic Effects

+[κ(D−D0)(γ
α

γ
β−µαµβ)];βα +κ(D−D0)(γ

α
γ

β−µαµβ)bαξbξ

β︸ ︷︷ ︸
Deviotoric effects

= p+2λH︸ ︷︷ ︸
Capillary effects

+ f ·n︸︷︷︸
Force induced

variation

,

(A.12)
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and

λ,α︸︷︷︸
Gradient of

surface tension

=− ∂κ

∂θα
(H−C)2︸ ︷︷ ︸

bending modulus
-induced variation

+ 2κ(H−C)
∂C
∂θα︸ ︷︷ ︸

Protein-induced variation

− ∂κG

∂θα︸︷︷︸
Gaussian modulus
-induced variation

− f ·aα︸︷︷︸
Force induced

variation

+2κ(D−D0)[bαβ(γ
α

γ
β);η]︸ ︷︷ ︸

Deviatoric effects

.

A.2.3 Axisymmetric coordinates

Equations of motion for isotropic curvature

We parameterize a surface of revolution (Fig. 3.1B) by

r(s,θ) = r(s)er(θ)+ z(s)k. (A.13)

We define ψ as the angle made by the tangent with respect to the horizontal. This gives r′(s) =

cos(ψ), z′(s) = sin(ψ), which satisfies the identity (r′)2 +(z′)2 = 1. Using this, we define the

normal to the surface as n = −sinψer(θ)+ cosψk, the tangent to the surface in the direction

of increasing arc length as mν = cosψer(θ)+ sinψk, and unit vector mτ = eθ tangent to the

boundary ∂ω in the direction of the surface of revolution.

This parameterization yields the following expressions for tangential (κν) and transverse

(κτ) curvatures, and twist (τ):

κν = ψ
′
, κτ = r−1 sinψ, τ = 0. (A.14)

The mean curvature (H) and Gaussian curvature (K) are obtained by summation and multiplication
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of the tangential and transverse curvatures

H =
1
2
(κν +κτ) =

1
2
(ψ
′
+ r−1 sinψ), K = κτκν =

ψ
′
sinψ

r
. (A.15)

Defining L = 1
2κ

r(WH)
′, we write the system of first order differential equations governing

the problem as [135],

r′ = cosψ, z′ = sinψ, rψ
′ = 2rH− sinψ,

rH ′ = L+ rC′− rκ′

κ
(H−C), λ

′ = 2κ(H−C)C′−κ
′(H−C)2−κ

′
GK− f ·as,

L′

r
=

p
k
+

f ·n
κ

+2H
[
(H−C)2 +

λ

κ

]
−2(H−C)

[
H2 +

(
H− r−1 sinψ

)2
]

−κ′

κ

L
r
− κ

′′
G

κ

sinψ

r
− κ′G

κ

cosψ

r
(2H− sinψ

r
).

(A.16)

The applied boundary conditions are

r(0+) = 0, L(0+) = 0, ψ(0+) = 0,

z(smax) = 0, ψ(smax) = 0, λ(smax) = λ0.

(A.17)

In asymmetric coordinates, the manifold area can be expressed in term of arc length

a(s) = 2π

∫ s

0
r(ξ)dξ → da

ds
= 2πr. (A.18)

Eq. A.18 allows us to convert Eq. A.16 to an area derivative and prescribe the total area of the

membrane.
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We non-dimensionalized the system of equations as

ζ =
a

2πR2
0
, x =

r
R0

, y =
y

R0
, h = HR0, c =CR0, l = LR0,

λ
∗ =

λR2
0

κ0
, p∗ =

pR3
0

κ0
, f ∗ =

f R3
0

κ0
, κ

∗ =
κ

κ0
, κ

∗
G =

κG

k0
, K∗ = KR2

0,

(A.19)

where R0 is the radius of the initially circular membrane patch. Rewriting Eq. A.16 in terms of

the dimensionless variables, we get [135]

xẋ = cosψ, xẏ = sinψ x2
ψ̇ = 2xh− sinψ, x2ḣ = l + x2ċ− x2 ·κ∗

κ∗
(h− c)

l̇ =
p∗

κ∗
+

f∗ ·n
κ∗

+2h
[
(h− c)2 +

λ∗

κ∗

]
−2(h− c)

[
h2 +

(
h− x−1 sinψ

)2
]

− κ̇∗

κ∗
l− x

κ̈∗G
κ∗

sinψ− κ̇∗G
κ

cosψ(2h− sinψ

x
),

λ̇∗ = 2κ
∗ (h− c)− κ̇∗(h− c)2ċ− κ̇

∗
GK∗− f∗ ·as

x
.

(A.20)

The spontaneous curvature field is modeled by a hyperbolic tangent functional as

C =
1
2
[tanh(g(ζ−a0))], (A.21)

where a0 is the area of applied spontaneous curvature and g = 20 is a constant that ensures a

sharp but smooth transition.

Force balance along the membrane for isotropic spontaneous curvature

(i) Constant bending and Gaussian moduli

A general force balance for a surface ω, bounded by a curve ∂ω, is (Fig. 3.2)

∫
ω

pnda+
∫

∂ω

f̃dt +F = 0, (A.22)
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where t = r(s)θ is the length along the curve of revolution perimeter, p is the pressure difference

across the membrane, f̃ is the traction along the curve of revolution t and F is any externally

applied force on the membrane. Along any circumferential curve on the membrane at constant z,

the traction is given by [137]

f̃ = f̃νmν+ f̃nn+ f̃τmτ, (A.23)

where

f̃n = (τWK)
′−1/2(WH),ν− (WK),βb̃αβ

να,

f̃ν =W +λ−κνM,

f̃τ =−τM, (A.24)

where f̃n, f̃ν and f̃τ are force per unit length acting along the normal n, tangent mν to the surface,

and transverse tangent eθ respectively. In Eq. A.24, M is the bending couple given by

M =
1
2

WH +κνWK. (A.25)

Because τ = 0 (no twist) in asymmetric coordinates, the normal and tangential tractions become

f̃n =−κ(H ′−C′), (A.26a)

f̃ν = κ(H−C)(H−C−ψ
′)+λ. (A.26b)
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Projecting Eq. A.23 onto the orthogonal bases er and k gives axial and radial tractions [137],

f̃r = κ(H ′−C′)sinψ︸ ︷︷ ︸
Curvature gradient

contribution

+κ(H−C)(H−C−ψ
′)cosψ︸ ︷︷ ︸

Curvature
contribution

+ λcosψ︸ ︷︷ ︸
Tension

contribution

, (A.27a)

f̃z =−κ(H ′−C′)cosψ︸ ︷︷ ︸
Curvature gradient

contribution

+κ(H−C)(H−C−ψ
′)sinψ︸ ︷︷ ︸

Curvature
contribution

+ λsinψ︸ ︷︷ ︸
Tension

contribution

. (A.27b)

Because
∫

∂ω
dt = 2πr, the applied force in the axial direction can be evaluated by substi-

tuting Eqs. A.27a, and A.27b into Eq. A.22,

−Fz = 2πr
(
−κ(H ′−C′)cosψ

)
+κ(H−C)(H−C−ψ

′)sinψ+λsinψ︸ ︷︷ ︸
Force due to traction

+2π

∫ s

0
pr(ξ)cosψdξ︸ ︷︷ ︸

Force due to pressure

. (A.28)

This can be rewritten in terms of tractions as

− fz =
(
−κ(H ′−C′)cosψ

)
+κ(H−C)(H−C−ψ

′)sinψ+λsinψ︸ ︷︷ ︸
axial traction

+

∫ s
0 pr(ξ)cosψdξ

r︸ ︷︷ ︸
Traction due to pressure

,

(A.29)

where fz =
Fz
2πr . The energy per unit length ξ, or “effective line tension,” can be found by

integrating Eq. A.27a along the perimeter boundary ∂ω,

ξ = 2πr
[

κ(H−C)(H−C−ψ
′)cosψ︸ ︷︷ ︸

Curvature
contribution

+ λcosψ︸ ︷︷ ︸
Tension

contribution

+κ(H ′−C′)sinψ︸ ︷︷ ︸
Curvature gradient

contribution

]
. (A.30)

(ii) Spatially heterogenous bending and Gaussian moduli
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For a membrane with a spatially heterogenous bending and Gaussian moduli, the normal and

tangential tractions in Eqs. A.26a, A.26b become

f̃n =−κ(H ′−C′)−κ
′(H−C)− sinψ

r
κ
′
G, (A.31a)

f̃ν = κ(H−C)(H−C−ψ
′)+λ. (A.31b)

The radial and axial tractions in Eqs. A.27a and A.27b can be rewritten for the general case as

f̃r = κ(H ′−C′)sinψ+κ(H−C)(H−C−ψ
′)cosψ+λcosψ

+κ
′(H−C)sinψ︸ ︷︷ ︸
Variable bending

modulus

+
sinψ2

r
κ
′
G︸ ︷︷ ︸

Variable Gaussian
modulus

, (A.32a)

f̃z =−κ(H ′−C′)cosψ+κ(H−C)(H−C−ψ
′)sinψ+λsinψ

−κ
′(H−C)cosψ︸ ︷︷ ︸
Variable bending

modulus

− sinψcosψ

r
κ
′
G︸ ︷︷ ︸

Variable Gaussian
modulus

. (A.32b)

Similarly, the axial force and energy per unit lengths in Eqs. A.28, A.30 can be rewritten

as

Fz =
[
2πr(−κ(H ′−C′)cosψ+κ(H−C)(H−C−ψ

′)sinψ+λsinψ

−κ
′(H−C)cosψ− sinψcosψ

r
κ
′
G)
]

+2π

∫ s

0
pr(ξ)cosψdξ︸ ︷︷ ︸

Force due to pressure

, (A.33a)
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ξ = 2πr
[

κ(H−C)(H−C−ψ
′)cosψ︸ ︷︷ ︸

Curvature
contribution

+ λcosψ︸ ︷︷ ︸
Tension

contribution

+κ(H ′−C′)sinψ︸ ︷︷ ︸
Curvature gradient

contribution

+κ
′(H−C)sinψ︸ ︷︷ ︸
Variable bending

contribution

+
sinψ2

r
κ
′
G︸ ︷︷ ︸

Variable Gaussian
contribution

]
. (A.34a)

Equation of motion for anisotropic spontaneous curvatures

By using the surface parametrization Eq. A.13, we are able to define the curvature deviator

(D) as

D =
1
2
(κτ−κν) =

1
2
(r−1 sinψ−ψ

′
) = r−1 sinψ−H, (A.35)

Here, we need to revise our defined L as L = 1
2κ

r[(WH)
′− (WD)

′], therefore for uniform

bending and Gaussain modulii, the system of first order differential equations modify as [183],

r′ = cosψ, z′ = sinψ, rψ
′ = 2rH− sinψ,

2rH ′ = L+ rC′− rD0
′+2H cos(ψ)− 2cos(ψ)sin(ψ)

r
,

λ
′ = 2κ(H−C)C′+2κ(

sin(ψ)
r
−H−D0)D′0− f ·as,

L′

r
=

p
k
+

f ·n
κ

+2H
[
(H−C)2 +

λ

κ
+(

sin(ψ)
r
−H−D0)2

−2(
sin(ψ)

r
−H−D0)(

sin(ψ)
r
−H)

]
−2(H−C)

[
H2 +

(
H− r−1 sinψ

)2
]

−2
cos(ψ)

r

[H cos(ψ)
r

− sin(ψ)cos(ψ)
r2 − D′0

2
−C′

2

]
+

Lcos(ψ)
r2 .

(A.36)
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Force balance along the membrane for anisotropic spontaneous curvatures

By considering the anisotropic spontaneous curvature contribution to the strain energy

A.11, the traction components in Eq. A.24 and bending couple in Eq. A.25 are modified

f̃n = (τWK)
′−1/2(WH),ν− (WK),βb̃αβ

να +
1
2
(WD),ν− (WDγ

α
γ

β);βνα− (WDγ
α

γ
β
νβτα)

′,

f̃ν =W +λ−κνM,

f̃τ =−τM,

(A.37)

and

M =
1
2

WH +κνWK +WDγ
α

γ
β
νβνα−

1
2

WD. (A.38)

In asymmetric coordinates, the normal and tangential tractions simplify as

f̃n =−κ(H ′−C′−D′+D′0) =−κ(2H ′− ψ′ cos(ψ)
r

+
sin(ψ)cos(ψ)

r2 −C′+D′0), (A.39a)

f̃ν = κ(H−C)(H−C−ψ
′)+λ+κ(D−D0)(D−D0 +ψ

′) (A.39b)

= κ(H−C)(H−C−ψ
′)+λ+κ(

sin(ψ)
r
−H−D0)(

sin(ψ)
r
−H−D0 +ψ

′).

Using Eqs. A.37 to simplify the traction equations

f̃n =−κ
L
r
, (A.40a)

f̃ν = κ(H−C)(
sin(ψ)

r
−H−C)+λ+κ(

sin(ψ)
r
−H−D0)(H−D0). (A.40b)
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Axial force can then be written as

Fz = 2πr
(

κ
L
r

sin(ψ)+(κ(H−C)(
sin(ψ)

r
−H−C)+λ+κ(

sin(ψ)
r
−H−D0)(H−D0))cos(ψ)

)
.

(A.41)

A.2.4 Asymptotic approximation for small radius

To ensure continuity at the poles, we use L = H ′ = 0 as a boundary condition in our

simulations. However, this boundary condition reduces the expressions for tractions (Eqs. A.27b,

A.27a) to zero at the pole. To avoid this discrepancy, we derive an asymptotic expression for

tractions at small arc length. We proceed by assuming that the pole is at x = 0 and choose a

rescaled variable given by

X =
x
ε
. (A.42)

Here, ε is a small parameter, so that X is order of one. We can extend this to other small

variables in Eq. A.20 near the pole to get

y = y0 +Y ε, ψ = Pε, s = Sε, (A.43)

where Y , P, S are the corresponding rescaled parameters and y0 is membrane height at the pole.

In the simple case with no spontaneous curvature (C = 0), no external force f = 0 and

no pressure difference p = 0, we substitute Eqs. A.43 and A.42 into Eq. A.20 and use a Taylor
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expansion to get

Ẋ = 1− (Pε)2

2
, Ẏ = Pε− (Pε)3

3!
, Ṗ = 2h− P

X
+

ε2

3!
P3

X
, Xḣ = l,

l̇ = ε
22Xh

[
λ∗

k∗
−
(

h− P
X
+

P3ε2

X3!

)2
]
,

λ̇∗ = 0. (A.44)

We look for a solutions with form of

h = h0 + εh1 +ord(ε2), X = X0 + εX1 +ord(ε2), Y = Y 0 + εY 1 +ord(ε2),

l = l0 + εl1 +ord(ε2), P = P0 + εP1 +ord(ε2), λ
∗ = λ

∗0 + ελ
∗1 +ord(ε2). (A.45)

The leading order terms in Eq. A.45 are

Ẋ0 = 1, Ẏ 0 = 0, Ṗ0 = 2h0− P0

X0 , ḣ0 =
l0

X0 , l̇0 = 0, λ̇
∗0 = 0. (A.46)

Integrating the differential equations in Eq. A.46, we get

X0 = S, Y ∗0 = Y0, P0 = S
(

H0 +L0 log(S)− L0

2

)
,

h0 = L0 log(S)+H0, l0 = L0, λ
0 = λ0, (A.47)

where Y0, H0 and L0, λ0 are integration constants. We then look at order ε1 terms in Eq. A.44

Ẋ1 = 0, Ẏ 1 = P, Ṗ1 = 2h1 +
P0X1

X02 , X0ḣ1 +X1ḣ0 = l1, l̇1 = 0, λ̇
∗1 = 0. (A.48)
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The first order terms are thus given by

X1 = X1, Y 1 = P1S+Y1, l1 = L1, λ
∗1 = λ1, h1 = L1 log(S)+

X1L0

S
+H1,

P1 = 2S(L1 log(S)−L1 +H1)+X1L0 log(S)(
3
2
+

log(S)
2

+
H0

L0
). (A.49)

Combining the leading order and first order terms and substituting into Eq. A.45, our system of

variables can be written as

X = S+ εX1, Y = Y0 + ε(P1S+Y1), l = L0 + εL1,

λ
∗ = λ0 + ελ1, P = S

(
H0 +L0 log(S)− L0

2

)
+ε

(
2S(L1 log(S)−L1 +H1)+X1L0 log(S)(

3
2
+

log(S)
2

+
H0

L0
)
)
,

h = H0 +L0 log(S)+ ε

(
L1 log(S)+

X1L0

S
+H1

)
. (A.50)

We are interested in the asymptotic expansion of mean curvature near the pole, which is

given by

h = H0 +L0 log(S)+ ε

(
L1 log(S)+

X1L0

S
+H1

)
. (A.51)

This can be rewritten as

h = H0 +L0 log(A+S−A)+ εH1,

h = H0 +L0 log(A)+L0 log(1+
S−A

A
)+ ε

(
L1 log(S)+

X1L0

S
+H1

)
, (A.52)

where A is a constant. If S−A
A is small, we can perform a Taylor expansion around S = A

to get the leading order
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h = H0 +L0 log(A)+L0

(
S−A

A
− 1

2
(
S−A

A
)2 . . .

)
h∼ H0 +L0 log(A)−L0 +L0

(
S
A

)
h∼ H0 +L0

(
log(A)−1+

S
A

)
h∼ H0 +L0 log(A)−L0 +L0

( s
Aε

)
h∼C1 +C2s, (A.53)

where C1 and C2 are constants. This shows that the mean curvature can be approximated as a

linear solution near the pole for S ∼ A or s ∼ Aε. In our image analysis, inaccuracies near the

pole begin at orders of magnitude of 10−2. At this range, we can approximate a linear solution

for mean curvature.

Similarly, we consider an asymptotic expansion for ψ near the pole at leading order

P = S
(

H0 +L0 log(S)− L0

2

)
, (A.54)

which can be rewritten as

ψ = s
(

H0 +L0 log(s)−L0ε− L0

2

)
→ ψ = s(D1 +D2 log(s)) , (A.55)

where D1 and D2 are constants. We can now substitute the approximation for mean curvature and
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ψ near the pole into Eq. A.27a and A.27b to get

f̃r ∼−κ(C1 +C2s−C)(C1 +C2s−C−D2−D1−D2 log(s))−λ, (A.56a)

f̃z ∼−κ(C2−C′). (A.56b)

Using log(s) = log(s+A−A) = log(A)+ log(1+ s−A
A ) and expanding around s∼ A, Eq.

A.56b can be simplified to

f̃r ∼−κ(F1s2 +F2s+F3)−λ, (A.57a)

f̃z ∼−κ(C2), (A.57b)

where F1, F2 are constants. We can thus approximate radial traction as quadratic in arc length

near the pole, while axial traction can be correspondingly approximated as constant. In this work,

we choose to start the asymptotic solution at the local minimum of mean curvature near the pole,

which is ε ∼ 0.1.

A.3 Additional bud formation simulations

A.3.1 Axial and radial tractions in bud formation

The axial and radial tractions for the budding simulation, Fig. 3.3 of the main text, are

shown in Fig A.1. The axial traction along the membrane is negligible in all the stages of bud

formation (Fig. A.1A). The axial force due to traction Eq. A.28 depends on three different terms,

curvature, curvature gradient and surface tension. The calculated axial force at the interface is

zero because tension term cancels out the force due to curvature gradient and the force associated
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with curvature is zero by itself (Fig. A.1B). This means that neck formation is purely regulated

by radial stresses (Fig. A.1C). For small deformations, the radial traction is positive throughout,

which shows that the membrane works to oppose the deformation. However, with the formation

of U-shaped caps, radial traction changes sign and acts inward, representing the membrane’s

tendency to form small necks.

(C)

(A)

Inward

Outward

(B)

Figure A.1: Bud formation from a flat membrane for increasing spontaneous curvature and
a constant area of spontaneous curvature field A = 10,053nm2. The spontaneous curvature
magnitude increases from C = 0 to C =−0.034nm−1, the bending modulus is κ = 320pN ·nm
and surface tension at the edge is λ0 = 0.02pN/nm. Axial traction does not play any role in
invagination. (A) Axial traction along the membrane is negligible for all shapes. (B) Axial force
at the interface is almost zero. Terms due to tension and curvature gradient cancel each other
and force due to curvature is automatically zero. (C) Radial traction distribution for three shapes.
A large negative radial traction at the neck should favor membrane scission.

A.3.2 Bud formation in arc length

In Fig.3.3 we fixed the total area of the membrane and increased the magnitude of the spontaneous

curvature and applied force respectively (Eqs. A.20). However, in active non-equilibrium

processes such as endocytosis, the available membrane area can vary. One possible way to

consider the impact of the membrane area adjustment is solving the equations in arc length (Eqs.

A.16) instead of area. Here, we repeated the simulations of Figs. 3.3 for a fixed arc length of
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membrane. In the case of the bud, we fixed the arc length coverage of the coat and increased

the spontaneous curvature from 0 to C=-0.032 nm−1 (Fig. A.2A). The tractions and energy per

unit length distribution along different shapes are shown in Fig. A.2B-D. Evidently, independent

of whether the available area of the membrane is fixed or not, the energy per unit length at the

interface is between 6 to -6 pN and changes sign from positive to negative with formation of a

neck (Fig. A.2E).

C= -0.02 nm-1
C= -0.025 nm-1

C= -0.032 nm-1

(A)

(C)

(B)

(D)

(E)

Figure A.2: Budding simulation with protein-induced spontaneous curvature for a fixed arc
length instead of a fixed membrane area. (A) Three different membrane shapes with increasing
spontaneous curvature. (B-D) Normal traction, tangential traction and energy per unit length
distribution along the observed shapes in panel (A). (E) Energy per unit length at the edge of the
protein coat. Blue solid line is for the fixed membrane area (Fig. 3.4) and the red dashed line
represents the case with constant arc length.
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A.3.3 Bud formation with a rigid protein coat

In Fig.3.3, we assumed the bending rigidity is homogeneous all along the membrane.

However, various force microscopy measurements have shown that bending rigidity along the

protein coat is much larger than the bare membrane [276]. To investigate the effect of spatial

heterogeneity in the bending moduli on bud morphology and traction distributions, we repeated

the simulation in Fig. 3.3, assuming that the bending rigidity along the spontaneous curvature

field is 7.5 times larger than the bare membrane (κcoat = 7.5×κ = 2400 pN/nm (Fig. A.3A)).

Comparing these shapes to those in main text (Fig. 3.3), we see that in this case, a larger

spontaneous curvature is required to form a narrow neck because the membrane is stiffer and

harder to bend. Using Eqs. A.31a, A.31b and A.34a, the normal, tangential tractions and energy

per unit length distributions are plotted along the shapes (Figs. A.3B, C and D). The positive

normal traction distribution indicates the resistance of the membrane to bending. Similar to the

case of a homogeneous membrane, the line tension can be divided into two sections. In the first

section (small spontaneous curvature), tent shaped buds form and the line tension changes sign

from positive to negative. Here, the average difference in the line tension magnitude between

the two cases is less than 1 pN. However, in the second section (large spontaneous curvature),

the line tension magnitude decreases with the formation of an Ω-shaped bud, and the average

difference in the line tension magnitude is signifcantly larger (∼ 4 pN) (Fig. A.3E).

A.3.4 Bud formation with cytoskeleton forces

We consider the effects of the cytoskeleton during endocytosis as previously described

in [135]. In Fig. A.4, we apply actin-mediated forces on a U-shaped bud such that actin

polymerizes in the form of a ring at the base of the endocytic pit with the network attached to the

protein coat [135, 282]. Fig. A.4B-D show the tractions and energy per unit length distributions

along the initial and final shapes as the membrane is pulled out. Fig. A.4E shows the match
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(B)

(D)

(A)

C= -0.02 nm-1
C= -0.025 nm-1
C= -0.032 nm-1

κcoat = 2400 pN/nm

κbare = 320 pN/nm

(C)

(E)

κcoat = 2400 pN/nm

κbare = 320 pN/nm

Figure A.3: Analysis of membrane budding due to protein-induced spontaneous curvature with
a rigid coat. Simulations for Fig. 3.3 is repeated for κcoat = 2400 pN/nm and κ = 320 pN/nm.
(A) Membrane shapes for same three spontaneous curvature as Fig. 3.3 A. (B) Normal traction
along the membrane for the shapes shown in (A). (C) Tangential traction distribution (D) Energy
per unit length distribution for the chosen shapes. (E) Energy per unit length at the edge of
the edge of the spontaneous curvature field as a function of spontaneous curvature for the
homogeneous membrane in Fig. 3.3 (blue solid line) and a rigid protein coat (red dashed line).
In large values of spontaneous curvature (Ω-shaped bud) the average difference between the line
tension magnitudes is almost 4 pN.

obtained between the applied force and axial force calculated at the edge of the protein coat. Here,

we note that calculating the axial force at the base predicts zero applied force – a consequence

of the actin ring acting at the base that integrates to zero. To further emphasize this point, we

repeated the simulation without this downward force at the base (Fig. A.5) and show that the
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match between applied force and axial force can be obtained both at the base of the membrane

and at the edge of the protein coat. Fig A.5B shows that the large tangential traction along the

neck is limited to a smaller region (red) compared to Fig. A.4B, because without considering the

actin ring force at the base, there is lesser axial stretch along the bud neck.

Figure A.4: Application of axial forces (brown) onto a U-shaped bud covered by a protein
coat (red). Spontaneous curvature magnitude C =−0.02nm−1, area of spontaneous curvature
field A = 17,593nm2, bending modulus κ = 320pN ·nm and surface tension at the edge λ0 =
0.02pN/nm. Here, axial forces are applied such that there is an upward force over the protein
coat and a downward force acting as a ring at the base [135]. (A) Initial and final membrane
shapes obtained. (B) Tangential traction distribution along the membrane shapes in (A). (C)
Normal traction distribution along the membrane shapes in (A). (D) Energy per unit length along
the membrane shapes in (A). (E) Force match obtained between applied force and negative of
axial force calculated using Eq. A.28. Here, axial force is calculated at the edge of the protein
coat. Axial force at the base is zero since the upward and downward forces balance each other
out.
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Figure A.5: Application of axial forces (brown) onto a U-shaped bud covered by a protein
coat (red). Spontaneous curvature magnitude C =−0.02nm−1, area of spontaneous curvature
field A = 17,593nm2, bending modulus κ = 320pN ·nm and surface tension at the edge λ0 =
0.02pN/nm. Here, axial forces are applied such that there is only an upward force over the
protein coat. (A) Initial and final membrane shapes obtained. Force required is smaller than
Fig. A.4. (B) Tangential traction distribution along the membrane shapes in (A). (C) Normal
traction distribution along the membrane shapes in (A). (D) Energy per unit length along the
membrane shapes in (A). (E) Force match obtained between applied force and negative of axial
force calculated using Eq. A.28. Here, axial force is calculate at the base of the membrane. The
same match can be obtained at the edge of the protein coat.

A.3.5 Bud formation with anisotropic spontaneous curvature

Proteins induce a highly anisotropic local spontaneous curvature [180,266]. To model this

effect, we used a modified energy functional (Eq. A.11) that includes deviatoric curvature effects.
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This then can be written as the shape equation (Eq. A.12) and tangential variation equation. We

solve this system of equations for a deviatoric curvature field applied over the cylindrical portion

of a membrane tube (Fig. A.6, [282]). Fig A.6A shows neck formation in a membrane tube with

increasing deviatoric curvature. The membrane invagination obtained resembles the PM shape

seen during assembly of rvs proteins at the neck of a tube [282]. Fig. A.6D shows that the energy

per unit length at both interfaces matches the trend seen in Fig. 6 leading up to neck formation.

Fig. A.6E shows that the axial forces can be matched to applied forces. Axial forces decrease as

a consequence of the membrane height being constrained.
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Figure A.6: Application of a deviatoric spontaneous curvature along the cylindrical portion of a
membrane tube leads to neck formation [282]. (A) Membrane shapes at a spontaneous curvature
C = 0nm−1, C = −0.004nm−1, C = −0.01nm−1 and deviatoric spontaneous curvature D =
0nm−1, D = 0.004nm−1, D = 0.01nm−1 respectively. (B) Normal traction distribution along
the membrane shapes in (A). (C) Tangential traction distribution along the membrane shapes
in (A). (D) Energy per unit length at both interfaces with increasing deviatoric curvature. The
trend of energy per unit length resembles the trend leading up to neck formation in Fig 3.3. (E)
Match between applied force and axial force calculated using Eq. A.41. Axial force relaxes
with membrane neck formation.
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Figure A.7: Spontaneous curvature and the area of the protein domain regulate the morphology
of the undulated tubules. (A) Bending energy of the protein domain as the function of the
spontaneous curvature and area of the protein domain. For a small area of the protein domain,
there is just a local maximum with increasing the magnitude of the spontaneous curvature.
However, for the larger area of the protein domain, the bending energy has an oscillation
behavior with multiple local maxima as a function the spontaneous curvature. With decreasing
the area of the protein domain, the bending energy decreases and also local maximum shifts
toward the larger values of the spontaneous curvature (red dotted lines). (B) The bending energy
as the function of spontaneous curvature for A0 = 4πµm . With increasing the magnitude of
spontaneous curvature, there are multiple local maxima. Here, we labeled the four local maxima
with numbers one to four. (C) The morphology of the membrane at the local maximum bending
energy points in panel B.
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Figure A.8: The tubule diameter increases with increasing the bending rigidity of the protein
domain compared to the bare membrane. We defined the percentage of change in the tubule
diameter as D−Dκratio=1/Dκratio=1 and κratio = κprotein/κmembrane. Here, we set C0=3.5 µm−1,
λ0 = 4πpN/nm, A0 = 4πµm2, and increased the bending rigidity ratio from κratio 1 (uniform
rigidity) to κratio. Based on our results, with increasing the bending rigidity of the protein domain
to κratio= 20, the tubule diameter increases about 35% compared to the uniform bending rigidity.
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Appendix B

Membrane thin-shell formulations

B.1 Table of notation

Table B.1: Notation used in the Chapter 4

Notation Description Units
E Strain energy pN · nm
γ Lagrange multiplier for incompressibility constraint pN·nm−1

p Pressure difference across the membrane pN·nm−2

σ Protein density nm−2

C Spontaneous curvature nm−1

θξ The surface coordinatwe
W Local energy per unit area pN·nm−1

r Position vector
n Normal to the membrane surface unit vector
aξ Basis vectors describing the tangent plane
λ Membrane tension, −(W + γ) pN/nm
H Mean curvature of the membrane nm−1

K Gaussian curvature of the membrane nm−2

κν Tangential curvature nm−1

κτ Transverse curvature nm−1
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Table B.2: Notation used in the Chapter 4

Notation Description Units
κ Bending modulus pN · nm
kBT Boltzman energy pN · nm
κG Gaussian modulus pN · nm
s Arclength nm
θ Azimuthal angle
ψ Angle between er and as
ϕ Angle between normal vector to surface n and protein meridian
α Protein-Protein aggregation strength nm3· pN
β Constant representing the excluded area nm5· pN
µ Constant indicating lipid-protein moietic length scale nm

R Radial distance nm
Z Elevation from base plane nm
er(θ) Radial basis vector unit vector
eθ Azimuthal basis vector unit vector
k Altitudinal basis vector unit vector
smax Maximum arclength nm
λ0 Surface tension at boundary pN·nm−1

σ0 Number of proteins per unit area nm−2

Lc Length of cylinder nm
Rc Radius of cylinder nm
rb Radius of bead nm
L Shape equation variable nm−1

Lseparation Distance between two beads µm
Lrigid Length of the rigid segment µm
Lprotein Length of the coat protein µm
κlipid Bending modulus of the bare lipid bilayer pN ·nm
κprotein Bending modulus of the rigid protein domain pN ·nm
κratio Bending rigidity ratio κprotein/κ

κG,lipid Gaussian modulus of the bare lipid bilayer pN ·nm
κG,protein Gaussian modulus of the protein domain pN ·nm
Hanalytical Aanalytical mean curvature nm−1

rb,analytical Aanalytical radius of the bead nm−1

R0 Radius of the cylinder nm
lk Induced length scale by a rigid protein domain nm
lσ Induced length scale by a protein-enriched domain nm
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B.2 Methods

B.2.1 Membrane mechanics

In this section, we present a brief derivation of the generalized equations of motion for

biological membranes under the assumptions stated in the main text. We then restrict the equations

to axisymmetric coordinates and solve them in a prescribed membrane domain. Details of all the

derivations can be found in [150, 305, 353].

The local force balance in the absence of inertia for any material point on the membrane is given

by

mΓ
ξ

;ξ + pn = 0, (B.1)

where ();ξ is the surface divergence, mΓξ is the stress vector, p is the pressure difference between

the inside and outside of the volume bounded by the membrane, and n is the unit vector normal

to the membrane. The surface divergence in Eq. (B.1) can be rewritten as [150]

mΓ
ξ

;ξ = (
√

a)−1(
√

amΓ
ξ),ξ, (B.2)

where a is the determinant of the first fundamental form metric aξη and (), is the partial derivative

with respect to the coordinate. The stress vector in Eq. (B.1) can be decomposed into normal and

tangential components as

mΓ
ξ = mT ξ +Sξn. (B.3)
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For elastic surfaces for which the energy density per unit mass F(aξη, bξη) depends on

the first and second fundamental forms, the normal and tangential components of the stress vector

in Eq. (B.3) can be expressed as [150]

Tξ = T ξηaη with T ξη = Γ
ξη +bη

µ Mµξ, and Sξ =−Mξη

;η , (B.4)

where

Γ
ξη = ρ(

∂F(ρ,H,K;xξ)

∂aξη

+
∂F(ρ,H,K;xξ)

∂aηξ

), Mξη =
ρ

2
(
∂F(ρ,H,K;xξ)

∂bξη

+
∂F(ρ,H,K;xξ)

∂bηξ

).

(B.5)

Here, ρ is the surface mass density, and H and K are the mean and Gaussian curvatures given by

H =
1
2

aξηbξη, K =
1
2

ε
ξη

ε
λµbξλbηµ. (B.6)

Here (aξη) = (aξη) is the dual metric and εξη is the permutation tensor defined by

ε12 =−ε21 = 1/
√

a,ε11 = ε22 = 0.

In the case of area incompressibility (J = 1), the general form of free energy density per

unit mass can be rewritten as

F(ρ,H,K;xξ) = F̃(H,K;xξ)− γ(xξ, t)
ρ

, (B.7)

where γ(xξ, t) is a Lagrange multiplier field required to impose invariance of ρ on the whole of
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the surface (see [150] for full derivation). Substituting W = ρF̃ into Eq. (B.7) we get

Γ
ξη = (λ+W )aξη− (2HWH +2κWK)aξη +WH b̃ξη, (B.8)

Mξη =
1
2

WHaξη +WK b̃ξη, (B.9)

where ˜bξη is the co-factor of the curvature tensor, and λ = −(γ+W ) can be interpreted as the

membrane tension [6].

Combining Eqs. (B.9), (B.4), and (B.3) with Eq. (B.1) gives the equation of motion in

normal and tangential directions as

Normal: p = ∆
1
2

WH +(WK);ξηb̃ξη +WH(2H2−K)+2H(KWK−W )−2λH, (B.10)

and

Tangential: Nηξ

;ξ −Sξbη

ξ
=−(γ,ξ +WKk,ξ +WHH,ξ)a

ηξ = (
∂W
∂xξ
|exp +λ,ξ)a

ηξ = 0. (B.11)

Here ∆(·) is the surface Laplacian, and ()|exp denotes the explicit derivative respect to

coordinate θξ.

B.2.2 Helfrich energy and mechanical equilibrium

For the local energy density of a lipid bilayer membrane, we use an augmented version of

the Helfrich energy accounting for the protein-protein interaction, the protein density gradient

and the thermal entropic contributions given by [188, 189, 356, 364, 365]
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W (H,K,σ;θ
ξ) = κ(θξ)

[
H−C(σ(θξ))

]2
+κG(θ

ξ)K︸ ︷︷ ︸
Bending

−ασ(θξ)2︸ ︷︷ ︸
Protein aggregation

+ β(∇σ)2︸ ︷︷ ︸
Inhomogeneous

protein distribution

+kBT σ(log(
σ

σs
)−1)︸ ︷︷ ︸

Entropic contribution
due to thermal diffusion

,
(B.12)

where W is the local energy density, C is the induced spontaneous curvature due to lipid-protein

interactions, σ is the protein density, κ is the bending modulus, κG is the Gaussian modulus,

α indicates the strength of the attractive energy between two neighboring proteins [189, 364],

β is a positive constant that depends on the excluded area and the effective interaction area of

the proteins [186, 357], ∇ is the gradient operator, kB is the Boltzmann constant, and T is the

temperature. Assuming that the system in the room temperature (kBT = 4.114 pN ·nm), we note

that in Eq. B.12, kBT
κ

is small because the membrane bending rigidity is in the range of 20-40

kBT [367]. Additionally, in the dilute regime of low protein density kBT σ� 1. Based on this

analysis, we neglect the entropic term in the rest of our calculations.

In Eq. (B.12), protein density (σ) depends explicitly on the surface coordinates θξ to

allow for local heterogeneity. It should be noted that the bending term in Eq. (B.12) is different

from the standard Helfrich energy by a factor of 2. We take this net effect into consideration

by choosing the value of the bending modulus to be twice that of the standard value of bending

modulus typically used for lipid bilayers [133].

For low protein densities (dilute regime), the induced-spontaneous curvature C(σ) in Eq. (B.12)

can be expressed in term of protein density as [202]

C(σ) = (µϕ)σ, (B.13)
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where ϕ is the angle between cone-shaped proteins meridian and the normal vector to the surface

(n), and µ is a length-scale correction representing the lipid-protein specific interaction [555].

Substituting the modified version of Helfrich energy function (Eq. (B.12)) and Eq. (B.13)

into the first functional normal variation of total energy (Eq. (B.10)) gives the so-called “shape

equation,” [152]

∆ [κ(H− (µϕ)σ)]− (κG);ξηb̃ξη−2κH (H− (µϕ)σ)2 +2κ(H− (µϕ)σ)
(
2H2−K

)︸ ︷︷ ︸
Elastic effects

+ 2H(ασ
2)︸ ︷︷ ︸

Protein aggregation

− 2Hβ(∇σ)2)︸ ︷︷ ︸
Inhomogeneous

protein distribution

= (p+2λH)︸ ︷︷ ︸
Capillary

effect

,
(B.14)

A consequence of the spatial variation of membrane properties and protein density is that

λ is not homogeneous along the membrane [135,137]. Substituting Eq. (B.12) into the balance of

forces tangential to the membrane Eq. (B.11) gives the spatial variation of membrane tension,

∇λ︸︷︷︸
Gradient of

membrane tension

= 2[κµϕ(H− (µϕ)σ)+α]
∂σ

∂θξ
−β(∇σ)

∂(∇σ)

∂θξ︸ ︷︷ ︸
Protein density variation

− ∂κ

∂θξ
(H− (µϕ)σ)2︸ ︷︷ ︸

Bending modulus-
induced variation

− ∂κG

∂θξ
K︸ ︷︷ ︸

Gaussian modulus-
induced variation

.

(B.15)

B.2.3 Governing equations in axisymmetric coordinates

We define a surface of revolution by

r(s,θ) = R(s)er(θ)+Z(s)k, (B.16)
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where s is the arc length along the curve, R(s) is the radius from the axis of rotation, Z(s) is the

height from the base plane and (er,eθ,k) form the basis coordinate. Defining ψ as the angle made

by the tangent with respect to the vertical gives

R′(s) = cos(ψ), Z′(s) = sin(ψ), (B.17)

satisfying the identity (R′)2 +(Z′)2 = 1, where (
′
) is the partial derivative with respect to the arc

length. Using this, we can define the normal and tangent vectors to the surface as

n =−sinψer(θ)+ cosψk, as = cosψer(θ)+ sinψk. (B.18)

Using this parameterization, we can now write the tangential (κν) and transverse (κτ)

curvatures as

κν = ψ
′, κτ =

sinψ

R
. (B.19)

The mean curvature (H) and Gaussian curvature (K) are obtained by summation and

multiplication of the tangential and transverse curvatures

H =
1
2
(κν +κτ) =

1
2
(ψ′+

sinψ

R
), K = κτκν =

ψ′ sinψ

R
. (B.20)

Finally, we define L = 1
2κ

R(WH)
′ such that we obtain a system of first- order differential

equations with six unknowns R, Z, ψ, H, L, and λ [36, 135, 152],
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R′ = cosψ, Z′ = sinψ, Rψ
′ = 2RH− sinψ, RH ′ = L+Rµϕσ

′− Rκ′

κ
(H−µϕσ),

L′

R
=

p
k
+2H

[
(H− (µϕ)σ)2− ασ2

κ
+

β(∇σ)2

κ
+

λ

κ

]
−2(H− (µϕ)σ)

[
H2 +

(
H− sinψ

R

)2
]
− κ′L

κR
− κ′′G sin(ψ)

κR
− κ′G cos(ψ)

κR
(2H− sin(ψ)

R
),

λ
′ = 2

[
κµϕ(H−µϕσ)+ασ−βσ

′′
]
σ
′−κ

′(H− (µϕ)σ)2−κ
′
GK.

(B.21)

In order to solve this system of equations (Eq. (B.21)), we need to provide six boundary

conditions. We consider an axisymmetric cylindrical membrane with (1) fixed radius at both

boundaries, (2) ψ = π/2 at both ends to ensure the edges remain vertical, (3) fixed height at one

end and prescribed tension (λ0) at the other end (see Fig. 4.1C). These boundary conditions can

be summarized as follow,

R(0+) = R0, ψ(0+) =
π

2
, z(0+) = 0 λ(0+) = λ0,

R(smax) = R0, ψ(smax) =
π

2
.

(B.22)

To non-dimensionalize the system of equations (Eq. (B.21)), we use two parameters, the

radius of the initial cylindrical membrane (R0), and lipid bilayer bending modulus (κ0). Using

these constants, we can define
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t =
s

R0
, y =

Z
R0

, x =
R
R0

, h = HR0, c =CR0, l = LR0, λ̃ =
λR2

0
κ

, G = KR2
0

p̃ =
pR3

0
κ0

, κ̃G =
κG

κ
, κ̃ =

κ

κ0
, α̃ =

α

R2
0κ0

, β̃ =
β

R4
0κ0

, µ̃ =
µ

R0
, σ̃ =

σ

R2
0
.

(B.23)

Rewriting Eq. (B.21) in terms of the dimensionless variables in Eq. (B.23), we get [135]

ẋ = cosψ, ẏ = sinψ, xψ̇ = 2xh− sinψ, xḣ = l + xµ̃ϕ ˙̃σ− x
˙̃κ
κ̃
(h− µ̃ϕσ̃),

x−1 l̇ =
p̃
κ̃
+2h

[
(h− (µ̃ϕ)σ̃)2− α̃σ̃2

κ̃
+

β̃(∇σ̃)2

κ̃
+

λ̃

κ̃

]
−2(h− (µ̃ϕ)σ̃)

[
h2 +

(
h− sinψ

x

)2
]

−
˙̃κ
κ̃

x−1l− x−1
¨̃κG

κ̃
sin(ψ)− x−1

˙̃κG

κ̃
cos(ψ)(2h− sin(ψ)

x
),

˙̃
λ = 2

[
κ̃µ̃ϕ(H− µ̃ϕσ̃)+ α̃σ̃− β̃ ¨̃σ]σ̇− ˙̃κ(h− (µ̃ϕ)σ̃)2− ˙̃κGG,

(B.24)

where (̇) is the derivative respect to the non-dimensional variable t. The boundary conditions in

Eq. (B.22) simplify to

x(0+) = 1, ψ(0+) =
π

2
, y(0+) = 0, λ̃(0+) = λ̃0

x(tmax) = 1, ψ(tmax) =
π

2
,

(B.25)

where tmax = smax/R0 is the total dimensionless membrane length .
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B.2.4 Analytical solutions (limit cases)

Ignoring the boundary effects and Gaussian curvature, for a nanotube with a length of Lc,

radius Rc, uniform bending rigidity and no protein distribution (σ = 0), the free energy density

(Eq. B.12) can be written

W0 = κH2
0 = κ(

1
2Rc

2
), (B.26)

where H0 is the initial mean curvature that for a cylinder is proportional to the radius (H0 =
1

2Rc
).

Adding the proteins or having a heterogenous bending rigidity changes the energy of the system

as

W = κH2 +κ(µϕσ)2−2κµϕσ−ασ
2 +β(∇σ)2, (B.27)

where we assumed that neither topology nor boundary change and eliminated the Gaussian

curvature term from the energy. Rearranging the terms in Eq. B.27, gives

W = κH2−2κµϕσ+σ
2(κ(µϕ)2−α)+β(∇σ)2. (B.28)

Since ϕ < 0, the second term in Eq. (B.28) is positive. Also, for the set of parameters

that we choose in this study, the third term in Eq. (B.28) is positive. Therefore, we can conclude

that adding protein density or varying the bending rigidity increases the energy of the system

(W ≥W0). However, any system wants to have minimum energy. Thus, the mean curvature in

Eq. (B.27) varies in order to decrease the energy of the system. Considering the limit case that
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W = W0, we find an analytical expression for the mean curvature as a function of the protein

density and the bending rigidity as

Hanalytical = µϕσ︸︷︷︸
Spontaneous

curvature

±

√√√√√√√√
1

(2Rc)2

κratio︸ ︷︷ ︸
Preexisting curvature

of the tube

+
ασ2

κ

κratio︸ ︷︷ ︸
Aggregation

effects

−
β(∇σ)2

κ

κratio︸ ︷︷ ︸
Inhomogeneous

protein distribution

,
(B.29)

where κratio represents the ratio of the bending rigidity in the protein-enriched domain (κrigid)

compared to the bending rigidity of the bare lipid membrane (κratio = κprotein/κ). In Eq. (B.29),

the positive sign is only acceptable because the first term is negative (ϕ < 0), and therefore to

have a positive curvature along the nanotube, the second term needs to be positive.

For small protein density (σ� 1), the higher order terms in Eq. B.29 can be ignored and

the equation can be simplified by the Taylor expansion given by

Hanalytical = µϕσ︸︷︷︸
Spontaneous

curvature

+
1√

κratio

( 1
(2Rc)︸ ︷︷ ︸

Preexisting curvature
of the tube

+
Rc

κ

(
ασ

2︸︷︷︸
Aggregation

effects

− β(∇σ)2︸ ︷︷ ︸
Inhomogeneous

protein distribution

))
,

(B.30)

Assuming that the nanotube remains as a cylinder after deformation (Hanalytical =
1

2rb, analytical
),

where rb,analytical is the radius of the beaded nanotube, Eq. (B.29) simplifies as

2rb,analytical =

µϕσ+

√√√√ 1
(2Rc)2 +

ασ2

κ
− β(∇σ)2

κ

κratio


−1

. (B.31)

Similar to Eq. B.30, we can simplify Eq. 4.9 for small protein density given by
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rb,analytical =
√

κratioRc

(
1−2Rc

√
κratio(µϕσ)− 2R2

c
κ

(ασ
2−β(∇σ)2)

)
. (B.32)

B.2.5 Numerical implementation

We solved the system of first-order differential equations (Eq. (B.24)) with boundary

conditions Eq. (B.25) using the finite element software COMSOL MULTIPHYSICS R 5.3, using

the “General Form PDE” module. Here, we summarize the steps and assumptions that we used

for each simulation.

• All the simulations were performed for a fixed length of the membrane (Lmembrane = 20 µm).

• The membrane patch was initialized to be a perfect cylinder (ψ = π/2) with radius R0=

200 nm.

• The membrane domain (0-smax) was discretized equally with mesh size = 0.001.

• To have a sharp but smooth transition in heterogeneous properties, we used a hyperbolic

tangent function given by

χ =
1
2
[tanh(g(t− s0))], (B.33)

where χ denoted the membrane property such as bending modulus (κ), Gaussian modulus

(κG), or protein density (σ), g is the length of the transition regions between the protein-

enriched domain and the bare membrane [357], and s0 represents the domain of the protein

aggregation.

177



B.3 Supplementary Figures
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Figure B.1: Tension-mediated nanotube formation. (A) Schematic showing the simplest
morphology for a nanotube, a cylinder with a radius Rc and length Lc = 100Rc between
two adjacent cells in the absence of both membrane cytoskeleton and osmotic pressure. (B)
Tubular membrane becomes narrower by tuning the membrane tension at the boundary. Tube
radius is plotted as a function of applied tension at the boundary (λ0). With increasing edge
tension, the cylinder radius (Rc) decreases. Based on the ratio of the length and radius, the
observed shapes can be classified in three categories: (1) a wide cylinder (Lc/Rc < 100) at
low tension, (2) a perfect cylinder (Lc/Rc = 100) at intermediate tension, and (3) a narrow
cylinder similar to a nanotube (Lc/Rc > 100) at high tension. (C) Radius variation in a tubular
membrane versus the narrow nanotube. A perfect cylinder stabilized at an intermediate tension
(λ0 = κlipid/4R2

c = 0.002pN/nm) has a uniform radius (Rc = 200nm). In contrast, the narrow
nanotube at high tension (λ0 = 0.064pN/nm), has large radii at the edges (Rc = 200nm) and a
small radius along the connecting tubule (Rc = 40nm). The inset shows the smooth transition
of the nanotube morphology at the edge boundary.
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10-4×

Figure B.2: Bead radius as a function of the protein density for three different values of protein
aggregation strength (α). There is no significant change in the bead radius and morphology with
varying α by two orders of magnitude.

0.06

0

0.03

Membrane 
tension (pN/nm)

σ0 = 5 × 10−5

Bead radius (rb (nm))M
em

br
an

e 
te

ns
io

n 
(p

N
/n

m
)

39 4542

0

1

-1

ZZ (µm)

RZ
(µ

m
)

σ0 = 7.5 × 10−5

σ0 = 1.25 × 10−4 nm−2

(A) (B)

350 nm

Figure B.3: Membrane tension distribution along nanotubes corresponding to local protein
aggregation and shown in Fig. 4.3. (A) The region of the protein aggregation and bead-shaped
deformations have a lower membrane tension compared to the rest of the membrane. (B)
Reduction of the local membrane tension along the beading domain versus the bead radius. Here
the negative membrane tension can be interpreted as a surface pressure.
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Figure B.4: Membrane tension distribution along nanotubes corresponding to local bending
rigidity variation shown in Fig. 4.4. (A) The region of higher rigidity and bead-shaped
deformations have a lower membrane tension compared to the rest of the membrane. (B)
Reduction of the local membrane tension along the beading domain versus the bead radius.
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Figure B.5: Beads do not form with a localized Gaussian modulus variation. Here we applied a
variable Gaussian modulus splay – prescribed as a hyperbolic tangent Eq. (B.33) – along a con-
stant length of the membrane (LGaussian = 8 µm) at the center of the nanotube, λ0 = 0.064pN/nm.
We define ∆κG = (κG,1−κG,2)/κlipid varying between negative and positive values [135, 260].
There is a negligible membrane deformation with increasing the Gaussian moduli difference
from ∆κG =−20 to ∆κG = 20 such that the bead radius is almost equal to the nanotube radius
(Rc = 35.334nm) at ∆κG = 0.

180



κrigid/κlipid = 11
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Figure B.6: Classification of three different beads based on the second derivative of the mean
curvature (H ′′) along the protein-enriched domain.(A, upper) Mean curvature (H) along the
ellipsoidal bead. (A, lower) H ′ changes sign from negative to positive along the ellipsoidal bead
but H ′′ is always positive. (B, upper) H distribution along the cylindrical bead. (B, lower) Both
H ′ and H ′′ are smaller compared to the ellipsoidal bead and their sign change along the bead.
(C, upper) H distribution along the unduloid-shaped bead. (C, lower) The sign of both H ′ and
H ′′ changes along the bead.
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Figure B.7: Bead radius as a function of the protein density for a rigid protein-enriched domain
(κratio = 5). The three different observed bead morphologies in Fig. 4.6 are separated with
the same colors. The slope of the bead radius versus the protein density in cylindrical and
unduloid-shaped beads is smaller compared to the ellipsoidal bead.
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Figure B.8: Decrease in the radius of the undoid-shaped bead with increasing the Gaussian
modulus ∆κG from negative to positive values, κratio = 11 and σ0 = 1.85×10−4 nm−2. While
the heterogeneity in the Gaussian modulus alters the radius of the bead, it does not affect the
morphology of the bead, the undoloid-shape bead remains as a unduloid. Also, the change in
the radius of the bead is small.
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Figure B.9: Formation of two beads far away from each other with no interaction. (A) Three
different shapes of two beads in the presence of two rigid domains of proteins with κratio = 11,
and λ0 = 0.064pN/nm. Here, we set the protein density distribution the same as Fig. 4.7A.
Similar to a single bead (Fig. 4.6A), as protein density increases, each bead shape transforms
independently from an ellipsoidal bead to a cylindrical one and finally a unduloid-shaped bead.
(B) The bending rigidity ratio versus the number of the proteins per unit area phase diagram for
λ0 = 0.064pN/nm. As expected, the phase diagram is exactly the same as Fig. 4.6A because the
beads are far away from each other and therefore their shapes evolve completely independently
of one another.
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Appendix C

Derivation of RBC morphology

myosin activity

C.1 Table of notation

Table C.1: Notation used in the Chapter 5

Notation Description Units
p Pressure difference across the membrane pN/nm2

θα The surface coordinate (α ∈ {1,2})
W Local energy per unit area pN/nm
E Total surface energy pN·nm
Eb Bending energy pN·nm
E f Work done by forces pN·nm
r Position vector
n Normal unit vector to the membrane surface unit vector
mτ Rightward normal in direction of revolution unit vector
aξ Basis vectors describing the tangent plane
λ Membrane tension pN/nm
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Table C.2: Notation used in the Chapter 5

Notation Description Units
H Mean curvature of the membrane 1/nm
K Gaussian curvature of the membrane 1/nm2

F Normally applied force per unit area pN/µm2

κ Bending modulus pN · nm
κG Gaussian modulus pN · nm
s Arclength nm
θ Azimuthal angle
ψ Angle between er and as
R Radial distance nm
Z Elevation from base plane nm
A Membrane area nm2

smax Maximum arclength nm
hmax Maximum height at the rim
hmin Minimum height at the dimple
L The maximum cell diameter
εhmax Error in the maximum height
εhmin Error in the minimum height
εL Error in the length
εtotal Total error
M Shape equation variable 1/nm
R0 Radius of the RBC cell nm
Funiform Uniformly applied force pN/µm2

Fdimple Local force at dimple region pN/µm2

Frim Local force at rim region pN/µm2

Adimple Membrane surface are in the dimple region m2

Arim Membrane surface are in the rim region m2

Vdimple Occupied volume by the dimple region m3

Vrim Occupied volume by the rim region m3

Fratio Ratio of the force at the dimple versus the rim region
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C.2 Model description

C.2.1 Assumptions

• We consider that the radii of the membrane curvatures are much larger than the thickness of

the bilayer [409]. This allows us to treat the lipid bilayer as a thin elastic shell and model

the bending energy of the membrane by the Helfrich–Canham energy, which depends only

on the local curvatures of the surface and compositional heterogeneities [128, 133].

• Due to the high stretching modulus of lipid bilayers, we assume that the membrane is locally

incompressible [352]. We use a Lagrange multiplier to implement this constraint [8, 150].

• We assume that the RBC is at mechanical equilibrium at all times, allowing us to neglect

inertia [35, 423, 424]. This assumption is consistent with the experimentally observed

shapes for the resting RBCs in both vivo and vitro [425, 426].

• We assume that the total surface area of the RBC membrane is constant and is 135

µm2 [427, 428]. All our simulations are conducted using this constant area.

• For simplicity in the numerical simulations, we assume that the RBC is rotationally

symmetric and also has a reflection symmetry with respect to the Z = 0 plane (see Fig.

5.1C) [128,165,427,429]. This assumption reduces the computational cost of the simulation

to simply calculating the shape of the curve shown by red dotted line in Fig. 5.1C.

C.2.2 Membrane mechanics

In this section, we present a concise derivation of the governing mathematical shape

equations for the RBC membrane at mechanical equilibrium. The complete derivation with

details are given in [8, 136, 150, 152].
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The total free energy of the lipid bilayer (E) including the bending energy of the membrane

(Eb) and the work done by the applied forces by the membrane skeleton (E f ) is given by

[5, 136, 183, 266]

E = Eb−E f , (C.1)

where

Eb =
∫

ω

(W (H,K;θ
α)+λ(θα))da− pV, and (C.2a)

E f =
∫

ω

F(θα).(r− r0)da. (C.2b)

Here ω is the total membrane surface area, W is the energy density, θα denotes the surface

coordinate where α ∈ {1,2}, H is the mean curvature of the surface, K is the Gaussian curvature,

λ is the membrane tension field which is the Lagrange multiplier associated with the local area

constraint, p is is the transmembrane pressure which is the Lagrange multiplier associated with

the volume constraint, V is the enclosed volume, F is the force per unit area, r is the position

vector in the current configuration, and r0 is the position vector in the reference frame.

Substituting Eq.s C.2a and C.2b into Eq. C.1 and using the variational approach to

minimize the total energy gives us the so-called “shape equation” and the incompressibility
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condition [136, 150]

∆
1
2

WH +WH(2H2−K)+2H(KWK−W )−2λH = p+F ·n, (C.3a)

λ,α +
∂W

∂xα

|exp
=−F ·as, (C.3b)

where ∆(·) = (·);αβaαβ is the surface Laplacian where (.);α denotes the covariant derivative and

aαbeta is the dual metric, n is the unit normal vector to the membrane surface, aα is the unit

tangent vector in the α direction, and (.)|exp represents the explicit derivative with respect to

coordinate θα.

C.2.3 Helfrich-Canham energy

In this study, to model the bending energy of the RBC membrane, we used the classical

Helfrich-Canham energy given by [5, 133, 409]

W (H,K;θ
α) = κH(θα)2 +κGK(θα), (C.4)

where κ and κG are constants representing the bending and Gaussian moduli respectively.

Using Helfrich-Canham energy (Eq. C.4) simplifies the shape equation (Eq. C.3a) and

the incompressibility condition (Eq. C.3b) as

κ∆H +2κH(H2−K) = p+2λH +F ·n, (C.5a)

λ,α =−F ·aα, (C.5b)
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where (.),α is the partial derivative with respect to the coordinate θα.

C.2.4 Governing equations in axisymmetric coordinates

We assumed the RBC has a rotationally symmetric shape and define the surface of

revolution (Fig. 5.1C) by

r(s,θ) = R(s)er(θ)+Z(s)k, (C.6)

where s is the arclength along the curve, R(s) is the radius from the axis of rotation, Z(s) is the

height from the base plane, and (er,eθ,k) form the basis coordinate. Defining ψ as the angle

made by the tangent with respect to the vertical gives

R′(s) = cos(ψ), Z′(s) = sin(ψ), (C.7)

which satisfies the identity (R′)2 +(Z′)2 = 1, where ()
′
is the partial derivative with respect to the

arclength. Using Eq. C.7, we can define the normal (n) and tangent (as) vectors to the surface as

n =−sinψer(θ)+ cosψk, as = cosψer(θ)+ sinψk. (C.8)

This parameterization allows us to write the tangential (κν) and transverse (κτ) curvatures

as

κν = ψ
′, κτ =

sinψ

R
. (C.9)

The mean curvature (H) and Gaussian curvature (K) are obtained by summation and

multiplication of the tangential and transverse curvatures
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H =
1
2
(κν +κτ) =

1
2
(ψ′+

sinψ

R
), K = κτκν =

ψ′ sinψ

R
. (C.10)

Finally, we define M = 1
2κ

R(WH)
′ to reduce the governing equations (Eq. C.5a and Eq.

C.5b) to a system of first- order differential equations with six unknowns R, Z, ψ, H, M, and

λ [6, 135, 152],

R′ = cosψ, Z′ = sinψ, Rψ
′ = 2RH− sinψ, RH ′ = M,

M′

R
=

p
κ
+

F ·n
κ

+
2Hλ

κ
−2H

(
H− sinψ

R

)2

and λ
′ =−F ·as.

(C.11)

In order to solve the system of equations in Eq. C.11, we need to provide six boundary

conditions. We consider an axisymmetric RBC with reflection symmetry with respect to the Z =

0 plane (see Fig. 5.1C). These assumptions can be applied as the following boundary conditions,

R(0+) = 0, ψ(0+) = 0, Z(smax) = 0,

ψ(smax) =
−π

2
, M(smax) = 0, and λ(smax) = λ0,

(C.12)

where smax is the maximum length of the computational domain and λ0 is the prescribed membrane

tension. One advantage of an asymmetric coordinate system is that the manifold area (A) and the
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occupied volume (V) can be expressed in term of arclength,

A(s) = 2π

∫ s

0
R(η)dη, (C.13a)

V (s) = 2π

∫ s

0
R(η)Z(η)cos(ψ)dη, (C.13b)

which allows us to conserve the total area of the RBC by changing the maximum length of the

computational domain (smax).

Considering the spherical shape of RBC with no applied force, we can calculate the

reduced volume (v) as

v =V/Vsphere (C.14)

where Vsphere is the volume of the sphere that we get from simulation when there is no applied

force along membrane (F = 0).

C.2.5 Nondimensionalization

In order to perform the numerical computations, we nondimensionalized the system of

equations (Eq. C.11) by using two positive constants, the radius of the RBC (R0) and the lipid

bilayer bending rigidity (κ0). This allows us to define the dimensionless variables as

t =
s

R0
, r =

R
R0

, z =
Z
R0

, h = HR0 m = MR0

λ̃ =
λR2

0
κ0

, p̃ =
pR3

0
κ0

f =
FR3

0
κ0

, κ̃ =
κ

κ0
.

(C.15)
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Rewriting Eq. C.11 in terms of the dimensionless variables, we get [6]

ṙ = cosψ, ż = sinψ, rψ̇ = 2rh− sinψ, xḣ = m,

ṁ
r
=

p̃
κ̃
+

f ·n
κ̃

+
2hλ̃

κ̃
−2h

(
h− sinψ

r

)2

, ˙̃
λ =−f ·as,

(C.16)

where (˙) is the partial derivative with respect to t. With the defined dimensionless variables in

Eq. C.15, the boundary conditions simplified as

r(0+) = 0, ψ(0+) = 0, z(tmax) = 0

ψ(tmax) =
−π

2
, m(tmax) = 0, and λ̃(tmax) = λ̃0.

(C.17)

C.2.6 Parametrization of RBC biconcave morphology and shape error es-

timation

There are several parametric models to describe the biconcave morphology of an RBC

[433, 442, 444, 445]. Initially, Funaki proposed the Cassini oval model for the RBC biconcave

morphology given by [442]

(R2 +Z2 +a2)−4a2R2 = c4, (C.18)

where a and c are constants with the condition that a < c <
√

2a. Yurkin modified the Cassini

oval model to an implicit equation with four constants given by [444]
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R4 +2C4R2Z2 +Z4 +C1R2 +C2Z2 +C3 = 0, (C.19)

where C1, C2, C3, and C4 are constants that depended on the RBC dimension (C1 =−14.85, C2 =

40.40, C3 = −6.65, and C4 = −0.30). Borovoi et al. introduced a function that represents the

biconcave shape of an RBC in the spherical coordinate as [445]

R(θ) = esinq(θ)+b, (C.20)

where e, b, and q are constants that were determined by fitting the function to the standard shape

of an RBC (e = 3 µm, b = 0.75 µm, and q = 5). The most realistic model for the biconcave shape

of an RBC was proposed by Evans and Fung based on direct experimental measurements [433]

Z(R) =±0.5

√
1− (

2R
L
)(D1 +D2(

2R
L
)2−D3(

2R
L
)4), (C.21)

where D1, D2, and D3 are the constants that were calculated by fitting the function to the

average dimension of an experimentally observed RBC and statistical analysis (D1 = 0.81 µm,

D2 = 7.83 µm, and D3 = −4.39 µm). We plotted these different proposed parametric models

together for the biconcave shape of an RBC for fixed hmin, hmax, and L (Fig. 5.2B). In this study,

we used the given parametric function by Evans and Fung (Eq. C.21) as the reference geometry

for the RBC experimental shape.

Typically, there is a mismatch between each RBC shape obtained from our mechanical

model (Eq. C.16) and the RBC parametric shape (Eq. C.21). Considering the three characteristic
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lengths (hmin, hmax, and L in Fig. 5.1C), we can define three errors that characterize the difference

between each of these lengths in the simulated shapes and the reference experimental shape,

εhmax =
|hmax,par−hmax,sim|

Lpar
=
|∆hmax|

Lpar

εhmin =
|hmin,par−hmin,sim|

Lpar
=
|∆hmin|

Lpar

εL =
|Lpar−Lsim|

Lpar
=
|∆L|
Lpar

,

(C.22)

where (.)sim is the calculated length from the simulated shape and (.)par is the measured length

in the parametric RBC shape (Eq. C.21). The total error (εtotal) in the shape of the simulated

RBC can be calculated by the root mean square (RMS) between each two mapped points of the

simulated and parametric shapes

εtotal =

√
1
N

[
∑

i=N
i=1 (Zi,sim−Zi,par)2 +(Ri,sim−Ri,par)2

]
Lpar

, (C.23)

where N is the total number of nodes across the RBC shapes, i is the index node, Zi,sim and Zi,par

are the height of the simulated and the RBC parametric (Eq. 3) shapes at index i, respectively.

Ri,sim is the radius of the simulated shape at index i, and Ri,par is the radius of the RBC parametric

shape (Eq. 3) at index i (see Fig. 5.2C). To trace the simulated shape and the parametric shape

(Eq. 3), we mapped the points with the maximum height, minimum height, and maximum radius.

Then, we discretized the domain equally between the points and calculated the errors.
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C.2.7 Numerical implementation

We solved the system of first-order differential equations (Eq. C.16) with boundary

conditions Eq. C.17 by the finite element software COMSOL MULTIPHYSICS R 5.3a, using the

“General Form PDE” module. Here, we summarize the steps and assumptions that we used for

each simulation.

• All the simulations were performed for fixed total arclength. However, in each simulation,

the maximum arclength (smax) varies to conserve the total area of the RBC membrane.

• The computational domain (t) was discretized equally with mesh size = 0.001.

• To have a sharp but smooth transition in the distribution of the force (f), we used a hyperbolic

tangent function given by

f =
1
2
[tanh(g(t− sdimple))], (C.24)

where g is a constant (here we set g=20) and sdimple represents the length scale that the

local force at the dimple is applied.

• The applied force in Figs. 5.4-5.5 and Fig. 5.7-5.8 was progressively increased such that

each solution was used as an initial guess for the next step.
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C.3 Supplementary figures
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Figure C.1: The error in the characteristic lengths (Eq. C.22) is a nonlinear function of dimple
force density (Fdimple). (A) Calculated error in the maximum length of the simulated RBC
(εL) as a function of Fdimple. (B) Calculated error in the maximum height of the rim of the
simulated RBC (εhmax) as a function of Fdimple. (C) Calculated error in the minimum height
of the dimple of the simulated RBC (εhmin) as a function of Fdimple. In all three graphs, with
increasing Fdimple from zero, initially the error decreases about an order of magnitude and
attains a relative minimum. Any further increase in Fdimple toward the large dimple force density
(Fdimple > 4 pN/µm2) leads to a larger error in all characteristic lengths.
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Figure C.2: Applying a large pulling force at the rim region causes a very large shape error.
(A, upper) Schematic of a biconcave RBC with a small force per unit area (red arrows) at the
dimple and a large force per unit area (gray arrows) at the rim section. (A, lower) The applied
force along the membrane as a function of the arclength (Eq. C.24 ). (B) A comparison between
the simulated shape of RBC with Fdimple = 2.53 pN/µm2 and Frim = 2.81 pN/µm2 and the
parametric shape of an RBC given by Eq. C.21. Having a larger force density along the rim
region deviates the simulated shape from a biconcave to a peanut- shape geometry. Therefore,
the calculated shape error becomes significantly large (εtotal ∼ 52%). (C) The parametric shape
of an RBC (Eq. C.21) versus the shape that obtained from the simulation with Fdimple = 2.53
pN/µm2 and Frim = 3.16 pN/µm2. As the rim force density increases, we found a much larger
shape error in the simulated geometry (εtotal ∼ 91%).

(A)

Fdimple

sFrim

(B)

(C)

(C)

Z(
μm

)

R(μm)

Simulated shape with Fdimple = 3.73             
  and Frim = 0.53             

Parametric shape (Eq. S20)
pN/μm2

pN/μm2

Simulated shape with Fdimple =0
and Fdonut = 3.73

Experimental shape

(pN/μm2)

Z(
μm

)

R(μm)

Simulated shape with Fdimple =0
and Frim = 3.73

Parametric shape (Eq. S20)

pN/μm2

Fdimple

Frim

s

Figure C.3: Applying a pushing force at the rim region increases the total shape error (Eq.
C.23). (A) (A, upper) Schematic of a biconcave RBC with an inward force per unit area (red
arrows) at the dimple and an outward force per unit area (gray arrows) at the rim section. (A,
lower) The applied force along the membrane as a function of the arclength (Eq. C.24). The
simulated shape of RBC with only a pulling force at the dimple region ( Frim = 3.73 pN/µm2).
Here, the total shape error is εtotal ∼ 12.5%, which is larger than even the case with the uniform
force per unit area (Fig. 3, center). (C) The simulated shape of RBC with both pulling and
pushing forces at the dimple and rim regions respectively (Fdimple = 3.73 pN/µm2 and Frim
= 0.53 pN/µm2). Adding the small pushing force at the rim region compared to Fig. 5.4,
increased the total shape error noticeably from εtotal ∼ 5.62% to εtotal ∼ 9.71%.
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Figure C.4: The number of NMIIA puncta increases with region volume. (A-C) Scatterplots
of NMIIA puncta in the whole RBC versus the whole RBC volume (A), NMIIA puncta in the
rim versus the rim volume (B), and NMIIA puncta in the dimple versus the dimple volume (C).
Blue lines represent linear best-fit lines. The equation for the best-fit line, the R2 value, and the
p-value for each linear regression are given next to the chart. In all three regions, the number of
NMIIA puncta increases with increasing region volume. n = 55 RBCs from 3 individual donors
(same RBCs as in Fig. 5.6).
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Figure C.5: RBCs with higher biconcavity have higher NMIIA density in the whole RBC and
in the dimple. (A-C) Predictions about the relationship between NMIIA density and RBC shape
based on the model. (A) Scatterplot of NMIIA puncta density in the whole RBC versus RBC
biconcavity (height ratio) measured from the ratio of cell height at the dimple to maximum
cell height at the rim from an XZ slice near the center of the cell (see inset). (B) Scatterplot
of NMIIA puncta density in rim region versus maximum height at the rim (rim height (a) in
(A)). (C) Scatterplot of NMIIA puncta density in dimple region versus minimum height at the
dimple (dimple height (b) in (A)). (A-C) Blue lines represent linear best-fit lines. The equation
for the best-fit line, the R2 value, and the p-value for each linear regression are given next to the
chart. Height ratio generally decreases (indicating increasing biconcavity) with increasing whole
RBC puncta density (A), and minimum height at the dimple generally decreases with increasing
dimple puncta density (C), though there is high variability in this trend between individual cells.
Maximum height at the rim does not correlate with rim puncta density (B). n = 55 RBCs from 3
individual donors (same RBCs as in Fig. 5.6).
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Figure C.6: For tensionless membrane (Tension =0), deviation of the applied forces from
normal (φ = 900) to the tangential orientation (φ = 0) results in the formation of pancake-shaped
geometries with large shape error. The Heat maps show the total error in the shape of the
simulated RBCs for a range of force densities in the dimple and rim regions. (A) The applied
forces are assumed to be normal (φ = 900). (B) The applied forces make angle φ = 600 with
the tangent vector as. (C) The applied forces make angle φ = 450 with the tangent vector as.
(D) The applied forces make angle φ = 300 with the tangent vector as. (E) The applied forces
are tangent to the membrane surface ( φ = 0).. In each heat map, the point with the minimum
error is marked with ‘X’. Also, for each marked point, the volume of the simulated RBC (V) is
calculated using Eq. C.13b and the shape (solid yellow line) is shown in comparison with the
reference parametric given in Eq. C.21 (dotted blue line). In the case of tangential forces (φ = 0),
the shape error is independent of the magnitude of the rim force density (Frim). Therefore, the
shape error is minimum along a line
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Figure C.7: For low membrane tension (Tension =10−4 pN/nm), deviation of the applied forces
from normal (φ = 900) to the tangential orientation (φ = 0) results in the formation of pancake-
shaped geometries with large shape error. The Heat maps show the total error in the shape of the
simulated RBCs for a range of force densities in the dimple and rim regions. (A) The applied
forces are assumed to be normal (φ = 900). (B) The applied forces make angle φ = 600 with
the tangent vector as. (C) The applied forces make angle φ = 450 with the tangent vector as.
(D) The applied forces make angle φ = 300 with the tangent vector as. (E) The applied forces
are tangent to the membrane surface ( φ = 0). In each heat map, the point with the minimum
error is marked with ‘X’. Also, for each marked point, the volume of the simulated RBC (V) is
calculated using Eq. C.13b and the shape (solid yellow line) is shown in comparison with the
reference parametric given in Eq. C.21 (dotted blue line).
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Figure C.8: For intermediate membrane tension (Tension =10−3 pN/nm), deviation of the
applied forces from normal (φ= 900) to the tangential orientation (φ= 0) results in the formation
of pancake-shaped geometries with large shape error. The Heat maps show the total error in
the shape of the simulated RBCs for a range of force densities in the dimple and rim regions.
(A) The applied forces are assumed to be normal (φ = 900). (B) The applied forces make angle
φ = 600 with the tangent vector as. (C) The applied forces make angle φ = 450 with the tangent
vector as. (D) The applied forces make angle φ = 300 with the tangent vector as. (E) The
applied forces are tangent to the membrane surface ( φ = 0). In each heat map, the point with the
minimum error is marked with ‘X’. Also, for each marked point, the volume of the simulated
RBC (V) is calculated using Eq. C.13b and the shape (solid yellow line) is shown in comparison
with the reference parametric given in Eq. C.21 (dotted blue line).
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Figure C.9: For high membrane tension (Tension =10−2 pN/nm), independent of the orientation
of the force, the simulated shapes have pancake morphologies and the shape error is too large
(εtotal > 0.5 µm). The Heat maps show the total error in the shape of the simulated RBCs for a
range of force densities in the dimple and rim regions. (A) The applied forces are assumed to be
normal (φ = 900). (B) The applied forces make angle φ = 600 with the tangent vector as. (C)
The applied forces make angle φ = 450 with the tangent vector as. (D) The applied forces make
angle φ = 300 with the tangent vector as. (E) The applied forces are tangent to the membrane
surface ( φ = 0). In each heat map, the point with the minimum error is marked with ‘X’. Also,
for each marked point, the volume of the simulated RBC (V) is calculated using Eq. C.13b and
the shape (solid yellow line) is shown in comparison with the reference parametric given in Eq.
C.21 (dotted blue line).
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Appendix D

Governing equations of membrane

actin interactions in spines

D.1 Table of notations

Table D.1: Notations used in the Chapter 6

Notation Description Units
E Strain energy pN · nm
p Pressure difference across the membrane pN·nm−2

θα Surface parametrization
σ Local energy per unit area pN ·nm−1

r Position vector
n Normal vector to the membrane surface unit vector
λ Tension, −(W + γ) pN·nm−1

H Mean curvature nm−1

K Gaussian curvature nm−2

D Curvature deviator nm−1

Dm Spontaneous deviatoric curvature nm−1

202



Table D.2: Notations used in the Chapter 6

Notation Description Units
aα Basis vector describing the tangent plane
aα Contravariant basis vector
aαβ Dual metric
κ Bending modulus pN · nm
s Arclength nm
ψ Angle between er and as
r Radial distance nm
z Elevation from base plane nm
er(θ) Radial basis vector unit vector
eθ Azimuthal basis vector unit vector
k Altitudinal basis vector unit vector
f Force density pN·nm−2

fz Axial force density pN·nm−2

fn Normal force density pN·nm−2

Fz Axial force pN
κτ Tangential curvature nm−1

κν Transverse curvature nm−1

A Total area of membrane nm2

Aforce Area of applied force nm2

γ unit vector representing orientation of a protein coat
µ unit vector normal to γ and n
V Confined volume by membrane area nm3

Amax Maximum area of membrane nm2

λ0 Surface tension at boundary pN·nm−1

L Membrane height nm
M Shape equation variable nm−1
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D.2 Model development

D.2.1 Assumptions

• We treat the lipid bilayer as a continuous thin elastic shell assuming that the membrane

thickness is negligible compared to the radii of membrane curvature [409]. This allows

us to model the bending energy of the membrane using the modified version of the Hel-

frich–Canham energy including the effect of spatially varying deviatoric curvature to

represent the induced anisotropic curvatures by periodic F-actin rings and other struc-

tures [5, 128, 133, 176, 178, 180].

• We assume that the membrane is locally inextensible since the stretching modulus of the

lipid bilayer is an order of magnitude larger than the membrane bending modulus [352].

We implemented this constraint using a Lagrange multiplier which can be interpreted as the

tension [150, 528]. We note that this membrane tension, in this study, is better interpreted

as the effective contribution of the membrane in-plane stresses and membrane-cortex

interactions [374].

• We assume that the time scales of mechanical forces are much faster than other events in

dendritic spines allowing us to assume mechanical equilibrium and neglect inertia [150,509].

This assumption is reasonable because the time scale of the equilibration of the mechanical

forces is much smaller than the time scale of actin polymerization in dendritic spines [530].

• We assume that the force exerted by the actin cytoskeleton can be represented as work

done on the membrane and do not include the molecular details of the actin network

[9, 135, 136, 509, 531]. Additionally, we assume that the periodic ring shaped structures of

actin and related proteins such as βII spectrins, septics, and BAR-domain proteins can be

represented using an anisotropic spontaneous curvature [176, 178, 180, 525].
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• For ease of computation, we assume that the geometry of a dendritic spine is rotationally

symmetric (see Fig. 6.1B) [509]. This assumption allows us to parametrize the whole

surface by a single parameter which is the arclength.

D.2.2 Membrane mechanics

At equilibrium, the total energy of the system (E) including the elastic storage energy of

the membrane (Eelastic) and the work done by the applied forces by the actin filament (Wforce) is

given by [5, 136, 183, 266]

E = Eelastic−Wforce, (D.1)

where

Eelastic =
∫

ω

(σ(H,K,D;θ
α)+λ(θα))da− pV and (D.2a)

Wforce =
∫

ω

f(θα) · (r− r0)da. (D.2b)

Here ω is the total membrane surface area, σ is the energy density, θα denotes the surface

coordinate where α ∈ {1,2}, H is the mean curvature of the surface, K is the Gaussian curvature,

D is the curvature deviator, λ is the tension field which is the Lagrange multiplier associated

with the local area constraint, p is the transmembrane pressure that is the Lagrange multiplier

associated with the volume constraint, V is the enclosed volume, f is the applied force per unit

area, r is the position vector in the current configuration, and r0 is the position vector in the

reference frame. We can write the variation of the total free energy of the system as [136, 183]
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Ė = Ėelastic−Ẇforce, (D.3)

where

Ėelastic =
∫

ω

σ̇ da+
∫

ω

(σ+λ)(J̇/J) da− pV̇ and (D.4a)

Ẇforce =
∫

ω

f(θα) ·u da, (D.4b)

where J =
√

a/A is the local areal stretch due to mapping from a reference frame (A) to the actual

surface (a), and u is the virtual displacement of the surface given by

u(θα) =
∂

∂ε
r(θα,ε)|ε=0 = ṙ. (D.5)

Minimization of the energy in Eq. D.3 by usage of the variational approach gives the

governing shape equation and the incompressibility condition in a heterogeneous membrane as

p+ f ·n = ∆(
1
2

σH)+(σK);αβb̃αβ +σH(2H2−K)+2H(KσK−σ)−2λH

+
1
2
[σD(γ

α
γ

β−µαµβ)];βα +
1
2

σD(γ
α

γ
β−µαµβ)bαηbη

β
,

(D.6)

and
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(
∂σ

∂θα

|exp
+λ,α +σD[bαβ(γ

α
γ

β);η])aβα = f ·as, (D.7)

where ∆(·) is the surface Laplacian, n is the normal vector to the surface, as is a tangent vector on

the surface (we will define it in the next section for axisymmetric coordinates), aαβ is the dual

metric, bαβ are the coefficients of the second fundamental form, bα

β
are the mixed components of

the curvature, b̃αβ is the co-factor of the curvature tensor, (.);α is the covariant derivative, (.),α

is the partial derivative, and ()|exp denotes the explicit derivative with respect to coordinate θα.

Also, γα and µα are the projections of and along the tangential vectors given by [183]

γ
α = γ ·aα

µα = µ ·aα,

(D.8)

where aα is the contravariant basis vectors, is a unit vector representing the orientation of a

one-dimensional curve on the surface which is tangential to the protein coat, and is a unit vector

defined as

µ = n× γ. (D.9)

D.2.3 Helfrich energy including deviatoric curvature

We modeled the combined effects of BAR domain proteins and periodic F-actin by

deviatoric curvature using the modified version of Helfrich energy that includes deviatoric

curvature D(θα) [5, 128, 133, 176, 178, 180, 324] given as
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σ(H,K,D;θ
α) = κH2 +κ(D−Dm(θ

α))2, (D.10)

where κ is the bending modulus and Dm is the spontaneous (intrinsic) deviatoric curvature [6,183].

Substituting this form of energy density (Eq. D.10) in Eqs. D.6 and D.7 gives

−κ

[
2H(D−Dm)

2−
(
(D−Dm)(γ

α
γ

β−µαµβ)
)

;βα

− (D−Dm)(γ
α

γ
β−µαµβ)bαηbη

β

]
︸ ︷︷ ︸

Induced anistropic curvature effects

+κ∆H +2κH(H2−K)︸ ︷︷ ︸
Elastic effects

= p+2λH︸ ︷︷ ︸
Capillary effects

+ f ·n︸︷︷︸
Force due to actin

,

(D.11)

and

λ,α︸︷︷︸
Tension
variation

= 2κ(D−Dm)
∂Dm

∂θα
+2κ(D−Dm)bαβ(γ

α
γ

β);η︸ ︷︷ ︸
Anisotropic curvature induced variation

− f ·as︸︷︷︸
Force-induced

variation

. (D.12)

It should be mentioned that in the modified version of Helfrich energy ( Eq. D.10), we

assumed that the induced isotropic spontaneous curvature (C) by BAR domain proteins or periodic

F-actin is negligible and we ignored the effect of the spontaneous curvature (C = 0).

D.2.4 Governing equations in axisymmetric coordinates

Axisymmetric coordinates

We parameterize a surface of revolution with respect to the z axis (Fig. 1B) in the

coordinate basis (er,eθ,k) by
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r(s,θ) = r(s)er(θ)+ z(s)k, (D.13)

where s is the arclength along the curve, r(s) is the radial distance from the axis of rotation, and

z(s) is the elevation from the reference plane. Since (dr/ds)2 +(dz/ds)2 = 1, we can define ψ

(the angle made by the tangent with respect to the horizontal) such that the normal and tangent

vectors are given by

n =−sinψer(θ)+ cosψk and as = cosψer(θ)+ sinψk. (D.14)

Following this we have

r′(s) = cos(ψ), (D.15a)

z′(s) = sin(ψ), (D.15b)

where (.)′ = d(.)
ds . We can now write the tangential (κν) and transverse (κτ) principal curvatures

as

κν = ψ
′
, κτ = r−1 sinψ, (D.16)

and the mean curvature (H), Gaussian curvature (K), and the curvature deviator (D) as

H =
1
2
(κν +κτ) =

1
2
(ψ
′
+ r−1 sinψ),

K = κτκν =
ψ
′
sinψ

r
,

D =
1
2
(κτ−κν) =

1
2
(r−1 sinψ−ψ

′
) = r−1 sinψ−H.

(D.17)
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Equilibrium equations

In order to simplify the governing shape and incompressibility equations, we define M as

M =
1

2κ
r[(σH)

′− (σD)
′], (D.18)

which allows us to simplify the shape equation (Eq. D.11) and the inextensibility condition (Eq.

D.12) as a system of first order differential equations given by

r′ = cosψ, z′ = sinψ, rψ
′ = 2rH− sinψ,

2rH ′ = M− rD′m +2H cos(ψ)− 2cos(ψ)sin(ψ)
r

,

M′

r
=

p
κ
+

f ·n
κ

+2H
[
H2 +

λ

κ
+(

sin(ψ)
r
−H−Dm)

2−2(
sin(ψ)

r
−H−Dm)(

sin(ψ)
r
−H)

]
−2H

[
H2 +

(
H− r−1 sinψ

)2
]
−2

cos(ψ)
r

[H cos(ψ)
r

− sin(ψ)cos(ψ)
r2 − D′m

2
− M

2r
],

λ
′ =−2κ(

sin(ψ)
r
−H−Dm)D′m− f ·as.

(D.19)

In axisymmetric coordinates, the total area of the manifold (A) can be expressed in term

of arclength as

A(s) = 2π

∫ s

0
r(t)dt → dA

ds
= 2πr. (D.20)

This allows us to write the governing differential equations (Eq. D.19) in terms of the derivative

of area instead of arclength.

In order to solve the coupled partial differential equations in Eq. D.19, we impose six

boundary conditions as follow:
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r(0+) = 0, M(0+) = 0, ψ(0+) = 0,

z(Amax) = 0, ψ(Amax) = 0, λ(Amax) = λ0,

(D.21)

where λ0 is the tension at the far field boundary.

Numerical implementation

In order to solve the system of differential equations along with the boundary conditions,

we used ‘bvp4c,’ a boundary value problem solver in MATLAB. In all simulations, we fixed the

total area of the membrane as A = 8πµm2 and set the transmembrane pressure to be zero (p = 0)

to focus mainly on the mechanism of membrane-actin interactions in dendritic spine formation.

The mesh points on the domain were chosen such that starting from A = 0+, the mesh size is

very small and then increases moving toward the far field boundary A = Amax. To have a sharp

but smooth transition at the boundaries of the applied forces, we prescribed the forces using a

hyperbolic tangent function given as

f =
f0

2
[tanh(g(A−Aforce))], (D.22)

where g is a constant and Aforce represents the area of the applied forces by actin filaments.

Additionally, to get the tubular protrusions from a flat membrane, we prescribed the height of

the protrusion as an extra boundary condition (z(0+) = zp) and calculated the magnitude of the

applied force as an unknown parameter.
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D.2.5 Analytical solutions

Analytical estimation for filopodia-shaped spines with an axial force

Let us consider a long tubular filopodium with radius r and height L has been pulled

from a flat membrane with a axial force Fz (Fig. D.1A). Assuming that L� r, in the absence

of spontaneous deviatoric curvature (Dm = 0) and pressure (p = 0), the total free energy of the

system (Eq. D.1) can be written as

Efilopodium =
∫

ω

(κH2 +κD2 +λ)da−FzL. (D.23)

For a tubular membrane (ignoring the spherical cap), H = D = 1
2r ,

∫
da = 2πrL, and thus

the total energy can be simplified as

Efilopodium = (
κ

2r2 +λ)2πrL−FzL. (D.24)

Now, we can find the equilibrium radius of the tube (r) and the corresponding force

(Fz) by taking ∂Efilopodium/∂r = 0 and ∂Efilopodium/∂L = 0 and solving for the radius and force

as [272, 343, 556]

r =
√

κ

2λ
and Fz = 2π

√
2λκ. (D.25)

Based on the Eq. D.25, the diameter of the filopodium and the magnitude of the applied

forces depend on the tension and the bending rigidity. For example, for a fixed bending rigidity, a

large force is required to bend a stiff membrane (large tension) and form a narrow filopodium.
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Interestingly, in contrast to the stubby spine (Fig.6.2C), the magnitude of force to form a tubular

filopodium is independent of the length of protrusion. In Eq. D.25, we can also find the tension

based on the radius of the tubule and rewrite the axial force as

Fz =
2πκ

r
, (D.26)

which indicates that to form a narrower filopodium, a larger axial force is required.

Analytical estimation for thin-shaped spines with a uniform normal force density

Let us consider an idealized geometry of a thin-shaped spine as a sphere with radius

R that is connected to a cylinder with radius r and height l (Fig. D.1B). Considering the

case that a uniform normal force density, fn, is applied all along the sphere and ignoring the

interface between the sphere and the cylinder, we can write the total energy of the system as

Ethin = Esphere +Ecylinder. For the sphere, we know that H = 1/R, D = 0, and the total surface

area is Asphere = 4πR2. Considering the axial displacement from a flat membrane, we can write

the free energy of the spherical part of the thin-shaped spine as (assuming p = 0 and Dm = 0)

Esphere = (
κ

R2 +λ)4πR2−
∫
−fn cos(φ)

(
L+R−Rcos(φ)

)
da, (D.27)

where da is the area element which can be written as
∫

da =
∫

π

0 2πR2 sin(φ)dφ. Eq. D.27 gives

Esphere = (
κ

R2 +λ)4πR2− 4π

3
R3fn. (D.28)
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For the cylindrical part of the thin-shaped spine, based on the previous section for the

filopodia, we know that H = D = 1/2r and r =
√

κ/2λ. Substituting these terms in the energy,

we get

Ecylinder = 2π

√
2λκl. (D.29)

Using Eqs. D.28 and D.29, we can write the total energy of the system as

Ethin = (
κ

R2 +λ)4πR2− 4π

3
R3fn +2π

√
2λκl. (D.30)

Taking ∂Ethin/∂R = 0, we obtain

fn =
2λ

R
. (D.31)

In our simulation, we are prescribing the area of the applied normal force (Aforce) based

on the area of the spine head (Aspine-head). Assuming that the spine head has a spherical shape in

the area of the applied force, we can find the radius of the sphere based on the area of spine head

as

Aforce = Aspine-head = Asphere = 4πR2→ R =

√
Aspine-head

4π
. (D.32)

Substituting Eq. D.32 into Eq. D.31, we have
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fn = 4λ

√
π

Aspine-head
. (D.33)

Based on Eq. D.33, if we know the area of the spine head and the tension, we can estimate

the required normal force to form a thin-shaped spine. For example, according to Eq. D.33, a

smaller normal force density is required to form a thin-shaped spine with a larger head. Similar

to the formation of a filopodium (Eq. D.25), the magnitude of the normal force in Eq. D.33 is

also independent of the length of the spine.

R

2r

fn

ϕ

Fz

2r

(A) (B)

l

L

Figure D.1: (A) Schematic of a long filopodium with radius r and height L formed with an axial
force Fz applied along the prescribed area shown in blue. (B) An idealized geometry of a thin
shaped spine. A sphere with radius R is connected to a cylinder with radius r and height l. A
uniform normal force density fn is applied all along the sphere (Aforce = Asphere = Aspine-head).

Additionally, since the spine neck has a tubular shape, we can relate the tension to the

radius of spine neck (Eq. D.25) and rewrite the normal force as

fn =
κ

r2

√
π

Aspine-head
, (D.34)
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where r is the radius of the spine neck (Fig. D.1B). Comparison of Eq. D.26 and Eq. D.34 shows

that the required axial force to form a tubular filopodium is proportional to 1/r while the normal

force to form a thin-shaped spine is proportional to 1/r2. This suggests that decreasing the neck

diameter of a thin-shaped spines is harder and needs a larger magnitude of a force compared to

the filopodial-shaped spines.

Spontaneous deviatoric curvature and the radius of the spines neck

Let us consider a tubular membrane with radius r and height L that has been pulled from

a flat membrane with an axial force Fz and a spontaneous deviatoric curvature Dm along the neck

region (Fig. D.2A). Ignoring the spherical cap, the total free energy of the system (Eq. D.1) can

be written as

Etube =
(

κ

4r2 +λ+κ(
1
2r
−Dm)

2
)

2πrL−Fzl. (D.35)

To find the equilibrium radius of the tube (r) and the corresponding force (Fz), we take

∂Etube/∂r = 0 and ∂Etube/∂l = 0 and solve for the radius and force as

r =
√

κ

2(λ+κD2
m)

and Fz = 2π

(√
2κ(λ+κD2

m)−κDm

)
, (D.36)

which reduces to Eq. D.25 for zero spontaneous deviatoric curvature (Dm = 0). Based on Eq.

D.36, we can see that the radius of a tubule decreases with increasing magnitude of spontaneous

deviatoric curvature (Fig. 6.5A). This is consistent with the previous study by Walani et al. where

they showed that a tubular membrane gets narrower with increasing strength of spontaneous

deviatoric curvature [183]. In Fig. 6.5C, we plotted the magnitude of the axial force as a function
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Figure D.2: Schematic of (A) a tubular membrane with an axial force (Fz) and spontaneous
deviatoric curvature (Dm) along the neck with length l and (B) an idealized geometry of a
thin-shaped spine with normal force density (fn) along the head and spontaneous deviatoric
curvature (Dm) along the neck.

of tension and spontaneous deviatoric curvature. As can be seen, axial force has a local minimum

shown by the red dashed line. By taking ∂Fz/∂D = 0, we can find the relationship between the

tension and spontaneous deviatoric curvature along the red line (Fig. 6.5C) is

λ = κD2
m, (D.37)

and the magnitude of local minimum force is given by

Fz,min = 2πκDm, (D.38)

which linearly depends on Dm. In addition, we can use the radius-tension relationship in Eq. D.36

to revise the normal force equation for the formation of thin-shaped spines (Eq. D.34) to include

the effect of spontaneous deviatoric curvature and get
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Fn = 2κ(
1

2r2 −D2
m)
√

4πAspine-head, (D.39)

which indicates that by adding the effect of spontaneous deviatoric curvature, the magnitude of

normal force needed to stabilize a thin-shaped spine decreases. Theoretically, if Dm = 1√
2rneck

, a

thin-shaped spine can have a stable geometry without any actin-mediated forces.

D.3 Supplementary figures

(A) (B) (C)

Fz = 2π 2κλ fn = 2λ 4π/Aforce

Figure D.3: The magnitude of axial and normal force densities that are required to form (A)
filopodia, (B) thin, and (C) mushroom-shaped spines are independent of the length of the spines.
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r = κ /(2λ)

Figure D.4: (A) Neck radius of a mushroom-shaped spine as a function of tension for area of
PSD/area of head = 0.2 (r =

√
κ/(2λ)) [343]. Three different shapes of mushroom-shaped

spines are shown for low, intermediate, and high tension. With increasing magnitude of tension,
the mushroom-shaped spine flattens.

(B)(A)

Figure D.5: The area of PSD with respect to the area of the spine head characterizes the normal
force densities that are required to form a mushroom spine. (A) While the magnitude of normal
force density in the spine head (red squares) slightly increases with increasing ratio of PSD area
to head area, the magnitude of normal force density in the PSD (gray squares) decreases with
increasing ratio of PSD area to head area. (B) A larger mushroom-shaped spine (larger head
volume) with a flatten head forms with increasing ratio of PSD area to head area.
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(C)(A)

r = κ /(2(λ + κD2
m))

Fz = 2π( 2κ(λ + κD2
m) − κDm)

(B) (D)

Figure D.6: (A) Analytical solution for the neck radius of a tubular membrane as functions of

spontaneous deviatoric curvature and tension (r =
√

κ/(2(λ+κD2
m)), Eq. D.36). (B) The neck

radius in panel A collapses onto a single curve as a function of effective tension. (C) Analytical
solution for the magnitude of an axial force needed to maintain a tubular protrusion as functions

of spontaneous deviatoric curvature and tension (Fz = 2π(
√

2κ(λ+κD2
m)−κDm), Eq. D.36).

(D) The effective axial force in panel C collapses onto a single curve as a function of effective
tension.

Table D.3: Energy components and total energy for three different mechanisms of thin spine
formation

Bending energy (pN.µm)∫
κH2da

Bending energy due
to deviatoric curvature (pN.µm)∫

κ(D−Dm)
2da

Work done
by force (pN.µm)∫

f · (r− r0)da

Work done
by tension (pN.µm)∫

λda
Total energy (pN.µm)

Uniform normal force
density along head 6.2 6.2 -27.64 904.8 899.5

Uniform normal force density
along head and spontaneous

deviatoric curvature along neck
5.8 1.75 -16.35 254.34 245.5

Uniform axial force density
along head and spontaneous

deviatoric curvature along neck
5.28 1 -9.1 247.1 244.3

Table D.4: Energy components and total energy for three different mechanisms of mushroom
spine formation

Bending energy (pN.µm)∫
κH2da

Bending energy due
to deviatoric curvature (pN.µm)∫

κ(D−Dm)
2da

Work done
by force (pN.µm)∫

f · (r− r0)da

Work done
by tension (pN.µm)∫

λda
Total energy (pN.µm)

Non-uniform normal force
density along head 4.92 4.92 -18.65 226.2 217.4

Non-uniform normal force density
along head and spontaneous

deviatoric curvature along neck
513 4.29 -17.43 139.2 131
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[91] á. Racz and R. Weinberg, “Spatial organization of cofilin in dendritic spines,” Neuroscience,
vol. 138, no. 2, pp. 447–456, 2006.
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and the non-homogeneous lateral distribution of membrane constituents in golgi bodies,”
FEBS letters, vol. 574, no. 1-3, pp. 9–12, 2004.

[414] M. Tachikawa and A. Mochizuki, “Golgi apparatus self-organizes into the characteristic
shape via postmitotic reassembly dynamics,” Proceedings of the National Academy of
Sciences, vol. 114, no. 20, pp. 5177–5182, 2017.

[415] M. Fošnarič, S. Penič, A. Iglič, V. Kralj-Iglič, M. Drab, and N. S. Gov, “Theoretical study
of vesicle shapes driven by coupling curved proteins and active cytoskeletal forces,” Soft
Matter, vol. 15, no. 26, pp. 5319–5330, 2019.

[416] Z. Peng, X. Li, I. V. Pivkin, M. Dao, G. E. Karniadakis, and S. Suresh, “Lipid bilayer
and cytoskeletal interactions in a red blood cell,” Proceedings of the National Academy of
Sciences, vol. 110, no. 33, pp. 13356–13361, 2013.

[417] Y. Park, C. A. Best, T. Auth, N. S. Gov, S. A. Safran, G. Popescu, S. Suresh, and M. S.
Feld, “Metabolic remodeling of the human red blood cell membrane,” Proceedings of the
National Academy of Sciences, vol. 107, no. 4, pp. 1289–1294, 2010.

252



[418] J. Li, G. Lykotrafitis, M. Dao, and S. Suresh, “Cytoskeletal dynamics of human erythrocyte,”
Proceedings of the National Academy of Sciences, vol. 104, no. 12, pp. 4937–4942, 2007.
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