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Demand response (DR) increases the flexibility and reliability of the electricity grid as use of intermittent 
renewable energy sources increases. HVAC and envelope DR measures present the largest aggregate energy 
and peak demand savings potential of all commercial building end uses because their net demand savings 
occur during critical peak demand periods. Controllable envelope measures include switchable electrochromic 
windows, operable window attachments such as outdoor louvers, roller shades, and awnings, as well as other 
innovative facade technologies that can modulate both solar heat gain and daylight admission over a broad solar-

optical range. This study evaluated the technical potential of DR-enabled dynamic windows to reduce critical 
peak demand for a prototypical medium office building situated in all 16 U.S. climates. Model predictive control 
(MPC) algorithms were designed to minimize electricity cost in daylit perimeter office zones through control of 
an electrochromic window with and without HVAC thermostat setpoint control. Conventional and time-of-use 
rates were used to shape the degree of DR. Median annual peak demand savings with window and thermostat 
control across all climate zones were 24.3 kW (4.4 W/m2) per building or 15.9 W/m2 for non-north perimeter 
zones. Resource adequacy at the whole building level was estimated to be 13.1 to 43.4 $/kW per year over 
the 30-year life of the installation. Co-benefits were increased energy efficiency, and reduced electricity cost 
and emissions. Visual and thermal comfort requirements were met at all times. Dynamic facades controlled by 
MPC have substantial technical potential for DR across all U.S. climates and warrant serious consideration for 
inclusion in DR portfolios.
1. Introduction

With increased adoption of renewable distributed energy resources 
(DER), there is an urgent need to develop and deploy demand response 
(DR) measures to increase flexibility and reliability of the electric-

ity grid [1]. Unlike conventional generation, clean renewable sources 
based on solar and wind provide intermittent, variable energy. Demand 
response counteracts this variability by managing use of energy based 
on available supply thus enabling a more sustainable, resilient, and reli-

able electricity grid. Since building energy use constitutes 20% of global 
delivered energy consumption and buildings use 75% of U.S. electric-

ity [2], energy-efficiency and DR control of buildings can support the 
transition to clean energy and reductions in greenhouse gas emissions.

Advanced heating, ventilation, and air-conditioning (HVAC) sys-

tems, connected lighting, dynamic windows, occupancy sensing, dis-

tributed generation, and electrical and thermal energy storage are 
among many of the available building technologies that can be inte-

* Corresponding author.

grated and controlled to provide DR flexibility [3]. HVAC and lighting 
energy uses constitute 38% of total commercial building electricity use 
and 43% of the use occurs during weekday peak periods from 14:00 to 
20:00 [4]. Since these end uses represent such a large percentage of the 
peak period load, strategies involving direct management (e.g., chang-

ing setpoints, switching off equipment) and indirect management (e.g., 
reducing cooling or heating loads, use of daylight) of these end uses are 
of high relevance. Impact estimates provided by the U.S. Department 
of Energy [5] indicate that a controls measure that enables a 20% shed 
of peak period HVAC, lighting and plug loads would avoid 196 TWh of 
annual electricity use, reduce average peak summer demand by 46 GW 
and save $10 billion in total U.S. building energy costs.

Dynamic windows modulate incoming solar radiation via chro-

mogenic or mechanical means and can provide substantial demand side 
management services if integrated with related building systems. Dy-

namic windows include switchable, electrochromic (EC) glass coatings 
that can be actively modulated from a clear to tinted state with a small 
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applied electric potential. When combined in an insulating glass unit 
with a low-emittance (low-e) coating, the resultant EC window can 
modulate both solar and visible transmission over a broad range. Hence, 
EC windows can be controlled to affect both cooling and heating loads 
and daylight admission in buildings while preserving a transparent view 
to the outdoors. There are numerous sputter deposition metal oxide EC 
windows available on the market, with alternate sol-gel room tempera-

ture solution-processed devices under development that promise to be 
of lower cost to manufacture [6] and [7]. Exterior motorized shading 
(or shading within closed cavity facades or ventilated double facades) 
provide a similar broad modulation of window heat gains and day-

light, but without maintaining outdoor views. Controllable, thermally 
anisotropic materials are under development for the opaque envelope 
[8], and there are anisotropic solar control materials for windows that 
could be engineered to provide dynamic control as well [9].

Dynamic windows and shading, collectively referred to as dynamic 
facades, enable two types of load flexibility: 1) reduction of lighting en-

ergy use through daylighting, and 2) shift of HVAC loads to less critical 
periods of the day through appropriately timed admission or rejection of 
solar heat gains in support of HVAC thermal energy or electrochemical 
storage strategies. In prior studies evaluating the effectiveness of HVAC 
pre-cooling strategies of the building’s thermal mass, proper control of 
window loads was assumed to occur through the use of exterior shad-

ing or other equivalent technologies [10], [11], and [12]. Pre-cooling 
strategies achieve demand savings through trade-offs between utility 
cost savings and occupant comfort, i.e., indoor temperature setpoints 
are often exceeded [13] and [14]. To minimize discomfort, prior stud-

ies reduced peak loads in perimeter zones with idealized automated 
shading without due consideration of visual comfort and daylighting 
requirements. In [15], a comprehensive evaluation of the demand side 
potential of thermostat, shading, and lighting demand-limiting controls 
in small commercial buildings was performed to identify promising ap-

plications by building types, climates, and utility rate incentives. The 
thermostat setpoint upper limit was increased to 24.4 ◦C during occu-

pied periods, lighting was reduced by 20% during demand limiting 
periods, and estimated solar heat gains were reduced by 50%. The 
lighting and solar gain limitations were implemented on the ten high-

est air-conditioning demand days of the year. Total demand savings 
for a small office building were approximately 5 to 15 W/m2 with 
time-of-use tariffs, where up to 2.2 W/m2 were attributed to lighting 
demand-limiting controls. Demand savings and improvements to ther-

mal comfort due to shading however were not disaggregated for the 
parametric dataset.

All of these prior studies demonstrated implicitly the importance of 
active control of facade loads in achieving load flexibility. Further work 
has been conducted to quantify the added value of dynamic facades, 
where control of the facade is explicitly modeled and practical consider-

ations of comfort and indoor environmental quality related to the facade 
are included. Initial studies however were limited due to computational 
challenges. In [16], model predictive control (MPC) of an indoor or out-

door venetian blind and a thermally massive chilled radiant slab was 
simulated using offline optimization with reduced order models and a 
linear 24 h predictive programming solution. In [17], dynamic win-

dows were evaluated for a south-facing perimeter office under sunny 
summer and winter conditions in two temperate climates. Model pre-

dictive control was implemented using non-linear programming (NLP), 
which is designed to find local solutions for constrained non-linear 
problems. The scope of both studies was constrained significantly by 
computational limits of the optimization solver and complexity of im-

plementation. Modeling one week of control for a single zone (5 min 
time step, 24 h prediction horizon) for the latter study, for example, 
took over a day to compute on a high-performance cluster computer 
when the NLP solver was used.

Given related work on building-to-grid controls integration, the ac-

curacy and ease of numerical simulations were increased through re-
2

design of our modeling workflow [18]. Hence in this study, control 
Energy & Buildings 298 (2023) 113481

Table 1

Overview of control strategies.

Case Facade type Facade control Thermostat

Reference Shade Static Schedule

Heuristic-EC Electrochromic Heuristic Schedule

MPC-EC Electrochromic MPC Schedule

MPC-EC&HVAC Electrochromic MPC MPC

was implemented with mixed-integer linear programming (MILP) which 
poses a significant advantage over the previously used NLP implemen-

tation, as it guarantees mathematical convergence to a global optimum, 
i.e., best control for the multiple objectives, and accommodates both 
discrete and continuous variables. Window solar-optical states were 
modeled as discrete with the exact numeric value rather than approx-

imated with a nonlinear function (with the NLP approach), enabling 
more realistic estimations of DR potential. The MILP solving times were 
significantly reduced from about 90 s in the NLP implementation to a 
median of about 2 s with MILP. This rapid convergence not only bene-

fits the simulation evaluation, but also enables future real-time control 
of dynamic facades and HVAC systems by quickly adapting to changing 
environmental conditions; e.g., by preventing immediate glare during 
dynamic sky conditions or dampening future window actuation based 
on forecast knowledge. Annual evaluations of DR control were also 
made feasible within practical time limits, enabling exploration of tech-

nical potential across a wide range of conditions. Computation times 
per MPC case were reduced from about 40 days for a single simulated 
year to about one day by utilizing the parallel architecture of Lawrence 
Berkeley National Laboratory’s Lawrencium High Performance Comput-

ing Cluster and speedups in underlying algorithms.

The objective of this study is to estimate the magnitude of impact 
that integrated dynamic facades can have as an efficiency and load 
flexibility measure at a national scale and convey how such impacts 
vary with regional and temporal variability in grid conditions. Such 
technical-economic studies across a range of climates and tariffs are 
used to inform policy, stakeholder investments, and regional market 
analysis in support of climate change decarbonization goals. With the 
computational advancements described above, numerical annual simu-

lations of a prototypical medium office building were performed at an 
unprecedented level of resolution (i.e., 5 min time step and 24 h pre-

diction horizon). Dynamic facades with and without integration with 
the HVAC system were modeled to minimize energy cost and address 
critical market acceptance issues (thermal comfort, glare, daylight, and 
view related to indoor environmental quality, health, and wellness). DR 
potential and price sensitivity were assessed through conventional flat 
and time-variable tariff schedules across all 16 U.S. climate zones. No 
prior study encompasses the depth and breadth of this analysis. Unique 
aspects of this study include use of advanced ray-tracing models for 
window heat gain, daylight, and comfort performance within the MPC 
controller and building emulator and an advanced optimization work-

flow that identifies global optimum control states. Potential co-benefits 
and technical limitations are discussed.

2. Methodology

In this study DR controls were used to minimize energy cost while 
meeting visual and thermal comfort requirements. This was accom-

plished using dynamic windows, dimmable lighting, and a controllable 
thermostat. Existing flat and time-of-use utility rate schedules were 
applied to instigate DR control under emerging grid conditions. Per-

formance was assessed using simulations of a prototypical medium 
office building across all 16 U.S. climate zones [19] and five tariffs. 
One reference and three control cases were evaluated, see Table 1. The 
Supplemental Materials include details of the simulation model, control 
cases, climate zones, and tariffs.

For two cases, the dynamic windows were controlled with heuristic 

or MPC algorithms independent of the thermostat. The heuristic control 
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Table 2

Inputs and outputs of MPC controller.

Variable Description Unit Source

dt(t) Date and time of year – Forecast

DNI(t) Direct normal irradiance W/m2 Forecast

DHI(t) Diffuse horizontal irradiance W/m2 Forecast

Tout(t) Outdoor dry-bulb temperature ◦C Forecast

Pequip(t) Equipment power use W Prediction

Qocc(t) Sensible occupant load W Prediction

Tin Room air temperature ◦C Measurement

Tslab Slab temperature (optional) ◦C Measurement

DGPlimit(t) Daylight glare probability limit 1 Setting

Iset(t) Workplane illuminance setpoint lx Setting

Renergy(t) Rate for energy $/kWh Setting

Rdemand(t) Rate for demand $/kW Setting

Tset-heat(t) Thermostat heating setpoint ◦C Setting

Tset-cool(t) Thermostat cooling setpoint ◦C Setting

𝜈lighting Lighting power efficiency W/lx Setting

𝜇 HVAC heating efficiency 1 Setting

cop HVAC cooling coefficient of performance 1 Setting

QHVAC-limit HVAC power limit W Setting

u(n) Dynamic window tint state per zone n 1 Output

Tset-heat/cool Thermostat heating/cooling setpoint override ◦C Output
refers to state-of-the-art commercial control systems which are typically 
based on control logic (if/then rules) in response to sensor inputs. More 
detail on the control cases is given in S.3 Control Cases. For the third 
case, MPC HVAC thermostat control was coupled with dynamic window 
control. Performance was compared to a conventional reference case 
with a dual-pane, spectrally-selective, low-e window with an indoor 
roller shade. In all control cases, the electric lighting was dimmed or 
shut off in response to available daylight or occupancy. More detail on 
the simulation method is given in S.1 Simulation Method for Evaluation.

The general aim of DR control is to extract the maximum demand 
reduction from the system for the lowest capital investment. With dy-

namic windows, however, the technology provides other energy and 
non-energy co-benefits, so DR control was constrained by occupant re-

quirements: no increase in deadband temperature range, reduction in 
lighting setpoint, or violation of visual comfort. Also, only the associ-

ated incremental cost of implementing DR was used in the assessment.

2.1. MPC control

The MPC controller was defined within the Distributed Optimal and 
Predictive Energy Resources (DOPER) controller environment, which 
is an open-source package for optimal control in the context of smart 
inverter, battery storage, and distribution grids [18]. DOPER was ex-

tended with detailed thermal zone, dynamic facade, and occupant com-

fort models. The dynamic facade controller was first introduced in [17]

and adapted to the DOPER framework using a mixed-integer linear 
implementation. The full MPC implementation used in this study is pub-

licly available through the Advanced Fenestration Control1 package.

With MPC, a model of system operation, along with forecasts of 
weather and disturbances, is used to predict future performance and op-

timize setpoint schedules and/or control setpoints over a specified time 
horizon. The solution of the first control step is applied to the system 
and the optimization is solved again with updated information of sys-

tem state and forecasts for the next control step. The MPC algorithm for 
this study minimizes the perimeter zone energy cost per 5 minute con-

trol step over a forecast horizon of 24 hours, within visual and thermal 
comfort constraints. The inputs to the MPC controller for each timestep, 
t, are weather and other forecasted quantities, sensor data, and config-

uration parameters. A detailed description for each input and output is 
given in Table 2 and a controller block diagram is given in Fig. 1.
3

1 Advanced Fenestration Control (AFC): https://github .com /LBNL -ETA /AFC.
Fig. 1. Controller block diagram with 24 hour weather forecast data feeding 
the prediction of internal loads (equipment and occupancy) and facade model, 
shown in green outline, feeding the model predictive controller, blue outline, 
with its interaction between the optimization model and numeric optimizer, and 
further feeding the control outputs of tint state per zone, u(n), and (optionally) 
thermostat heating and cooling setpoint override, Tset-heat/cool, to the emulator, 
orange outline. Additional inputs include settings for the controller, and data 
for current occupancy, equipment load, and weather for the emulator. During 
training/development of the controller, data from the emulator is passed to the 
load prediction and optimization models, illustrated by yellow arrows.

The discrete tint states of the electrochromic windows are imple-

mented as a table with binary lookup variables, shown in Equations (1)

and (2).

𝑧𝑞(𝑡) =
𝑓∑
𝑛=1

𝑎∑
𝑠=1

𝑀𝑞(𝑛, 𝑠, 𝑡, 𝑑𝑡(𝑡),𝐷𝑁𝐼(𝑡),𝐷𝐻𝐼(𝑡)) ∗ 𝑏𝑠𝑡𝑎𝑡𝑒(𝑛, 𝑠, 𝑡) (1)

subject to
𝑎∑
𝑠=1

𝑏𝑠𝑡𝑎𝑡𝑒(𝑛, 𝑠, 𝑡) == 1 (2)

Each quantity supplied by the dynamic facade, zq, is derived from 
the corresponding Radiance model, Mq, through a binary lookup vari-

able, bstate. The Radiance model is introduced in Section 2.2. The lookup 
is performed by summing quantities for all tint states, s, and all window 
zones, n, subject to the binary lookup variable. In order to allow only a 
single tint state per zone, Equation (2) limits bstate to a sum of 1 across 
the possible tint states. For this study the number of discrete tint states, 
a, was four and the number of window zones, f, was three. The quanti-

ties, q, are vectors of the following:

• daylight: three-phase method for daylight illuminance for a grid 
(1 × 1 ft in this study) of workplane points [20]

• vil: three-phase method for vertical illuminance at the occupant 
eye level (1.5 m centered, parallel to the window in this study) as 

input to DGPs [20], [21]

https://github.com/LBNL-ETA/AFC
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• abs: a three-phase method for incident irradiance on each of the 
window glass layers [16] [22]

• tra: a three-phase method for incident irradiance on each of the 
room surfaces [16] [22]

The objective for MPC control is defined in Equations (3) to (7).

min
ℎ∑
𝑡=1

𝑐𝑒𝑛𝑒𝑟𝑔𝑦(𝑡) + 𝑐𝑑𝑒𝑚𝑎𝑛𝑑 (𝑡) + 𝜌𝑣𝑖𝑒𝑤(𝑡) + 𝜌𝑎𝑐𝑡𝑢𝑎𝑡𝑖𝑜𝑛(𝑡) (3)

subject to

𝐷𝐺𝑃𝑠(𝑧𝑣𝑖𝑙(𝑡)) ≤𝐷𝐺𝑃𝑙𝑖𝑚𝑖𝑡(𝑡) (4)

𝑧𝑑𝑎𝑦𝑙𝑖𝑔ℎ𝑡(𝑡) + 𝐼𝑙𝑖𝑔ℎ𝑡𝑖𝑛𝑔(𝑡) ≥ 𝐼𝑠𝑒𝑡(𝑡) (5)

𝑇𝑠𝑒𝑡−ℎ𝑒𝑎𝑡(𝑡) ≤ 𝑇𝑖𝑛(𝑡) ≤ 𝑇𝑠𝑒𝑡−𝑐𝑜𝑜𝑙(𝑡) (6)

𝑄𝐻𝑉 𝐴𝐶 (𝑡) ≤𝑄𝐻𝑉 𝐴𝐶−𝑙𝑖𝑚𝑖𝑡 (7)

The cost for energy, cenergy, cost for demand, cdemand, and penal-

ties for outdoor views, 𝜌view, and facade actuation, 𝜌actuation, for each 
timestep, t, over the optimization horizon, h, is minimized. The glare 
level is determined by the vertical illuminance, zvil, and converted to 
DGPs and constrained to the DGP limit. The desired workplane illumi-

nance level is defined by Iset and provided by the available daylight, 
zdaylight, and artificial lighting, Ilighting. The ambient air temperature, 
Tin, is constrained to reside within the heating, Tset-heat, and cooling, 
Tset-cool, thermostat setpoints. The HVAC system is constrained by a 
maximal capacity, QHVAC-limit. For the cases with HVAC control, the 
MPC controller can narrow the thermostat setpoints, if desired, but it 
cannot exceed them.

The energy cost functions are defined in Equations (8) to (13).

𝑐𝑒𝑛𝑒𝑟𝑔𝑦(𝑡) = 𝑃𝑡𝑜𝑡𝑎𝑙(𝑡) ∗𝑅𝑒𝑛𝑒𝑟𝑔𝑦(𝑡) (8)

𝑐𝑑𝑒𝑚𝑎𝑛𝑑 (𝑡) = Δ
𝑚∑
𝑗=1

𝑚𝑎𝑥(𝑃𝑡𝑜𝑡𝑎𝑙(𝑡)∀𝑡 ∈ 𝑝(𝑗)) ∗𝑅𝑑𝑒𝑚𝑎𝑛𝑑 (𝑗) ∗𝑤𝑑𝑒𝑚𝑎𝑛𝑑 (9)

where

𝑃𝑡𝑜𝑡𝑎𝑙(𝑡) = 𝑃𝑙𝑖𝑔ℎ𝑡𝑖𝑛𝑔(𝑡) + 𝑃𝐻𝑉 𝐴𝐶 (𝑡) + 𝑃𝑒𝑞𝑢𝑖𝑝(𝑡) (10)

𝑃𝑙𝑖𝑔ℎ𝑡𝑖𝑛𝑔(𝑡) = 𝐼𝑙𝑖𝑔ℎ𝑡𝑖𝑛𝑔(𝑡) ∗ 𝜈𝑙𝑖𝑔ℎ𝑡𝑖𝑛𝑔 (11)

𝑃𝐻𝑉 𝐴𝐶 (𝑡) =
{
𝑄𝐻𝑉 𝐴𝐶 (𝑡) ∗ 𝑐𝑜𝑝 if 𝑄𝐻𝑉 𝐴𝐶 (𝑡) ≤ 0
𝑄𝐻𝑉 𝐴𝐶 (𝑡) ∗ 𝜇 else

(12)

𝑇𝑖𝑛(𝑡), 𝑇𝑠𝑙𝑎𝑏(𝑡) =

𝑀𝑅𝐶 (𝑇𝑖𝑛(𝑡− 1), 𝑇𝑠𝑙𝑎𝑏(𝑡− 1), 𝑇𝑜𝑢𝑡(𝑡− 1), 𝑃𝑒𝑞𝑢𝑖𝑝(𝑡− 1),

𝑄𝑜𝑐𝑐(𝑡− 1),𝑄𝐻𝑉 𝐴𝐶 (𝑡− 1), 𝑃𝑙𝑖𝑔ℎ𝑡𝑖𝑛𝑔(𝑡− 1), 𝑧𝑎𝑏𝑠(𝑡− 1),

𝑧𝑡𝑟𝑎(𝑡− 1))

(13)

The cost for energy, cenergy, is defined by the temporal total electric-

ity demand, Ptotal, and the applicable utility rate for energy consump-

tion, Renergy. The cost for peak demand, cdemand, is computed by the 
maximal total electricity demand for each of the demand periods, p, 
the applicable utility rate, Rdemand, and a weighting factor, wdemand, to 
scale monthly demand cost to daily energy cost, e.g., divide demand 
cost by 22 days. The total electricity demand is the sum of lighting 
power, Plighting, HVAC power, PHVAC, and internal equipment power, 
Pequip. The electric lighting power is defined by the demand for arti-

ficial lighting, as determined by Equation (5), subject to the lighting 
power efficiency, 𝜈lighting, which defines a linear relationship of electric 
power versus light output, see Table 3. The electric HVAC power is com-

puted from the sensible HVAC power, QHVAC, with a fixed efficiency 
for cooling and heating. The ambient and slab temperatures are de-
4

rived from a grey box resistance-capacitance thermal model, MRC. The 
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Table 3

Medium office prototype characteristics.

Prototype Medium office building; new construction; 4,982 m2 floor 
area

Perimeter zone 3.1 m (10 ft) wide; 4.6 m (15 ft) deep; 2.7 m high (9 ft)
28.3 offices each in east and west perimeter

44.6 offices each in north and south perimeter

Core zone same dimensions as perimeter; 211.7 offices total

Occupant load 18.6 m2/person

seated person: 73.3 W (sensible)

based on DOE reference schedules

Equipment load 10.8 W/m2 based on DOE reference schedules

Lighting load 10.8 W/m2; 0.017 W/m2lx

Window-to-wall ratio 40%

Reference window SHGC=0.40; Tvis=0.62; U-value=1.6 W/m2K

interior shade; black fabric; 2% openness factor

80% lowered all year

Electrochromic window 3 equally sized horizontal zones; 4 control states

SHGC (clear to dark): [0.42, 0.16, 0.12, 0.10]

Tvis (clear to dark): [0.60, 0.18, 0.06, 0.01]

U-value=1.6 W/m2K

Thermal mass 10.1 cm (4 in) thick concrete slab

Lighting controls 300 lx with daylight dimming (0–100%)

vacancy control based on DOE reference schedules

HVAC system cooling: 24.0–26.5 ◦C; heating: 15.5–21.0 ◦C
setpoints based on DOE reference schedules

COP=3.23; heating efficiency=0.8

Occupant viewpoint parallel to window due right; room centered

1.5 m from window; 1.2 m height

inputs to the RC model are ambient and slab temperatures of the previ-

ous timestep, outdoor dry-bulb temperature, internal equipment power 
use, sensible occupant load, sensible HVAC power, lighting power, and 
vectors of absorbed and transmitted solar irradiation, zabs and ztra, for 
the respective window layers and room surfaces. The parameters for 
resistors and capacitors of the MRC model were dynamically tuned at 
runtime, i.e., every two days in this study, with respective observations 
from the emulator. See [17] for method of calculation. The predicted 
room air temperature from the MPC controller is converted to thermo-

stat cooling and heating setpoints using a pre-defined deadband of 0 
and 0.2 K respectively when pre-cooling and 0.2 and 0 K respectively 
when pre-heating. Otherwise, the setpoints passed to the building are 
not changed, i.e., follow the time of day setpoint schedule.

The penalty functions are defined in Equations (14) to (16).

𝜌𝑣𝑖𝑒𝑤(𝑡) ≥
𝑓∑
𝑛=1

[𝑚𝑎𝑥(𝐴𝑠𝑡𝑎𝑡𝑒(𝑠)∀𝑠 ∈ {1,… , 𝑎}) − 𝑢(𝑛, 𝑡)] ∗𝑤𝑣𝑖𝑒𝑤 (14)

𝜌𝑎𝑐𝑡𝑢𝑎𝑡𝑖𝑜𝑛(𝑡) =
𝑓∑
𝑛=1

∥ Δ𝑢(𝑛, 𝑡) ∥∗𝑤𝑎𝑐𝑡𝑢𝑎𝑡𝑖𝑜𝑛 (15)

where

𝑢(𝑛, 𝑡) =
𝑎∑
𝑠=1

𝐴𝑠𝑡𝑎𝑡𝑒(𝑠) ∗ 𝑏𝑓𝑠𝑡𝑎𝑡𝑒(𝑛, 𝑠, 𝑡) (16)

Penalties are mathematical formulations to enforce desired behavior 
of the MPC control. The desire to keep an unobstructed view towards 
the outdoors is implemented with a view penalty for the difference be-

tween the most clear tint state, defined by the maximum of all tint states 
Astate for all states, a, and the current tint state, u. The weighting factor 
wview is added to trade-off view versus energy and demand cost. An-

other penalty is implemented to reduce the actuation of the dynamic 
facade to limit occupant disturbance. The absolute of the derivative of 
the tint state is penalized with a weighting factor, wactuation. The cur-

rent tint state is determined with the lookup table, Astate, and the binary 
lookup variable. Note that in order to evaluate the technical potential, 

only the actuation penalty was used in this study.
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Table 4

Overview of tariffs for summer season.

Weekday peak price [$/kW] Weekday period

Name All time off-peak on-peak on/off ratio Months off-peak on-peak

TOU-high 21.1 0.0 21.9 2.0 May-Nov 22-8 h 12–18 h

TOU-low 0.0 2.4 14.8 6.2 Jun-Oct 21-9 h 9–21 h

TOU-late 12.4 0.0 32.1 3.6 May-Oct 21-16 h 16–21 h

Flat-high 3.8 0.0 0.0 1.0 all year all day –

Flat-low 14.8 0.0 0.0 1.0 Jun-Oct all day –
2.2. Performance evaluation

Building energy use was emulated using a Modelica2 building 
physics model to determine the window and room heat balance, Radi-

ance3 three-phase method for solar radiation and daylight illuminance 
levels, Radiance five-phase method [23] for glare analysis (enhanced 
simplified daylight glare probability, eDGPs [21]), and Python-based 
tools to manage input data, such as weather data and occupancy sched-

ules. Control setpoints were determined interactively with the emulator 
through a timestep-to-timestep interactive co-simulation at each five 
minute timestep. Forecast data were generated directly from simulated 
weather data without forecast uncertainty. A detailed description of the 
simulation model is given in S.2 Description of Building Prototype.

The U.S. Department of Energy (DOE) prototypical medium office 
building [24] was modeled using four perimeter cellular offices and one 
core zone. The prototype was modified to include dual-pane windows 
and daylight dimming controls. Scheduled equipment and occupant 
loads were the same for all modeled cases. Salient building characteris-

tics are summarized in Table 3. Results were scaled to a whole building 
assuming adiabatic conditions between zones. Parametric simulations 
were performed to evaluate DR performance, totaling 1,280 conditions. 
The conditions include all 16 U.S. climate zones, five tariffs introduced 
in Table 4, one reference, and three test cases introduced in Table 1. 
Detailed descriptions are given in the Supplementary Materials.

At the perimeter zone level, annual critical peak electricity demand 
savings were computed based on the maximum non-coincident 15-min 
peak load that occurred during the critical on-peak demand period de-

fined by the TOU-high tariff, i.e., the on-peak period on weekdays from 
12:00 to 18:00 for the summer period (May through October). The 
TOU-high tariff is indicative of when DR reductions across the grid are 
most needed, as represented by the stringent price difference between 
off- and on-peak periods. The TOU tariffs specify stacked prices for the 
peak demand, which consist of the all-time monthly peak and the peak 
during the on- or off-peak periods. For example the total cost for TOU-

high with a peak during the off-peak period would be 21.1 $/kW plus 
0.0 $/kW which equals 21.1 $/kW, and during the on-peak period it 
would be 21.1 $/kW plus 21.9 $/kW which equals 43.0 $/kW, and re-

sults in a cost ratio between on- and off-peak of 2.0.

All cases were evaluated based on the maximal peak demand dur-

ing this critical on-peak period. This evaluation method enabled equi-

table comparisons between load shapes resulting from the three con-

trol strategies. Non-coincident demand savings were determined by the 
whole summer period in which the reference or test case peak load oc-

curred (e.g., reference: July 7 at 16:45; test case: August 21 at 16:00). 
Note, to compute the peak, all load profiles were resampled to a typ-

ical utility accounting period of 15 minutes. The simulation timestep 
was 5 minutes, hence the hourly load schedules and hourly weather 
data were linearly interpolated. For whole building demand savings, 
load profiles for the perimeter zones and core zone were scaled and 
summed on a temporal basis, resulting in a whole building load profile 
for each 15 min time step of the critical period. Critical peak demand 

2 https://modelica .org/.
5

3 https://www .radiance -online .org/.
savings were computed using the same methods used at the perimeter 
zone level. Coordinated control between perimeter zones or the central 
plant was not implemented in this study, so whole building demand 
reductions represent a conservative estimate.

The HVAC thermostat schedule was not ramped, i.e., the whole 
building was set to occupied when DOE prototype occupancy factors 
were greater than 10%. Equipment and occupant load schedules were 
ramped based on the DOE prototype schedules. Numerical implementa-

tion of the algorithms is described in detail in [17]. Physical implemen-

tation and testing of earlier MPC prototypes is described in [25].

3. Results

The data was analyzed for individual perimeter orientations and at 
the whole building level, where perimeter and core loads were ag-

gregated to a whole building equivalent to the DOE medium office 
prototype. See Section 2.2, Table 3, and the Supplementary Materials 
for more details. All data is reported as site energy. The results section 
is structured based on the four core metrics:

• Peak Demand Savings: The annual non-coincident peak demand 
is defined as the highest 15-min average electricity demand for 
the most critical period. The most critical period is defined as the 
TOU-high tariff’s most expensive on-peak period on weekdays from 
12:00 to 18:00, May through October.

• Energy Cost Savings: The annual energy cost is the resulting elec-

tricity cost for each of the tariffs shown in Table 4 and cost for 
natural gas from heating demand. The electricity cost includes the 
cost for energy and peak demand, where applicable. The cost for 
natural gas was taken from the individual DOE medium office pro-

totype buildings for each of the 16 climates.

• Electricity Savings: The annual electricity consumption is the sum 
of all electricity demand throughout the year.

• Emission Savings: The annual greenhouse gas (GHG) emissions are 
defined by the combined carbon dioxide (CO2) equivalent emis-

sions. Electricity emission factors include combustion and precom-

bustion for the 2030 mid-case scenario with 95% decarboniza-

tion by 2050 as provided by the Cambium tool [26]. Emissions 
from natural gas are computed with a 14.4 kg CO2-equivalent per 
MMBtu, per U.S. Environmental Protection Agency report [27]. See 
the Supplemental Materials for more information.

The results section first provides an overview of the benefits at the 
building level, Fig. 2 and individual perimeter level, Fig. 3, followed by 
subsections for each of the core metrics. The Appendix provides a full 
overview of the building-level savings. Individual perimeter results are 
provided on request.

3.1. Critical peak demand savings

At the whole building level the annual peak demand savings for the 
TOU-high tariff are evenly distributed across the 16 climate zones, see 
Fig. 2 and Table 5. Reductions from the three control scenarios across 
all climates complement each other, with median savings of 6.6% for 

Heuristic-EC, MPC-EC more than doubling the savings to 14.0%, and 

https://modelica.org/
https://www.radiance-online.org/
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Table 5

Critical peak demand savings across five tariffs and sixteen climates.

Orientation Unit
Heuristic EC MPC EC MPC EC & HVAC

min med. max min med. max min med. max

South
% 14.3 20.2 27.0 29.2 36.4 44.2 29.4 40.7 49.7

W/m2 5.0 7.8 10.8 10.3 13.9 17.6 10.5 15.9 19.8

West
% 23.2 31.1 34.6 33.2 44.6 51.3 33.3 46.8 55.4

W/m2 7.6 12.3 13.7 13.2 17.4 19.9 13.3 17.9 21.9

East
% 4.1 8.8 14.5 0.7 29.6 37.4 12.5 32.4 41.6

W/m2 1.1 2.4 4.5 0.2 8.5 11.6 3.5 9.3 12.2

North
% 10.0 17.1 20.5 10.5 25.0 32.7 10.8 27.6 39.7

W/m2 2.7 4.3 5.4 2.8 6.8 8.8 2.9 7.3 10.8

Building
% 3.4 6.6 8.5 8.0 14.0 15.8 8.2 15.7 19.8

W/m2 0.9 1.9 2.4 2.3 3.9 4.4 2.4 4.4 5.6
Fig. 2. Savings at the medium office building level for the TOU-high tariff across 
the 16 climate zones with integrated MPC-EC&HVAC control strategy. Annual 
non-coincident demand savings in kW (blue), energy cost savings in k$ (or-

ange), electricity savings in MWh (green), and emission savings in tCO2 (red).

marginal improvement to 15.7% for integrated MPC-EC&HVAC control. 
Further analyzing the per-climate savings for the TOU-high tariff and 
integrated MPC-EC&HVAC scenario, Fig. 2, the savings range between 
14.6 to 27.8 kW for the whole medium office building, with climate 
zones 5b (Boulder, CO – cool and dry) and 4a (Baltimore, MD – mixed 
humid) at the bottom end and climate zones 4b (Albuquerque, NM – 
mixed dry) and 3bc (Los Angeles, CA – warm marine) at the top end.

At the perimeter level demand savings are more significant. The 
south and west facing perimeters showed the highest savings, with up 
to 45.8% and 52.0% peak demand savings, respectively, while the east 
and north perimeters showed savings up to 37.4% and 35.9%, respec-

tively. Note that all normalized perimeter savings, i.e., peak demand 
reduction per square-meter floor space, were an order of magnitude 
higher than at the whole building level. For example, the maximal peak 
demand savings for a south-facing perimeter were 19.8 W/m2 while at 
the building level the maximal demand reductions were only 5.6 W/m2. 
This is due to the perimeter-to-core aspect ratio of the floor plate and 
facade orientations. The medium office building was modeled with a 
6

1:1.5 perimeter-to-core aspect ratio, with the longer facades facing due 
Fig. 3. Savings at the perimeter level across the 16 climate zones and five tar-

iffs. The three control strategies Heuristic-EC, MPC-EC, and MPC-EC&HVAC are 
shown on the x-axis. The columns of subplots correspond to the cardinal perime-

ter orientations and the rows of subplots correspond to the four core metrics.

north and south. The median whole building demand savings were 
about one quarter of those for individual perimeter zones, and maximal 
whole building savings were about three times lower than individual 
perimeter zone savings. These differences in magnitude of savings can 
be attributed to dilution of perimeter zone savings when aggregating 
the individual load profiles with the large core zone. Smaller, perime-

ter zone dominated buildings will have greater whole building demand 
savings.

It is important to understand how savings occur on a temporal 
basis. Fig. 4 illustrates the internal control mechanisms for a south-

facing perimeter office on a sunny day in June. The first subplot shows 
the marginal difference in load demand, mainly in the early morning 
and late afternoon hours, between the shade reference case and the 
Heuristic-EC case. The peak demand during the peak period from 12:00 
to 18:00 is equivalent. Adding smart controls through MPC-EC leverages 
the EC technology and drastically reduces both, the total energy and 
peak demand by about one third, illustrated as the shaded gray area. 
Integrating the MPC-EC&HVAC systems further reduces the daytime 

energy and peak demand by utilizing the pre-cooling strategy. Hereby 
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Fig. 4. 15 minute electric demand profiles, in W, on a clear sunny day in June, south-facing perimeter office, climate zone 3bc (Los Angeles, CA – warm marine), 
TOU-high. Left: shade Reference case, black solid line, and Heuristic-EC, dotted outline, with load reductions shaded in beige. Middle: MPC-EC control profile, dotted 
outline, with reductions due to MPC control of the EC window shaded in gray. Right: MPC-EC&HVAC control profile, dotted outline, with the load shift from the 
MPC-EC window and thermostat control for load reduction shaded in green and the load increase shaded in red.

Fig. 5. Difference between hourly electric demand per time of day for the year, normalized by annual peak load (40.4 W/m2 floor area) of the shade Reference case. 
South-facing perimeter office, climate zone 3bc (Los Angeles, CA – warm marine), TOU-high. Top: Normalized difference between the shade reference case and the 
Heuristic-EC control. Middle: Normalized difference between the Heuristic-EC control and the MPC-EC control. Bottom: Normalized difference between the MPC-EC 
control and the integrated MPC-EC&HVAC.
the HVAC system is controlled to reduce the temperature setpoint dur-

ing the night to thermally charge the mass of the building, e.g., slab, 
furniture, walls, etc., shown as shaded red area, and then release the 
energy during the daytime to offset HVAC demand, shown as shaded 
green area. Given the reduced HVAC load, the EC windows can respond 
with brighter tint levels, permitting more daylight and offsetting elec-

tric lighting. Lighting and cooling loads are reduced to minimum levels, 
with the remaining load attributable to uncontrollable internal equip-

ment.

Extrapolating this analysis for a full year, shown in Fig. 5, the tran-

sition from the shade reference case to the Heuristic-EC control yields 
diverse savings throughout the year. In winter this transition largely re-

duces consumption during the daytime, indicated as the dark blue area 
in the center line of the first subplot, and moderately reduces consump-

tion in the morning and afternoon hours. Controversially, in summer 
the benefit of the Heuristic-EC case vanishes during the daytime, while 
moderate reductions during the morning and evening hours remain. 
This is consistent with Fig. 4 first subplot showing an example for a 
sunny day in June. On rare occasions during the transitional seasons the 
electricity demand is slightly increased, shown as lightly shaded red ar-

eas mainly around end of May and mid-August during the daytime. The 
transition to electrochromic windows does not alter the nighttime con-

sumption, indicated by the white area, except for some rare occasions 
during the fall season where reduced daytime loads lead to less residual 
7

cooling demand in the evening hours. The incremental benefit of adding 
MPC-EC is shown in the second subplot. Savings are substantial and con-

sistent throughout the year, indicated by the consistent dark blue area, 
which is again consistent with the second subplot in Fig. 4. The high-

est savings occur during the transitional seasons at mid-day. The last 
subplot shows the incremental benefit of integrating MPC-EC&HVAC. 
It can be seen that for the summer period the controller utilizes the 
pre-cooling strategy illustrated in the last subplot in Fig. 4, where ther-

mal mass is charged at night, indicated by greater electricity demand 
in the late night and early morning hours shown in red, and released 
during the daytime, indicated by the reduced demand in blue. The ver-

tical white gaps without load alternation indicate weekends where the 
controller does not request pre-cooling. However, on Sunday afternoons 
the controller typically starts to pre-cool and prepare for the upcoming 
occupancy and solar gains on Monday. On the other hand in the win-

ter season pre-cooling is utilized to a much lesser degree, with a load 
increase lasting only for a few hours instead of all night, as it is in the 
summer. An example of the thermostat and tint patterns for the three 
electrochromic control cases is given in the Appendix with Figs. A-1 and 
A-2.

To illustrate the stable control that MPC can provide across a range 
of weather conditions, load conditions, and climates, Fig. 6 illustrates 
the daily peak demand for each day of the critical period, i.e., May 
through October for both the TOU-high tariff with peak period from 
12:00 to 18:00, left column of plots, and the TOU-late tariff, with a 

peak period from 16:00 to 21:00, right column of plots. The daily peak 
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Fig. 6. Daily whole building peak demand savings, defined by the TOU-high tariff (May through October) from 12:00 to 18:00 (left plots) and for the TOU-late 
tariff from 16:00 to 21:00 (right plots) between the shade Reference case versus MPC-EC (upper plots) and MPC-EC&HVAC (lower plots). The primary y-axis shows 
absolute savings, the secondary y-axis shows a second scale with savings normalized by the building floor area. Average daily global horizontal solar irradiation 
(W/m2) over the peak period is binned in 50 W/m2 increments and shown on the x-axis. Outliers are colored by climate zone.
is plotted versus the average global horizontal solar irradiation (GHI) 
during the peak period. It can be seen that the daily critical load reduc-

tions were fairly insensitive to varying weather conditions and the two 
critical peak periods. Significant critical peak demand reductions oc-

curred on both cloudy days, when solar GHI was low and the expected 
renewable energy output was reduced and there was a higher depen-

dency on electrical energy storage, and on sunny days, when the GHI 
was high. Outlier data with reduced savings is colored based on the cli-

mate zone. Note that an intermittent reduction in peak demand savings 
can be caused by weather conditions or poor control decisions of the 
MPC, but it does not necessarily propagate to annual demand savings. 
For example, the climate zone 5b (Bolder, CO – cool dry) had two out-

liers between the 400 and 500 W/m2 average GHI, each marked as a 
red x, for both the MPC-EC and MPC-EC&HVAC cases. These outliers 
momentarily decreased the daily demand savings from about 25 kW 
to 10 kW. However, the total building demand of 118.9 kW for this 
day remained significantly lower than highest annual critical peak of 
129.1 kW for the MPC-EC&HVAC case, and therefore the impact of 
such outliers were negligible. When solar GHI levels were very low, de-

mand savings decreased. However, most climates in the U.S. represent 
a cooling-driven peak for the DOE medium office building typically and 
are driven by days with high solar GHI and temperatures. The reduced 
peak demand savings during low solar GHI days are of less relevance in 
support of the electric power grid. Savings of the dynamic facade sys-

tem remained apparent even after sunset, i.e., when average GHI was 
near zero, due to dynamic solar control to decrease residual HVAC load 
and manage daylight to offset electric lighting.

The five different tariff schedules applied in this study represent 
different structures, with and without time-varying rates, and with 
and without critical peak demand charges. Fig. 7 illustrates the price-

responsiveness as a result of these structural and magnitudinal dif-

ferences as incremental energy and demand savings across the three 
control cases. For energy savings, in the upper row of plots, the load 
shift strategy through pre-cooling is apparent for most of the MPC-

EC&HVAC tariffs, except the Flat-high tariff. During the off-peak time, 
8

first subplot, energy savings are negative, i.e., pre-cooling leads to in-
Fig. 7. Price responsiveness with different tariff schedules on building level en-

ergy demand, in MWh, (upper plots) and non-coincident peak demand, in kW, 
(lower plots) savings for three control cases across the 16 U.S. climate zones. 
Box-plots are shown as an incremental benefit between the shade reference, 
Heuristic-EC (blue), MPC-EC (orange), and MPC-EC&HVAC (brown) cases. The 
savings are shown for the summer season defined by the TOU-high tariff (May 
through October) and for three periods of off-peak from 22:00 to 08:00 week-

days and all day weekends (left column), mid-peak from 08:00 to 12:00 and 
18:00 to 22:00 (middle column), and on-peak from 12:00 to 18:00 (right col-

umn). Load or energy use reductions, where savings are positive, are indicated 
by the shaded green area and increases, where savings are negative, are indi-

cated by the shaded red area. The x-axis shows the results for the specific tariff. 
Note that load profiles that originated from the five different tariff schedules 
were re-evaluated based on the TOU-high periods. Results for the Heuristic-EC 
and MPC-EC cases did not vary with tariff and are marked with “All”.

creased demand in comparison to the MPC-EC case. This allows for 
decreased energy demand during the mid-peak and on-peak periods, 
see middle and right subplots. The magnitude of energy increase dur-
ing the off-peak time determines the energy shifted, and therefore the 
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Table 6

Energy cost savings across five tariffs and sixteen climates.

Orientation Unit
Heuristic EC MPC EC MPC EC & HVAC

min med. max min med. max min med. max

South
% 11.6 16.8 20.6 25.4 32.0 35.6 27.2 33.8 38.5

$/m2 1.2 1.8 5.2 2.3 3.4 9.7 2.5 3.6 11.0

West
% 18.6 26.3 31.6 24.4 34.0 38.5 23.9 36.5 41.6

$/m2 1.4 2.7 9.0 1.9 3.4 11.3 2.0 3.8 12.5

East
% 22.0 24.8 30.2 23.4 31.9 38.7 26.6 36.2 44.4

$/m2 2.0 2.7 8.6 2.3 3.6 10.7 2.7 4.1 12.6

North
% 13.6 18.2 21.3 20.9 24.7 27.6 20.4 26.7 33.6

$/m2 0.9 1.9 5.2 1.5 2.4 6.6 1.5 2.4 8.7

Building
% 6.7 8.1 8.7 9.2 11.4 12.9 8.6 11.2 13.5

$/m2 0.2 0.7 1.2 0.3 0.9 1.8 0.3 0.9 1.8
achieved energy reduction in the subsequent periods. This is a com-

plex relationship between the underlying building plug load and HVAC 
demand, occupancy, weather conditions, as well as the tariff structure 
and cost magnitudes. For example, the TOU-low tariff leads to the high-

est increase during off-peak and the highest decrease during mid-peak. 
However, the energy savings during the most expensive on-peak period 
are lower than these for the TOU-high tariff. This is due to the control 
decision when and how long to pre-cool and how to release the ther-

mal mass, see also Fig. 5. Even though energy demand is increased, the 
MPC controller is able to manage and optimize the demand to avoid in-

creasing the monthly and annual peak demands. For all cases the MPC 
controller is able to decrease the peak demand while increasing the en-

ergy consumption for pre-cooling during the off-peak period. Based on 
the amount of pre-cooling provided, the critical peak demand during 
the on-peak period, last subplot in the lower row of plots, is reduced 
accordingly. It can be seen that the TOU-high tariff leads to highest 
incremental critical peak demand savings for the MPC-EC&HVAC case 
over the MPC-EC case with reductions up to 7.5 kW (Los Angeles, CA – 
warm marine) followed by TOU-late with up to 6.9 kW (Duluth, MN – 
very cold). The TOU-low and Flat-low tariffs lead to equivalent savings 
of up to 5.2 kW, and Flat-high tariff leads to savings of up to 2.2 kW.

3.2. Annual energy cost savings

At the whole building level the annual energy cost savings for the 
TOU-high tariff are equivalent for most of the 16 climate zones but they 
tend to decrease in colder climates such as climate zones 7 (Duluth, 
MN – very cold) and 8 (Fairbanks, AK – subarctic), see Fig. 2 and Ta-

ble 6. The median energy cost savings for replacing the shade reference 
case with the heuristically controlled ECs are 8.1% or 0.7 $/m2. While 
median savings for the MPC-EC case significantly increase to 11.4%, the 
MPC-EC&HVAC case shows similar median savings of 11.2%. The lack 
of benefit with integration of the HVAC system can be attributed to mix 
of tariffs within the statistics. See Fig. 7 and the subsequent description 
for more information.

Similar to the critical peak demand savings, the energy cost savings 
are more significant at the perimeter level. The trend of large incre-

mental savings between the shade Reference and Heuristic-EC cases, 
and between the Heuristic-EC and MPC-EC cases persists. Depending 
on the orientation, the incremental median savings between MPC-EC 
and MPC-EC&HVAC are negligible for the south, west, and north orien-

tations, 1.8, 2.5, and 2.0% respectively, and moderate 4.3% for the east 
orientation.

3.3. Annual electricity savings

At the whole building level the annual electricity savings for the 
TOU-high tariff vary between 46.4 MWh for climate zone 8 (Fair-
9

banks, AK – subarctic) and 70.7 MWh for climate zone 3b (Las Vegas, 
NV – warm dry), see Fig. 2 and Table 7. The median electricity sav-

ings for Heuristic-EC are 8.1% or 9.1 kWh/m2, for MPC-EC case are 
11.4% or 12.9 MWh/m2, and for MPC-EC&HVAC case are 10.9% or

12.2 kWh/m2. Note that optimizing for minimal energy cost might 
cause utilization of pre-cooling strategies with the MPC-EC&HVAC case 
where total electricity demand might increase but demand during the 
critical periods decreases, see Fig. 7 and subsequent description. The 
MPC-EC&HVAC control was designed to minimize heating and cooling 
loads, but since heating energy was supplied by natural gas in the pro-

totype building, it was not included in annual electricity use data.

The electricity savings at the perimeter level are equivalent for 
the south, west, and east orientations for both the MPC-EC and MPC-

EC&HVAC cases, with savings reaching up to 33.4% or 38.9 kWh/m2. 
The savings for the south orientation for Heuristic-EC are equivalent 
to those for all control cases facing north, with savings reaching up to 
27.1% or 27.8 kWh/m2. As with the other metrics, the savings at the 
perimeter level are significantly less than at the building level due to 
the core to perimeter aspect ratio.

3.4. Emission savings

The emission savings for both, the building and perimeter level fol-

low the same trend as the electricity savings. The savings vary between 
4.3 tCO2 for climate zone 8 (Fairbanks, AK – subarctic) and 7.4 tCO2

for climate zone 3b (Las Vegas, NV – warm dry), see Fig. 2 and Ta-

ble 8. Median building level savings are 7.2% for Heuristic-EC, 9.9% for 
MPC-EC, and 8.0% for MPC-EC&HVAC. Note that similar to electricity 
savings, the reduction of emissions was not part of the objective of the 
MPC controller, and techniques such as pre-cooling might increase the 
overall emissions.

4. Discussion

4.1. Demand response potential and applicability

Historically, DR potential is cost effective for cases where the over-

all cost of implementing DR is lower than the cost of energy supply, 
such as peaking generators. In the case of intermittent renewable energy 
sources, however, the question of how DR should be priced in terms of 
investment and operational costs is one of the most fundamental ques-

tions when evaluating the economic potential of DR options [28]. In a 
study by Brouwer et al. [29] for example, the investment cost of DR 
options for a variety of industrial, residential, and tertiary measures 
were provided as inputs to a larger impact analysis of least cost options 
for integrating intermittent renewables into low-carbon power systems. 
The Resource adequacy (RA) metric quantifies how DR contributes to 
shedding or shifting critical peak demand of the utility’s power system, 
which in turn reduces the amount of generating capacity required to 

maintain system adequacy. The RA values in Brouwer et al. included 
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Table 7

Energy savings across five tariffs and sixteen climates.

Orientation Unit
Heuristic EC MPC EC MPC EC & HVAC

min med. max min med. max min med. max

South
% 13.7 16.3 18.6 27.8 31.7 34.0 25.5 30.3 33.4

kWh/m2 14.5 17.6 20.6 26.9 34.4 39.1 24.7 33.0 38.9

West
% 21.1 25.3 27.0 25.1 30.8 33.0 23.2 29.3 32.6

kWh/m2 19.6 26.6 30.9 23.3 32.5 38.1 21.5 30.8 37.8

East
% 22.4 24.7 26.8 25.2 30.1 33.2 24.7 28.8 32.6

kWh/m2 21.5 25.9 31.3 23.9 32.0 38.8 23.8 30.8 38.4

North
% 18.6 21.3 22.2 22.5 26.2 27.1 20.6 24.7 26.6

kWh/m2 16.6 20.5 23.1 20.1 25.3 27.8 18.4 23.8 27.5

Building
% 6.7 8.1 8.6 9.2 11.4 12.3 8.4 10.9 12.3

kWh/m2 7.1 9.1 9.9 9.7 12.9 14.2 9.0 12.2 14.2

Table 8

Emission savings across five tariffs and sixteen climates.

Orientation Unit
Heuristic EC MPC EC MPC EC & HVAC

min med. max min med. max min med. max

South
% 10.0 14.0 16.2 19.9 26.5 28.9 15.0 22.0 28.0

kgCO2/m2 1.4 2.1 2.5 2.8 4.0 4.6 2.1 3.3 4.5

West
% 16.6 22.5 25.0 19.4 26.9 29.9 14.1 22.0 28.8

kgCO2/m2 2.4 3.4 4.1 2.8 4.0 4.9 2.1 3.3 4.8

East
% 16.9 20.8 23.0 16.7 25.1 28.1 14.7 21.0 27.0

kgCO2/m2 2.3 3.0 3.7 2.2 3.6 4.5 2.1 3.0 4.4

North
% 13.8 17.4 18.8 16.7 21.4 22.8 11.0 16.5 21.4

kgCO2/m2 2.0 2.3 2.8 2.4 2.9 3.3 1.6 2.3 3.2

Building
% 5.4 7.2 7.8 7.3 9.9 10.7 5.3 8.0 10.4

kgCO2/m2 0.8 1.1 1.2 1.1 1.5 1.7 0.8 1.2 1.6
43 $/kW for a 2 h shift in freezer/refrigerator load by switching off 
the appliance or 100 $/kW for a 6 h delay in use of washing ma-

chines and dryers (assuming a 1.0 Euro to U.S. dollar conversion rate). 
Attitudinal, societal, and other market factors were then used to deter-

mine achievable DR potentials. Satchwell et al. [30] used hourly net 
load savings and hourly marginal system costs for energy, generation 
capacity, ancillary services, and transmission capacity to disaggregate 
the economic benefits of energy efficiency (EE) and demand flexibil-

ity (DF) on a regional basis throughout the U.S. The data were used to 
define a national roadmap for grid interactive efficient building tech-

nologies. HVAC and envelope EE and DF measures were identified as 
the single largest drivers of impact estimates and provided the largest 
aggregate energy and peak demand savings of all analyzed end uses be-

cause net demand savings from these measures occurred during critical 
peak demand periods. Envelope measures included dynamic windows 
and operable window attachments, such as shades.

The scope of this study did not include the complexity of the 
Brouwer or Satchwell analysis methods. Instead, RA was calculated us-

ing methods described by Alstone et al. (Table G-36) in [31] where, 
for example, DR-enabled dimmable lighting controls were estimated 
to have RA values of 438 to 1,239 $/kW for small and large offices. 
EC windows are estimated to have an incremental cost of 400 $/m2-

window compared to the reference window (dual-pane, spectrally-

selective, low-emittance). With increased maturation of the market and 
introduction of cost-competitive, solution-based EC windows [8], costs 
are projected to decrease to 100 $/m2-window. Advances in wireless 
networking and communications, as well as battery and/or photovoltaic 
(PV) energy supply to EC windows and motorized shading attachments, 
are also anticipated to drive installation costs down, opening the oppor-

tunity for broader adoption of dynamic window technologies in both 
10

new and retrofit construction. Co-benefits reduce the capital cost of a 
technology for DR by a defined fraction since many advanced tech-

nologies are installed for reasons other than DR. In the case of lighting 
controls, for example, Alstone et al. estimated the fraction of co-benefits 
to be 75% since this technology is installed largely for energy efficiency. 
Co-benefits for dynamic windows (discussed below) include reduced en-

ergy cost, increased energy efficiency, view, visual and thermal comfort, 
and reduced HVAC capacity.

• For the median whole building annual critical peak demand reduc-

tion of 24.3 kW (TOU-high, 16 climate zones) with an incremental 
cost of 400 or 100 $/m2-window, the RA credit for the MPC-

EC&HVAC system is 1,302 or 326 $/kW, respectively, assuming 
90% co-benefits, or 43.4 or 10.9 $/kW per year over the 30 year 
estimated life of the window.

• If the customer has already committed to use of dynamic win-

dows with automated control for other reasons, then the added 
cost for MPC versus heuristic control is estimated to be 10 $/m2-

window for additional MPC software and sensor requirements. The 
incremental median demand reduction is 10.1 kW. With 50% co-

benefits for increased energy efficiency, the RA credit is 392 $/kW 
or $ 3,960 total. If the cost is defrayed over the 30-year life of the 
installation, then the RA credit is 13.1 $/kW or $ 132 per year over 
30 years.

Note, these RA values are specific to the prototypical medium com-

mercial office building and reflect operational RA, not including long 
term structural changes to the grid. Also note that we were unable to 
isolate EC window shed and shift demand reductions based on energy 
efficiency and demand flexibility from those due to HVAC control be-

cause of the integrated systems MPC approach used for determining 

control states.
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Critical peak demand savings were evenly distributed across the 
three control scenarios, see Fig. 7, with median savings of 9.1, 9.9, 
and 4.2 kW per building, respectively for the Heuristic-EC, MPC-EC, 
and MPC-EC&HVAC cases and TOU-high tariff. The TOU tariffs had 
time-dependent rates where, depending on the time of day, demand 
rates increased significantly with the intention of triggering local DR 
control of distributed resources to reduce global stress on the electric 
power grid. The flat tariffs also included a demand charge which, while 
lower than the TOU rates, still served to shape demand responsive con-

trol. The first sharp reduction in critical peak demand compared to the 
reference case was due to use of the Heuristic-EC technology where 
variable solar-optical control offset lighting and cooling loads. Further 
reduction was achieved with MPC-EC where solar gain and daylight 
tradeoffs were made on a timestep basis. With MPC-EC&HVAC control, 
demand savings increased incrementally with the addition of control-

lable thermal storage via pre-conditioning of the floor. While most 
MPC-EC&HVAC cases utilized pre-conditioning of the space to shift de-

mand from peak periods, and therefore reducing critical peak demand, 
the Flat-high tariff did not lead to pre-cooling. However, even without 
pre-cooling the peak demand during the off-peak and mid-peak periods 
was reduced significantly, by utilizing smart thermostat control to avoid 
morning peaks. Note that reduction of morning peaks, especially after 
the weekend with wider temperature bounds (i.e., Monday mornings) 
had a significant contribution to the off-peak and mid-peak savings. As 
demonstrated in the modeled example in Section 3.1, MPC-EC&HVAC 
control provided an additional advantage in that it was able to adapt to 
tariff changes. The critical peak of the electric power grid varies in time 
and magnitude based on local mix of buildings and customer types, and 
level of DER adoption. In California, for example, PV has a large mar-

ket share which has led to fast ramping demand in the evening hours, 
when PV generation decreases to zero during sunset. MPC can continue 
to minimize peak demand over this transitional period of the electric 
power grid.

Ensuring resilience of buildings to fluctuations in energy supply dur-

ing periods of extreme weather events or power outages is another 
aspect of a low-carbon future [32]. With MPC forecasting, integrated 
control of solar gains could serve to pre-condition the building in antic-

ipation of the event, enabling comfortable conditions to extend poten-

tially for a longer period after a power outage (i.e., passive survivability 
[33]). Some EC windows require a small amount of standby power to 
maintain the windows in a tinted state. If self-powered via photovoltaics 
and battery storage, the EC windows or motorized shades could enable 
continued solar control. Such logic for scarcity events could be incor-

porated in the MPC controller. Note that resilience and DR flexibility 
objectives may not necessarily be aligned since more stringent solar 
control could decrease DR lighting energy savings. Additional analysis 
is needed to determine the extent to which the two objectives differ. 
For forecasted weather events or planned outages, alternate logic for 
resilience could be included with DR control.

The end goal of transitioning to renewable energy sources is to re-

duce GHG emissions. As stated previously, this study’s control objective 
was to minimize energy cost, not GHG emissions, with the assump-

tion that the electricity tariff structure reflected time-dependent clean 
energy supply and would therefore shape the building’s load profile ac-

cordingly. Resultant median whole building carbon emission reductions 
were 7.2 to 9.9%. As a precursor to potential findings had we explicitly 
modeled the controls to minimize GHG emissions, we look to outcomes 
from other studies. Zhang et al. [34] found that controls designed to 
respond to both variable marginal emission factors (MEF) and electric-

ity price resulted in either increased carbon emissions or electricity cost 
of a campus building cluster, depending on the correlation between 
price and MEF. In the face of climate-induced extreme events, Levin 
et al. [35] argues that price signals alone are insufficient to drive im-

provements in power system resiliency: enhanced reliability metrics are 
needed to drive investments towards more equitable power solutions, 
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particularly for vulnerable populations that can be disproportionately 
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affected by power outages. Determining whether controls should be 
focused primarily on GHG emissions and societal impacts instead of 
financial impacts is clearly a topic of continuing discussion. Assessing 
the impacts of such control requires further in-depth investigation. Co-

ordination of DR analyses with life cycle GHG emission assessments 
(material and operating GHG emissions) will be an area of investiga-

tion in the newly initiated International Energy Agency Solar Heating 
and Cooling Program4 Task 70.

4.2. Co-benefits

Co-benefits are not included in the RA calculation and are used to 
justify the remaining cost of the installation, i.e., 90%, not addressed 
by possible DR utility incentives. The co-benefits of the dynamic win-

dows are multi-fold and in part qualitative, which makes them difficult 
to assess thoroughly. As shown in the Results section, energy use and 
operating cost decreases significantly with dynamic windows and inte-

grated controls. For all MPC control strategies, even those that involved 
nighttime pre-cooling of the building’s thermal mass, annual electricity 
use was lower than that of the Reference and Heuristic-EC cases. Ad-

ditional reductions in HVAC capital and operating costs, i.e., increased 
efficiency and reduced capacity of central chiller and heating systems, 
ancillary systems, and air distribution system, are available for deep 
retrofits and new construction. For DR control with pre-cooling, cost 
savings due to free cooling in climate zones with low nighttime temper-

atures were not evaluated.

Traditional DR strategies such as reducing the lighting setpoint or 
increasing the temperature setpoint range enable load shed to occur 
irrespective of time of day, weather, or building condition. Such con-

trol can negatively affect work performance, i.e., visual performance, 
occupant comfort, and indoor environmental quality. In the modeled 
cases, however, the dynamic windows reduced demand by modulat-

ing solar heat gain and daylight admission without negative effects. 
With the MPC-EC&HVAC case, the control supported greater energy ef-

ficiency when there was value to do so, and it enabled pre-cooling or 
pre-heating while maintaining indoor temperatures within the conven-

tional deadband range. Thermal comfort requirements were met for all 
occupied hours. Visual comfort requirements were met as well. Discom-

fort glare from the window remained within imperceptible levels, i.e., 
eDGPs ≤ 0.34, for 86% of all test cases, and within noticeable levels, 
i.e., eDGPs ≤ 0.38, for the remaining 14% of all test cases. Spatial day-

light autonomy (sDA), which is an indoor environmental quality metric, 
met the U.S. Green Building Council’s LEED5 requirements, i.e., a mini-

mum of 50% of the standard workday from 8:00 to 18:00 must achieve 
300 lx for 50% of the perimeter zone floor area. The sDA300,50% lev-

els were between 50% (climate zone 8, Fairbanks, AK – subarctic) and 
56.7% (climate zone 7, Duluth, MN – very cold) of the workday period 
for the DR control cases across all climates and non-north orientations. 
The three-zone EC window design enabled spatial control of direct sun-

light and daylight. Comparable dynamic window designs would need to 
provide similar independent control of these two variables.

This study did not model controls to accommodate circadian en-

trainment and other non-visual requirements for daylight but the added 
energy cost for meeting DA and non-visual requirements with daylight 
are anticipated to be minor if small incremental increases in daylight 
transmission occur during late morning to mid-day periods when solar 
renewable energy is in plentiful supply or when cooling penalties are 
low, such as during the swing seasons.

With the EC window, transparent views to the outdoors were also 
maintained. The effects of temporal variations in spectral content due to 
EC windows on glare perception and non-visual performance are only 

4 IEA Task 70: https://task70 .iea -shc .org.

5 LEED Rating System: https://www .usgbc .org /leed.

https://task70.iea-shc.org
https://www.usgbc.org/leed
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starting to be understood [36] and [37] and were not considered in this 
study.

4.3. Applications

The dynamic solar-optical properties of the EC window spanned a 
center-of-glass solar heat gain coefficient (SHGC) of 42 to 10% and 
normal-hemispherical visible transmittance (Tvis) of 60 to 1% with 
assumed fast switching speeds irrespective of incident solar radiation 
and outdoor temperatures (i.e., it achieves the targeted state value 
within five minutes of switching to tint). To reduce occupant distur-

bance, a derivative penalty can be used to dampen large changes in tint 
state. Outdoor-mounted, motorized shades such as dual-zone louvered 
blinds, awnings, or roller shades may provide similar levels of demand 
savings but may be subject to greater restrictions on movement per 
time step. There is a good deal of innovation associated with dynamic 
facade technologies spanning a wide range in cost, architectural aes-

thetics, and maintenance and operational requirements (e.g., [38], [39], 
[40], [41], and [42]). Further study is required to determine how best 
to leverage the unique thermal, solar-optical, ventilative, photovoltaic, 
and daylighting properties of these systems. A broader array of control 
strategies should also be considered. For example, shading attachments 
could accelerate nighttime pre-cooling of thermal mass by enabling ra-

diative exchange with the nighttime sky when automatically raised or 
retracted. Natural ventilation using operable windows provides addi-

tional opportunities for load shed and thermal energy storage.

In terms of applications related to this study, critical peak demand 
savings were greater for perimeter zones with greater solar exposure. 
Commercial buildings with large windows and high solar exposure are 
more likely to realize significant DR savings. These might include small 
office buildings with single-sided, south-facing windows, floor plate de-

signs with significant perimeter zone exposures, or other building types 
with internal loads and daytime schedules similar to those of the mod-

eled medium office building.

4.4. Limitations

Characterization of energy flexibility for this type of integrated sys-

tem is dependent on the specific context, i.e., site, climate, building 
design, control objectives, user defined needs, tariffs, regional adoption 
of renewable energy, etc. Standard methods and key performance in-

dices for such characterizations are a subject of general discussion [43]. 
The U.S. Department of Energy (DOE) has defined prototypical build-

ings for detailed bottom-up evaluations of emerging technologies and 
the method in this study used these standard building characteristics 
to the extent possible. Known limitations when using these prototypi-

cal models include the lack of chiller plant models, i.e., cooling loads 
are converted to electricity with a static COP, and dated building con-

struction and technology parameters that reflect the varied adoption 
rate of energy-efficiency standards across the nation. For example, the 
latest new construction prototypes use a lighting power density (LPD) 
of 1 W/ft2 whereas the latest American Society of Heating, Refrigerat-

ing and Air-Conditioning Engineers (ASHRAE) Standard 90.1 mandates 
0.62 W/ft2. The authors acknowledge that improvements in compo-

nent technologies, for example lower LPD, will affect the results of this 
study, but DOE has carefully selected these models to provide represen-

tative samples and allow equitable comparisons across a broad range 
of technologies. In addition, the adoption of ASHRAE standards is cou-

pled to the slow moving pace of building development and its time 
lags.6 In order to assess the impact of the static COP on the results of 
this study, an error analysis was conducted for climate zone 2a (Hous-

ton, TX – hot humid) and is shown in the Supplementary Materials 

6 At present, about 50% of the states in the U.S. have adopted the ASHRAE 
90.1-2013 code which mandates an LPD of no greater than 1.0 W/ft2 and about 
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25% have adopted the 90.1-2016 code with a mandated LPD of 0.8 W/ft2.
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section S.7. The analysis showed greater benefits when using dynamic 
versus static COP. For integrated HVAC control strategies, where pre-

cooling is typically performed at night when chillers are more efficient 
due to cooler outdoor air temperatures, the daytime cooling demand is 
reduced, where chillers are less efficient during the hotter daytime tem-

peratures, leading to additional savings in comparison with the static 
COP. The summer peak demand was reduced by an additional 5.3% 
and annual electricity cost was reduced by another 2.6% when model-

ing dynamic chiller plant performance. However, the vast varieties of 
cooling supply, plant operation, and optimization are out of scope of 
this study, hence the use of the static COP to generalize results. But 
given the results of the error analysis, the savings potential presented 
in this paper can be seen as an conservative estimate. Future studies 
may include more detailed HVAC and chiller plant models to capitalize 
those additional benefits.

In terms of practical feasibility, configuring and calibrating grey 
box resistance-capacitance thermal models are a well known challenge 
with MPC. Model inaccuracy can degrade controller performance signif-

icantly from optimal. In this study, the RC model was tuned based on 
feedback from environmental conditions where solar loads were well 
characterized due to explicit knowledge of the state of the window sys-

tem. For other types of DR controllers that do not involve dynamic 
facades, real-time information on interior solar and daylight loads are 
not available. Blum et al. [44] determined that noisy solar data (i.e., di-

rect transmitted solar radiation on interior mass) had a significant effect 
on model inaccuracy whereas outdoor dry bulb temperature (i.e., con-

ductive loads) had a lesser effect. Other areas of mismatch between the 
MPC controller and simulated building were the position of the occu-

pant (i.e., MPC assumed worst-case facing due south whereas simulation 
modeled parallel to window, see Table 3) and heating system (i.e., MPC 
assumed fixed efficiency electric heating whereas simulation modeled 
natural gas fired system). In [45], black box models for indoor air tem-

perature and indoor illuminance were trained using data from a virtual 
EnergyPlus building to demonstrate how MPC-based control of shad-

ing, lighting, and HVAC could be implemented at lower cost and scale. 
In [46], a hybrid MPC approach involving machine learning techniques 
was used to control a blind to minimize thermal discomfort and main-

tain a minimal level of daylight illuminance. An exploratory study of 
dynamic facades and HVAC control using data-driven artificial neural 
networks with reinforcement learning was also conducted [47].

Further work in this area may improve performance of HVAC con-

trols as well as integrated systems controls. There is considerable effort 
underway to build the simulation tools needed to develop and evaluate 
demand flexible controls at individual building and community scales. 
The workflow mechanics between Radiance and EnergyPlus within 
Spawn [48] are being streamlined and scheduled to complete within 
the next year.

5. Conclusion

Modeled results for a prototypical new medium office building in-

dicate that dynamic windows have significant potential to support 
demand side flexibility and reliability of the electricity grid, which is be-

coming increasingly reliant on intermittent renewable energy sources. 
Estimated whole building annual critical peak demand reductions range 
between 14.6 kW (Boulder, CO – cool dry) to 27.8 kW (Albuquerque, 
NM – mixed dry) with a median of 24.3 kW (4.4 W/m2) across 16 
U.S. climate zones for the most stringent time-of-use tariff, and occur 
largely irrespective of cloudy or sunny solar conditions, supporting grid 
flexibility even when there is moderate stress on the grid. The median 
resource adequacy cost ranges between 13.1 to 43.4 $/kW per year for 
the dynamic window and model predictive control technology, which 
is cost competitive to existing technologies (e.g., demand response en-

abled dimmable lighting) and is therefore of sufficient magnitude to 
warrant serious consideration for inclusion in demand response portfo-
lios.
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Fig. A-1. Controller operation for one day of a facade with three horizontal electrochromic window zones, each with four tint states: clear (white), Intermediate 1 
(light gray), Intermediate 2 (dark gray), and dark (black). Solar heat gain coefficient range: 0.42 (clear), 0.16, 0.12, 0.10 (dark). Visible transmittance range: 0.60 
(clear), 0.18, 0.06, 0.01 (dark). South-facing perimeter office, climate zone 3bc (Los Angeles, CA – warm marine), TOU-high. Top: Tint patterns for the three zones 
(top, middle, bottom) and across three control cases (left: manufacturer typical heuristic control, middle: control with MPC of electrochromic windows only, right: 
control with MPC of integrated electrochromic and HVAC systems). Bottom-left: Resulting power consumption of the lighting system across the three control cases. 
Bottom-middle: Resulting room air temperatures and thermostat setpoints for heating and cooling. Bottom-right: Resulting total electricity consumption including

plug-loads, HVAC, and lighting.

Fig. A-2. Annual tint pattern for a facade with three horizontal electrochromic window zones, each with four tint states: clear (white), Intermediate 1 (light gray), 
Intermediate 2 (dark gray), and dark (black). Solar heat gain coefficient range: 0.42 (clear), 0.16, 0.12, 0.10 (dark). Visible transmittance range: 0.60 (clear), 0.18, 
0.06, 0.01 (dark). South-facing perimeter office, climate zone 3bc (Los Angeles, CA – warm marine), TOU-high. Left: Manufacturer typical heuristic control. Middle: 
Control with MPC of electrochromic windows only. Right: Control with MPC of integrated electrochromic and HVAC systems.
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Emissions [tCO2]

Tou 
late

Flat 
high

Tou 
high

Flat 
low

Tou 
low

Tou 
late

576.2 77.9 77.9 77.9 77.9 77.9

529.4 72.2 72.2 72.2 72.2 72.2

510.8 70.1 70.2 70.1 70.1 70.1

513.3 70.3 71.8 71.0 72.4 71.3

565.1 76.5 76.5 76.5 76.5 76.5

519.5 71.0 71.0 71.0 71.0 71.0

501.0 68.9 69.0 68.9 68.9 68.9

504.1 69.2 70.8 70.0 71.1 70.4

584.3 79.3 79.3 79.3 79.3 79.3

534.9 73.1 73.1 73.1 73.1 73.1

513.8 70.8 70.9 70.8 70.8 70.8

516.9 71.1 72.7 72.1 72.9 72.3

556.9 75.4 75.4 75.4 75.4 75.4

510.7 69.8 69.8 69.8 69.8 69.8

493.0 67.9 68.0 67.9 67.9 67.9

496.1 68.3 69.7 68.9 70.0 69.3

575.6 78.0 78.0 78.0 78.0 78.0

526.1 72.1 72.1 72.1 72.1 72.1

504.8 69.8 69.8 69.8 69.8 69.8

507.8 70.0 70.6 70.9 71.6 71.2

557.1 75.2 75.2 75.2 75.2 75.2

511.4 69.7 69.7 69.7 69.7 69.7

492.3 67.7 67.7 67.7 67.7 67.7

495.3 68.0 69.7 68.9 69.9 69.0

549.1 74.1 74.1 74.1 74.1 74.1

503.8 68.8 68.8 68.8 68.8 68.8

484.7 66.7 66.7 66.7 66.7 66.7

486.5 67.0 68.4 67.5 68.7 67.4

548.1 74.4 74.4 74.4 74.4 74.4

503.6 69.2 69.2 69.2 69.2 69.2

485.8 67.3 67.3 67.3 67.3 67.3

488.9 67.7 68.9 68.2 69.1 68.6

557.0 75.5 75.5 75.5 75.5 75.5

509.1 69.7 69.7 69.7 69.7 69.7

488.7 67.5 67.5 67.5 67.5 67.5

492.1 67.9 69.4 68.8 69.3 69.0

539.9 73.2 73.2 73.2 73.2 73.2

496.9 68.2 68.2 68.2 68.2 68.2

481.1 66.7 66.6 66.4 66.4 66.4

483.6 66.8 68.0 67.5 68.1 67.5

540.0 73.6 73.6 73.6 73.6 73.6

497.5 68.8 68.8 68.8 68.8 68.8

481.1 67.1 67.1 67.1 67.1 67.1

484.2 67.5 68.8 68.2 68.8 68.4
Table A-1

Whole building annual results for cases Reference (Ref.), Heuristic-EC (Heur.), MPC-EC (MPC1), and MPC-EC&HVAC (MPC2) across all 16 U.S. climate zones an

Peak Demand [kW] Energy Cost [k$] Electricity Demand [MWh]

Climate Case Flat 
high

Tou 
high

Flat 
low

Tou 
low

Tou 
late

Flat 
high

Tou 
high

Flat 
low

Tou 
low

Tou 
late

Flat 
high

Tou 
high

Flat 
low

Tou 
low

1a

Ref. 138.2 138.2 138.2 138.2 138.2 49.5 72.0 19.7 22.6 42.5 576.2 576.2 576.2 576.2

Heur. 128.7 128.7 128.7 128.7 128.7 45.5 66.2 18.1 20.8 39.1 529.4 529.4 529.4 529.4

MPC1 118.8 118.9 118.8 118.8 118.8 43.9 63.7 17.5 20.0 37.8 510.8 511.3 510.8 510.8

MPC2 118.5 114.4 118.2 115.4 118.7 44.0 63.5 17.5 19.7 38.0 511.3 515.3 512.6 516.3

2a

Ref. 140.8 140.8 140.8 140.8 140.8 48.6 70.8 19.3 22.3 41.7 565.1 565.1 565.1 565.1

Heur. 131.0 131.0 131.0 131.0 131.0 44.7 65.1 17.7 20.4 38.5 519.5 519.5 519.5 519.5

MPC1 119.2 119.3 119.2 119.2 119.2 43.1 62.6 17.1 19.6 37.2 501.0 501.4 501.0 501.0

MPC2 118.9 113.8 118.0 114.5 117.8 43.1 62.4 17.2 19.4 37.3 501.6 506.1 503.4 506.9

2b

Ref. 143.1 143.1 143.1 143.1 143.1 50.2 73.1 20.0 23.0 43.2 584.3 584.3 584.3 584.3

Heur. 134.0 134.0 134.0 134.0 134.0 46.0 67.0 18.3 21.0 39.6 534.9 534.9 534.9 534.9

MPC1 124.0 123.9 123.9 124.0 124.0 44.2 64.1 17.5 20.1 38.1 513.8 514.1 513.8 513.8

MPC2 123.8 117.3 121.3 120.5 121.8 44.2 63.9 17.6 19.8 38.3 514.4 518.8 516.3 518.9

3a

Ref. 137.8 137.8 137.8 137.8 137.8 47.9 69.8 19.0 22.0 41.2 556.9 556.9 556.9 556.9

Heur. 129.3 129.3 129.3 129.3 129.3 43.9 64.0 17.4 20.1 37.8 510.7 510.7 510.7 510.7

MPC1 119.2 119.2 119.2 119.2 119.2 42.4 61.6 16.8 19.3 36.6 493.0 493.4 493.0 493.0

MPC2 119.0 113.0 116.5 114.4 117.2 42.5 61.5 16.9 19.1 36.8 494.1 498.1 495.6 498.8

3b

Ref. 142.6 142.6 142.6 142.6 142.6 49.5 72.1 19.7 22.6 42.5 575.6 575.6 575.6 575.6

Heur. 133.2 133.2 133.2 133.2 133.2 45.2 66.0 18.0 20.7 39.0 526.1 526.1 526.1 526.1

MPC1 123.3 123.1 123.2 123.2 123.2 43.4 63.1 17.2 19.8 37.5 504.9 505.3 504.8 504.8

MPC2 123.0 116.9 120.6 119.1 120.0 43.5 63.0 17.3 19.6 37.7 505.6 504.8 507.6 509.7

3bc

Ref. 137.5 137.5 137.5 137.5 137.5 47.9 69.8 19.0 22.0 41.1 557.1 557.1 557.1 557.1

Heur. 127.7 127.7 127.7 127.7 127.7 44.0 64.0 17.5 20.2 37.8 511.4 511.4 511.4 511.4

MPC1 117.3 117.6 117.3 117.3 117.3 42.3 61.5 16.8 19.3 36.5 492.3 492.8 492.3 492.3

MPC2 117.0 110.4 114.5 112.7 117.0 42.4 61.4 16.9 19.1 36.7 493.2 498.3 495.5 498.6

3c

Ref. 136.0 136.0 136.0 136.0 136.0 47.2 68.9 18.8 21.7 40.5 549.1 549.1 549.1 549.1

Heur. 125.8 125.8 125.8 125.8 125.8 43.3 63.1 17.2 19.9 37.3 503.8 503.8 503.8 503.8

MPC1 114.7 114.6 114.5 114.5 114.7 41.7 60.5 16.6 19.0 35.9 484.7 485.1 484.7 484.7

MPC2 114.5 113.4 113.9 112.1 114.4 41.8 60.6 16.6 18.8 36.1 485.6 490.1 487.0 490.8

4a

Ref. 137.7 137.7 137.7 137.7 137.7 47.1 68.8 18.7 21.6 40.5 548.1 548.1 548.1 548.1

Heur. 129.1 129.1 129.1 129.1 129.1 43.3 63.1 17.2 19.8 37.3 503.6 503.6 503.6 503.6

MPC1 122.4 122.6 122.4 122.4 122.4 41.8 60.7 16.6 19.0 36.1 485.8 486.1 485.8 485.8

MPC2 122.1 120.0 121.7 118.5 122.0 41.9 60.6 16.7 18.9 36.3 487.2 490.6 488.3 491.0

4b

Ref. 140.4 140.4 140.4 140.4 140.4 47.9 69.9 19.0 22.0 41.2 557.0 557.0 557.0 557.0

Heur. 130.4 130.4 130.4 130.4 130.4 43.8 63.9 17.4 20.0 37.7 509.1 509.1 509.1 509.1

MPC1 118.8 118.7 118.7 118.7 118.7 42.0 61.1 16.7 19.1 36.3 488.7 489.1 488.7 488.7

MPC2 118.4 112.6 116.9 114.9 116.7 42.1 61.0 16.8 19.0 36.5 489.9 494.2 491.9 493.9

4c

Ref. 138.2 138.2 138.2 138.2 138.2 46.4 67.8 18.4 21.3 39.9 539.9 539.9 539.9 539.9

Heur. 130.8 130.8 130.8 130.8 130.8 42.7 62.3 17.0 19.5 36.8 496.9 496.9 496.9 496.9

MPC1 118.7 118.7 118.7 118.7 118.7 41.5 60.2 16.4 18.8 35.7 482.8 482.2 481.1 481.1

MPC2 118.3 118.4 118.2 117.9 118.5 41.5 60.1 16.5 18.7 35.9 482.3 486.0 483.8 485.9

5a

Ref. 138.3 138.3 138.3 138.3 138.3 46.4 67.8 18.4 21.3 40.0 540.0 540.0 540.0 540.0

Heur. 129.0 129.0 129.0 129.0 129.0 42.8 62.4 17.0 19.5 36.9 497.5 497.5 497.5 497.5

MPC1 118.9 118.9 118.8 118.9 118.9 41.4 60.1 16.4 18.8 35.8 481.1 481.4 481.1 481.1

MPC2 118.9 114.2 115.9 113.9 116.1 41.5 60.1 16.5 18.7 36.0 482.9 486.1 484.2 485.9
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