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Abstract—An approach to jointly estimate the time-of-arrival
(TOA) and azimuth and elevation angles of the direction-of-
arrival (DOA) from received cellular long-term evolution (LTE)
signals is developed. The approach uses a uniform planar antenna
array and an extended Kalman filter (EKF) to estimate the
receiver’s position and difference between its clock bias and drift
with those of each of the eNodeBs’ without any a priori knowledge
about the receiver’s state. Simulation results evaluating the
performance of the proposed method are presented for different
transmission bandwidths, carrier-to-noise ratios, and number of
antennas. Experimental results show an accuracy of 0.55 m in
estimating the position of the receiver with real LTE signals.

Keywords—Positioning, localization, navigation, signals of op-
portunity, LTE, antenna arrays, time-of-arrival, direction-of-
arrival.

I. INTRODUCTION

Exploiting long-term evolution (LTE) signals – the fourth

generation of cellular systems – for navigation has received

increased attention recently due to LTE’s inherently desirable

characteristics: abundance, large transmission bandwidth, high

received power, frequency diversity, and geometric favorability

of transmitter location [1]–[4]. Network-based positioning

capabilities in LTE systems were enabled in Release 9 by in-

troducing the positioning reference signal (PRS). In a network-

based approach, the relative timing differences between the

received signals from the serving cell and the neighboring cells

are transmitted to a location server, where a time-difference-of-

arrival (TDOA) approach is used to estimate the position of the

user equipment (UE). Network-based positioning approaches

suffer from a number of drawbacks: (1) the user’s privacy

is compromised, since the user’s location is revealed to the

network [5], (2) localization services are limited only to paying

subscribers and from one cellular provider, (3) ambient LTE

signals transmitted by other cellular providers are not ex-

ploited, and (4) additional bandwidth is required to accommo-

date the PRS, which caused the majority of cellular providers

to choose not to transmit the PRS in favor of dedicating more

bandwidth for traffic channels. Due to the aforementioned

drawbacks of the network-based approach, alternative UE-

based approaches have been studied recently, where several

software-defined receivers (SDRs) were proposed to obtain the
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time-of-arrival (TOA) of LTE signals [6]–[9]. Experimental

results with real and laboratory-emulated LTE signals have

demonstrated meter-level navigation accuracy in environments

without severe multipath [10], [11].

One of the main challenges in UE-based navigation with

LTE signals is the unknown clock biases of the receiver and the

base stations (also known as Evolved Node Bs or eNodeBs).

Current approaches to overcome this challenge include: (1)

estimating and removing the clock bias in a post-processing

fashion by using the known position of the UE [10], [12], (2)

using perfectly synchronized eNodeBs in laboratory-emulated

LTE signals [7], or (3) estimating the difference of the clock

biases of the UE and each eNodeB in an extended Kalman

filter (EKF) framework [13]. The first approach does not

provide an on-the-fly navigation solution in global navigation

satellite system (GNSS)-challenged environments. The second

approach is not feasible with real LTE signals, whose eNodeBs

are not perfectly synchronized. In the third approach, certain a

priori knowledge about the UE’s and/or the eNodeBs’ states

must be assumed in order to make the estimation problem

observable [14]. For example, in [13], the eNodeBs’ positions

states were assumed to be known as well as the UE’s initial

states: position, velocity, clock bias, and clock drift. GPS

signals were used to estimate the UE’s initial states, and such

estimates were used to initialize the EKF, which subsequently

only used received LTE signals to estimate the UE’s position

and velocity and the difference between the UE’s clock bias

and drift and those of the eNodeBs’. However, such initial

knowledge about the UE’s states might not be available in

many practical scenarios, e.g., cold-start in the absence of

GNSS signals. To remove the required a priori knowledge

about the UE’s states, a navigation approach is developed,

which exploits the temporal diversity of TOA measurements

and spatial diversity of direction-of-arrival (DOA) measure-

ments.

The problem of joint angle and delay estimation (JADE)

was first addressed in [15], [16], where multiple signal clas-

sification (MUSIC) and estimation of signal parameters via

rotational invariance techniques (ESPRIT) were used to jointly

estimate the delay and angle [17], [18]. MUSIC and ESPRIT

are two statistical techniques, which are based on the eigen-

structure of the covariance matrix. These algorithms were



obtained based on the assumption of noncoherent received

signals. Therefore, in the presence of coherent multipath

signals, additional signal processing must be performed [19].

In contrast to the MUSIC and ESPRIT algorithms, the matrix

pencil (MP) approach works directly with data and does not

need additional signal processing in the presence of coherent

multipath signals [20], [21]. The literature on positioning using

JADE are either (1) based on simulation results, where the

clock bias is not considered [22] or (2) applicable to network-

based positioning approaches, where joint TDOA and DOA

estimation is used to estimate the UE’s position [23]. However,

such approaches in the published literature are inapplicable

to UE-based positioning with real LTE signals in which

neither the UE’s or eNodeBs’ clock errors are known nor are

synchronized.

This paper makes four contributions. First, it develops the

first 3-dimensional (3-D) MP approach to jointly estimate the

azimuth and elevation angles along with the TOA for LTE

signals. Second, it proposes a navigation framework based

on joint TOA and DOA to estimate the receiver’s position

as well as the difference of the clock biases and drifts of the

receiver and each eNodeB on-the-fly and without any a priori

knowledge about the UE’s states. Third, it evaluates the effect

of the number of antennas, the transmission bandwidth, and

the carrier-to-noise ratio (C/N0) on the estimation error with

numerical simulations. Fourth, it presents the first experimental

demonstration of positioning with LTE signals without a

priori knowledge about the UE’s states via the joint TOA

and DOA estimation framework developed in this paper. The

experimental results show a UE positioning estimation error

of 0.55 m with the proposed framework.

The remainder of this paper is organized as follows. Section

II describes the LTE signal model and the ranging signals.

Section III discusses the received signal model. Section IV

presents the 3-D MP algorithm to jointly estimate the TOA

and DOA for LTE signals. Section V discusses the navigation

framework to estimate the receiver’s position and the differ-

ence of the clock biases and drifts of the receiver and each

eNodeB. Section VI presents simulation results evaluating the

effect of the number of antennas, transmission bandwidth,

and C/N0 on the estimation error. Section VII presents the

experimental results. Concluding remarks are discussed in

Section VIII.

II. TRANSMITTED SIGNAL MODEL

In LTE downlink transmission, orthogonal frequency divi-

sion multiplexing (OFDM) is used to transmit the data. An

OFDM symbol is obtained by parallelizing the serial data sym-

bols into groups of length Nr, zero-padding to length Nc, and

taking an inverse fast Fourier transform (IFFT). To suppress

the interference due to multipath, the last LCP elements of

each symbol are repeated at the beginning, namely the cyclic

prefix (CP). Each symbol has a duration of Tsymb = 1/∆f ,

where ∆f = 15 KHz is the subcarrier spacing. In LTE

systems, the values of Nr and Nc, which are directly related to

the bandwidth, can only accept the values presented in Table I

TABLE I
LTE SYSTEM BANDWIDTHS AND NUMBER OF SUBCARRIERS

Bandwidth

(MHz)

Total number

of subcarriers (Nc)

Number of

subcarriers used (Nr)

1.4 128 72

3 256 180

5 512 300

10 1024 600

15 1536 900

20 2048 1200

[24]. An LTE frame has a duration of 10 ms and is composed

of 20 slots, each of which contains 7 OFDM symbols.

There are three types of reference signals broadcast in every

LTE frame that can be exploited for TOA- and DOA-based

navigation purposes: (1) the primary synchronization signal

(PSS), (2) the secondary synchronization signal (SSS), and

(3) the cell-specific reference signal (CRS). The PSS and SSS

are mainly transmitted to provide the frame start time and

the eNodeB’s cell ID to the UE. The PSS is a Zadoff-Chu

sequence of length 62 and is transmitted on the last symbols

of slots 0 and 10. The PSS is transmitted in one form of

three possible sequences, each of which maps to the integer

N
(2)
ID ∈ {0, 1, 2} representing the sector ID of the eNodeB.

The SSS is an orthogonal sequence of length 62 and is

transmitted on the sixth symbol of slot 0 or 10. This orthogonal

sequence is defined based on N
(2)
ID and the slot number in

which the SSS is transmitted. The SSS is transmitted in one of

168 possible forms, each of which maps to the integer N
(1)
ID ∈

{0, · · · , 167} representing the eNodeB’s group identifier. By

knowing N
(1)
ID and N

(2)
ID , the UE can obtain the eNodeB’s cell

ID according to [24]

NCell
ID = 3×N

(1)
ID +N

(2)
ID .

The CRS, which is scattered in time and bandwidth, is

transmitted for channel estimation purposes. The CRS is an

orthogonal sequence that is defined based on the cell ID, the

allocated symbol number, the slot number, and the transmis-

sion antenna port number. The eNodeB’s cell ID indicates the

subcarriers designated for the CRS [25].

The UE first correlates the received LTE signal with the

locally generated PSS and SSS to estimate the frame start

time. Next, the CP is removed and a fast Fourier transform

(FFT) is taken to convert the signal to the frame structure.

Then, the receiver estimates the channel frequency response

by wiping off the locally generated CRS from the received

signal. Finally, the estimated channel frequency response is

used to estimate the TOA and DOA of the received signal.

III. RECEIVED SIGNAL MODEL

An antenna array can be used to estimate the DOA of

the received signal from the phase difference of the received

signal in different antenna elements. The literature on signal

processing of antenna arrays describes the array propagation

vector for different antenna array structures [26]. One simple



array structure is the uniform linear array (ULA), where the

antenna elements are separated equally in a linear form, as

shown in Fig. 1. The estimated DOA using a ULA is always

in the interval of [0, π]. This will introduce an ambiguity in the

DOA estimates since signals received at angles θ ∈ [0, π] and

−θ will be measured as θ. Due to this ambiguity, a uniform

planer array (UPA) is used in this paper to estimate the azimuth

and elevation angles of the received signal without introducing

any ambiguities in the DOA estimate.

θ

x

y

−θ

Fig. 1. ULA structure and DOA representation

Fig. 2 shows the antenna array of the receiver, which is as-

sumed to be a UPA with M antenna elements in the x-direction

and N antenna elements in the y-direction. The distance

between adjacent antenna elements is typically assigned to be

d = λ/2, where λ = c/fc is the received signal wavelength,

c is the speed-of-light, and fc is the carrier frequency. The

transmitted signal from the u-th eNodeB propagates to the

antenna array through L(u) different paths, where the l-th
arriving path impinges the antenna array at an azimuth angle

φ
(u)
l and an elevation angle θ

(u)
l , as shown in Fig. 2. Therefore,

the impulse response of the channel between the u-th eNodeB

and the (m,n)-th antenna element and for the k-th subcarrier

can be expressed as

h(u)
m,n(t)=

L(u)−1
∑

l=0

α
(u)
l am,n

(

φ
(u)
l , θ

(u)
l

)

δ
(

t−τ
(u)
l

)

, (1)

for m = 0, · · · ,M − 1, and n = 0, · · · , N − 1,

where α
(u)
l and τ

(u)
l are the attenuation and the delay of

the l-th path, respectively, am,n

(

φ
(u)
l , θ

(u)
l

)

is the (m,n)-th

antenna response to l-th multipath, which for a UPA can be

shown to be

am,n

(

φ
(u)
l , θ

(u)
l

)

= ej
2πfkmd sin(θ(u)

l ) cos(φ(u)
l )

c

ej
2πfknd sin(θ(u)

l ) sin(φ(u)
l )

c ,

where fk is the k-th subcarrier transmission frequency [23].

θ
(u)
l

0 1 N − 1 y

z

d

M − 1

1

x

φ
(u)
l

l-th arriving signal path

Fig. 2. UPA structure and DOA representation

The received signal from the u-th eNodeB at the (m,n)-th
antenna element can be obtained as

r(u)m,n(t) = h(u)
m,n(t) ∗ y

(u)(t) + wm,n(t),

where ∗ represents the convolution operation, y(u)(t) is the

transmitted signal from the u-th eNodeB, and wm,n(t) is the

measurement noise, which is modeled as an additive white

Gaussian process.

At the receiver side, the received signal is first sampled at

a sampling interval Ts = Tsymb/Nc. Next, a coarse estimate

of the frame start time is obtained using the PSS and SSS

correlations [27]. Then, the CP is removed and an FFT is

taken, yielding

R(u)
m,n(k) = H(u)

m,n(k)Y
(u)(k) +Wm,n(k),

for k = 0, · · · , Nc − 1,

where H
(u)
m,n(k) is the complex-valued channel frequency re-

sponse (CFR) at the k-th subcarrier and Y (u)(k) and Wm,n(k)
are the FFT of the transmitted signal and noise, respectively.

In LTE systems, the CRS is scattered on the subcarriers of

multiple transmitted symbols in every frame; therefore, the

transmitted symbols containing the CRS can be modeled as

Y (u)(k) =

{

S(u)(k), if k ∈ N
(u)
CRS ,

D(u)(k), otherwise,

where S(u)(k) represents the CRS sequence and D(u)(k)

represents some other data signals; N
(u)
CRS denotes the set of

subcarriers containing the CRS; N
(u)
CRS = q∆CRS + νNCell

ID

for q = 0, · · · , Ns − 1 in the symbols containing the CRS;

Ns = ⌊Nr/∆CRS⌋ and ∆CRS = 6; and νNCell
ID

is a constant

shift, which is a function of the symbol number, transmission

antenna port number, and the cell ID.

By knowing S(u)(k) at the receiver, the CFR of the (m,n)-
th antenna element for the k-th subcarrier is estimated accord-

ing to

Ĥ(u)
m,n(k) = R(u)

m,n(k)S
(u)∗(k),

where (·)∗ denotes the complex conjugate operations. The

estimated CFR Ĥ
(u)
m,n(k) can be modeled as

Ĥ(u)
m,n(k) =

L(u)
∑

l=0

α
(u)
l e−jωcτ

(u)
l (2)

· e
jωcmd sin

(

θ
(u)
l

)

cos
(

φ
(u)
l

)

/c
(3)

· e
jωcnd sin

(

θ
(u)
l

)

sin
(

φ
(u)
l

)

/c
(4)

· e
−j2πk∆f

(

τ
(u)
l

+∆τ
)

+ Vm,n(k), (5)

for k = q∆CRS + νNCell
ID

, and q = 0, · · · , Ns − 1, (6)

where ωc = 2πfc, Vm,n(k) , Wm,n(k)S
(u)∗(k), and

∆τ=
[

m sin
(

θ
(u)
l

)

cos
(

φ
(u)
l

)

+n sin
(

θ
(u)
l

)

sin
(

φ
(u)
l

)]

d/c.

In practical scenarios, the time delay τ
(u)
l due to the propa-

gation path between the eNodeB and the UE is significantly



higher than the time delay due to the array structure ∆τ .

Therefore, ∆τ is ignored. The matrix H̄(u) can be constructed

with the elements H̄(u)(m,n, q) defined as

H̄(u)(m,n, q) , Ĥ(u)
m,n(k)

≈
L(u)
∑

l=0

βl x
m
l ynl z

q
l + Vm,n(k), (7)

for k = q∆CRS + νNCell
ID

, and q = 0, · · · , Ns − 1,

where

βl , α
(u)
l e−jωcτ

(u)
l e

−j2πν
NCell

ID
∆fτ

(u)
l ,

x
(u)
l , ejωcd sin θ

(u)
l

cosφ
(u)
l

/c,

y
(u)
l , ejωcd sin θ

(u)
l

sinφ
(u)
l

/c,

z
(u)
l , e−j2π∆f∆CRSτ

(u)
l .

The objective is to estimate (x
(u)
l , y

(u)
l , z

(u)
l ) and obtain the

relative TOA and DOA of each path as

θ̂
(u)
l = sin−1

(

√

G2 + E2
)

, (8)

φ̂
(u)
l = atan2 (E,G) , (9)

τ̂
(u)
l = −

1

2π∆f∆CRS
atan2

(

ℑ
{

ẑ
(u)
l

}

,ℜ
{

ẑ
(u)
l

})

, (10)

where atan2 is the four-quadrant inverse tangent function,

ℜ{·} and ℑ{·} denote the real and imaginary parts, respec-

tively, and

G =
c

ωc d
atan2

(

ℑ
{

x̂
(u)
l

}

,ℜ
{

x̂
(u)
l

})

,

E =
c

ωc d
atan2

(

ℑ
{

ŷ
(u)
l

}

,ℜ
{

ŷ
(u)
l

})

.

IV. JOINT TOA AND DOA ESTIMATION

In this section, the 3-D MP algorithm to jointly estimate

the TOA and DOA in LTE systems is first presented. Then,

the pairing approach is discussed, which is used to pair

the estimated TOAs with their corresponding elevations and

azimuths angles. For simplicity of notations, the superscript

(u), which denotes the u-th eNodeB, will be omitted in this

section.

A. TOA and DOA Estimation

A 3-D MP algorithm is divided into three 1-D MP algo-

rithms to estimate xl, yl, and zl individually [21], [28]. The

3-D MP algorithm has five main steps that are discussed in

this subsection.

Step 1: Construct the enhanced-matrix as

Xe =











D0 D1 · · · DNs−R

D1 D2 · · · DNs−R+1

...
...

. . .
...

DR−1 DR · · · DNs−1











PKR×[(M−P+1)

,

(N−K+1)(Ns−R+1)]

where

Dz=











D0,z D1,z · · · DN−K,z

D1,z D2,z · · · DN−K+1,z

...
...

. . .
...

DK−1,z DK,z · · · DN−1,z











, z=0,1, . . . ,Ns−1,

Dy,z=










H̄(0, y, z) H̄(1, y, z) · · · H̄(M − P, y, z)
H̄(1, y, z) H̄(2, y, z) · · · H̄(M − P + 1, y, z)

...
...

. . .
...

H̄(P − 1, y, z) H̄(P, y, z) · · · H̄(M − 1, y, z)











,

where y = 0, 1, . . . , N−1; K , P , and R are pencil parameters.

The pencil parameters are tuning parameters that are used to

improve the estimation accuracy and must satisfy the following

necessary conditions

(P − 1)RK ≥ L,

(K − 1)PK ≥ L,

(R− 1)PK ≥ L,

(M − P + 1)(N −K + 1)(Ns −R+ 1) ≥ L.

It is worth mentioning that increasing the pencil parameters

will increase the computational cost. Therefore, there is a

trade-off between the achievable accuracy and the computa-

tional cost.

Step 2: Decompose Xe using the singular-value decomposi-

tion (SVD) as

Xe = UΣVH,

where the superscript H denotes the Hermitian transpose, U

and V are unitary matrices, and Σ is a diagonal matrix of

singular values σ1 ≥ · · · ≥ σKPR. Next, use the minimum

description length (MDL) criterion to estimate the multipath

channel length L(u) as

MDL(i) = −(d1 − i) d2 ln

{

∏d1

n=i+1 λ
1/(d1−i)
n

1
d1−i

∑d1

n=i+1 λn

}

+
1

2
i (2 d1 − i) ln(d2),

for i = 0, · · · , d1 − 1,

where d1 = KPR, d2 = (M−P+1)(N−K+1)(Ns−R+1),
and λn = σ2

n/d2 [29]. The value of i that minimizes MDL(i)
determines the estimate of L. Note that KPR must be large

enough to include the signal and noise subspaces; however, it

should be less than (M − P + 1)(N −K + 1)(Ns − P + 1)
to reduce the computational complexity [23].

Step 3: Form Us as the submatrix of U corresponding to the

L̂ largest singular values. Build matrices Us1 and Us2 as

Us =

[

Us1

last PK rows

]

=

[

first PK rows

Us2

]

. (11)

Derive the generalized eigenvalues of the pencil pair

(Us2 ,Us1 ), which are equal to the eigenvalues of Ψz =



U†
s1Us2 , where † denotes Moore-Penrose pseudo-inverse. The

resulting eigenvalues are
{

ẑiz,1 , · · · , ẑiz,L̂

}

, which is a permu-

tation of the vector
{

ẑ1, · · · , ẑL̂
}

. Subsection IV-B discusses

how to properly reorder the vector
{

ẑiz,1 , · · · , ẑiz,L̂

}

.

Step 4: Form the matrix Usj = JUs, where J is the

permutation matrix defined as

J , [S(0),S(1), · · · ,S(K − 1)]T ,

where the superscript T denotes the transpose operator and

S(i) is defined as

S(i) = [p(1 + iP ), · · · ,p(P + iP ),

p(1 + iP + PK), · · · ,p(P + iP + PK), · · · · · · ,

p(1+iP+(R−1)PK), · · ·,p(P+iP+(R−1)PK)],

where p(ℓ) is a column vector of size KPR with one in the

(ℓ)-th element and zero elsewhere. Build Usj1 and Usj2 from

Usj by removing the last and first PR rows, similar to (11).

The eigenvalues of Ψy = U
†
sj1

Usj2 are
{

ŷiy,1 , · · · , ŷiy,L̂

}

,

which is a permutation of the vector
{

ŷ1, · · · , ŷL̂
}

. Sub-

section IV-B discusses how to properly reorder the vector
{

ŷiy,1 , · · · , ŷiy,L̂

}

.

Step 5: Form matrix Usp = PUs, where P is the permutation

matrix defined as

P , [p(1),p(1 + P ), · · · ,p(1 + (KR− 1)P ),

p(2),p(2 + P ), · · · ,p(2 + (KR− 1)P ), · · · · · · ,

p(P ),p(P + P ), · · · ,p(P + (KR− 1)P )]T,

Build Usp1
and Usp2

from Usp by removing the last and first

KR rows, similar to (11). The eigenvalues of Ψx = U†
sp1

Usp2

are
{

x̂ix,1 , · · · , x̂ix,L̂

}

, which is a permutation of the vector
{

x̂1, · · · , x̂L̂

}

. Subsection IV-B discusses how to properly

reorder the vector
{

x̂ix,1 , · · · , x̂ix,L̂

}

.

B. Pairing

Steps 1–5 in Subsection IV-A showed how to

estimate
{

x̂ix,1 , · · · , x̂i
x,L̂

}

,
{

ŷiy,1 , · · · , ŷiy,L̂

}

, and
{

ẑiz,1 , · · · , ẑiz,L̂

}

individually. These estimates are not

necessarily in the same order. Therefore, they must be paired

together correctly before calculating the TOA and DOA.

It can be shown that Ψx, Ψy , and Ψz have the same

eigenvectors, which implies

Ψx = AXA−1,

Ψy = AYA−1,

Ψz = AZA−1,

where X , diag{x̂ix,1 , · · · , x̂i
x,L̂

}, Y ,

diag{ŷiy,1 , · · · , ŷiy,L̂}, and Z , diag{ẑiz,1, · · · , ẑiz,L̂}.

Next, the eigenvalues of Ψz , i.e.,
{

ẑiz,1 , · · · , ẑiz,L̂

}

, are used

to calculate the TOA of each multipath, resulting in the TOA

estimates
{

τ̂z,i1 , . . . , τ̂z,iL̂
}

. Next, the TOA estimates are

sorted in ascending order, yielding the vector
{

τ̂1, . . . , τ̂L̂
}

.

The eigenvectors of Ψz , which are the column vectors

of matrix A, must be also sorted according to the TOA

estimates, yielding the matrix A′. Then, define the matrices

X′ and Y′ according to

X′ = A′−1
ΨxA

′,

Y′ = A′−1
ΨyA

′.

The diagonal elements of X′ and Y′ are
{

x̂1, · · · , x̂L̂

}

and
{

ŷ1, · · · , ŷL̂
}

, respectively. Note that
{

x̂1, · · · , x̂L̂

}

,
{

ŷ1, · · · , ŷL̂
}

, and
{

ẑ1, · · · , ẑL̂
}

are now in the right order.

C. LOS TOA and DOA Estimation

The vectors
{

x̂1, · · · , x̂L̂

}

,
{

ŷ1, · · · , ŷL̂
}

, and
{

ẑ1, · · · , ẑL̂
}

are used in (8)–(10) to obtain TOA and

DOA estimates captured by the vectors
{

τ̂1, . . . , τ̂L̂
}

,
{

θ̂1, . . . , θ̂L̂

}

, and
{

φ̂1, . . . , φ̂L̂

}

. The TOA and DOA

estimates used by the navigation filter pertain to the LOS

path, which are now the first elements of the TOA and DOA

estimates. Therefore, define the estimated LOS TOA and

DOA measurements as

τ̂LOS , τ̂1, θ̂LOS , θ̂1, and φ̂LOS , φ̂1.

Remark The MDL criterion tends to overestimate the

channel length. Therefore, the LOS TOA and DOA estimates

may contain outliers. A median filter can be used to remove

these outliers.

V. NAVIGATION FRAMEWORK

A. TOA and DOA Measurement Models

Section IV discussed how TOA and DOA can be jointly

estimated using the 3-D MP algorithm. By multiplying the

estimated LOS TOAs for all eNodeBs by c, pseudorange

measurements can be obtained, namely

ρ(u) = c τ̂
(u)
LOS , u = 0, · · · , U − 1,

where τ̂
(u)
LOS is the estimated LOS TOA from the u-th eNodeB

and U is the total number of eNodeBs in the environment.

The pseudorange can be modeled in terms of the receiver’s

and eNodeBs’ states as

ρ(u) = r(u) + c (δtr − δt(u)s ) + v(u)ρ , u = 0, · · · , U − 1,

where r(u) =
∥

∥

∥
rr − r

(u)
s

∥

∥

∥

2
is the range between the receiver

and the u-th eNodeB; rr = [xr, yr, zr]
T

is the receiver’s 3–D

position; r
(u)
s =

[

x
(u)
s , y

(u)
s , z

(u)
s

]T

is the u-th eNodeB’s 3–D

position; δtr and δt
(u)
s are the receiver’s and u-th eNodeB’s

clock biases, respectively; and v
(u)
ρ is the measurement noise,

which is modeled as a zero-mean Gaussian random variable

with standard deviation σ
(u)
ρ .



The estimated LOS DOA measurements for each eNodeB

can be modeled in terms of the receiver’s and eNodeBs’ states

as

θ̂
(u)
LOS = cos−1

[

z
(u)
s − zr
r(u)

]

+ v
(u)
θ ,

φ̂
(u)
LOS = atan2

(

y(u)s − yr, x
(u)
s − xr

)

+ v
(u)
φ ,

for u = 0, · · · , U − 1,

where v
(u)
θ and v

(u)
φ are the DOA measurement noises, which

are modeled as a zero-mean Gaussian random variables with

standard deviations σ
(u)
θ and σ

(u)
φ , respectively.

Note that the receiver’s range to the u-th eNodeB r(u) is

typically significantly higher than the difference of the height

of the eNodeBs and the receiver z
(u)
s − zr. Therefore, in LTE

systems, θ
(u)
LOS is usually around π/2. Since θ

(u)
LOS is obtained

using an inverse sine function (cf. (8)) and an inverse sine

function’s slope is high for θ
(u)
LOS ≈ π/2, the estimation error

for θ
(u)
LOS can be significantly high. Therefore, only the azimuth

angle φ
(u)
LOS is used as the DOA measurement in this paper,

and only the 2-D position of the receiver is estimated. The

receiver’s altitude can be obtained using other sensors (e.g.,

barometer).

It has been previously shown that the eNodeBs’ positions

can be mapped with a high degree of accuracy, whether

collaboratively or non-collaboratively [30], [31]. It is also

possible to obtain the positions of the eNodeBs from a

database. Therefore, this paper assumes that the position of

the eNodeBs are known to the receiver a priori.

In LTE systems, the number of eNodeBs in the environment

for a specific network provider could be one or more depend-

ing on the number of users in the environment. Besides, when

the received signal from one eNodeB has significantly high

C/N0 compared to the other eNodeBs, the received signals

with low C/N0 may not be detectable due to the near-far

effect. In the position estimation problem with LTE signals,

there are 2 + U unknowns (the receiver’s horizontal position

and the difference between the receiver’s clock bias and each

of the U eNodeBs’ clock biases) and 2U − 1 equations (U
pseudoranges and U−1 azimuth angle differences). It is worth

mentioning that since the orientation of the antenna array

is not necessarily known by the receiver, the differences of

the estimated azimuth angles is used as DOA measurements.

Therefore, to estimate the receiver’s position and difference

between its clock bias and the eNodeBs’ clock biases through a

static estimator (e.g., a nonlinear least-squares), measurements

to at least 3 eNodeBs must be made. To increase the number

of measurements, the receiver must listen to different carrier

frequencies used by different LTE providers. Using a higher

number of eNodeBs’ measurements improves the geometric

diversity, and as a result will improve the estimation accuracy.

One approach to listen to multiple carrier frequencies is to

use multiple antenna arrays. However, since antenna arrays

are large structures, using multiple antenna arrays may not be

practical for certain applications (e.g., small handheld devices).

To overcome this problem, a navigation framework based on

an EKF that employs only one antenna array is proposed next.

The proposed navigation framework consists of two stages:

(1) initial navigation solution for a stationary receiver on

cold-start and (2) real-time navigation solution for a mobile

receiver, which are discussed next.

B. Initial Navigation Solution

In the initialization stage, the estimated TOA and DOA

are used to initialize the receiver’s position as well as the

difference between the receiver’s clock bias and each of

the eNodeBs’ clock biases and the difference between the

receiver’s clock drift and each of the eNodeBs’ clock drifts. In

order to make measurements on more eNodeBs, the stationary

receiver listens to different carrier frequencies sequentially.

Then, it uses the measurements obtained from all eNodeBs

to estimate the state vector, defined as

x ,
[

rTr ,x
T

clk1
, · · · ,xT

clkU

]T

, (12)

where rr , [xr, yr]
T

is the receiver’s position vector in the

xy-plane and

xclku
=

[

∆δtu,∆δ̇tu

]T

,

where ∆δtu , δtr − δt
(u)
s ; ∆δ̇tu , δ̇tr − δ̇t

(u)
s ; and δ̇tr and

δ̇t
(u)
s are the clock drift of the receiver and the u-th eNodeB,

respectively. The system’s dynamics can be modeled as

x(k + 1) = Fx(k) +w(k),

F =

[

I2 02×2U

02U×2 Fclk

]

,

Fclk = diag [Fclk1
, . . . ,FclkU

] , Fclku
=

[

1 Tsub

0 1

]

,

where Im is identity matrix of size m; 0m×n is an m × n
matrix of zeros; Tsub is the sampling period, which is assumed

to be one LTE frame length; and w(k) = [01×2,wclk(k)
T]T

and wclk(k) is a discrete-time zero-mean white noise sequence

with covariance Qclk given by

Qclk =











Qclk1
Qclkr

. . . Qclkr

Qclkr
Qclk2

. . . Qclkr

...
...

. . .
...

Qclkr
Qclkr

. . . QclkU











,

where Qclkr
and {Qclku

}Uu=1 are defined as

Qclku
, Qclkr

+Qclksu
,

Qclkr
=

[

Sw̃δtr
Tsub + Sw̃δ̇tr

T 3
sub

3 Sw̃δ̇tr

T 2
sub

2

Sw̃δ̇tr

T 2
sub

2 Sw̃δ̇tr
Tsub

]

,

where Sw̃δtr
and Sw̃δ̇tr

are the receiver’s clock bias and drift

process noise power spectra, respectively, and Qclksu
has a

structure similar to Qclkr
, except that Sw̃δtr

and Sw̃δ̇tr
are

replaced with Sw̃δtsu
and Sw̃δ̇tsu

, respectively.



The measurement vector is defined as

z , h(x) + v =

[

ρ

φ

]

,

where

ρ =
[

ρ(0), · · · , ρ(U−1)
]T

,

φ =
[

∆φ(1), · · · ,∆φ(U−1)
]T

, for ∆φ(u) ∈ [−π, π],

where ∆φ(u) , φ
(u)
LOS − φ

(0)
LOS and v is the measurement

noise, which is modeled as zero-mean white noise sequence

with covariance matrix defined as

R =

[

RTOA 0U×U

0U−1×U RDOA

]

, (13)

where RTOA = diag
[

σ
(0)
ρ

2
, · · · , σ

(U−1)
ρ

2]

and RDOA is

given by

RDOA =















σφ,1
2 σ

(0)
φ

2
. . . σ

(0)
φ

2

σ
(0)
φ

2
σφ,2

2 . . . σ
(0)
φ

2

...
...

. . .
...

σ
(0)
φ

2
σ
(0)
φ

2
. . . σφ,U−1

2















,

where σφ,i
2 = σ

(0)
φ

2
+ σ

(i)
φ

2
.

C. Real-Time Navigation

In the real-time navigation stage, only the TOA measure-

ments are used. Therefore, different antenna elements can

be used to listen to different carrier frequencies pertaining

to different eNodeBs in the environment. Using the LTE

SDRs proposed in the literature, it is possible to obtain

pseudoranges to each eNodeB in the environment [7]–[9], [13].

To navigate with obtained pseudoranges, proposed approaches

in the literature either: (1) modeled ∆δtu as a linear function,

whose parameters were calculated by post-processing the data

[10], (2) assumed the receiver to have access to estimates of

its own clocks for all time (e.g., from GPS signals), enabling

the receiver to estimate ∆δtu in a post processing fashion [8],

or (3) assumed the availability of the receiver’s states rr(0),
ṙr(0), δtr(0), and δ̇tr(0) (e.g., from GPS signals), which

are used to initialize the EKF [13], [14]. These approaches

suffer from the following shortcomings: (1) they use a crude

estimate of the clock bias time evolution (approach 1), (2)

they are not real-time (approaches 1 and 2), and (3) they

do not produce a navigation solution on cold-start without

access to GPS (approaches 2 and 3). In contrast, the initial

navigation solution produced in the first stage resolves all such

shortcomings, as it produces a navigation solution without

GPS, which could be subsequently used to initialize the EKF

for real-time navigation. Note that this stage utilizes TOA

measurements which are significantly more precise than DOA

measurements, making them more favorable to produce a real-

time navigation solution for a mobile receiver.

VI. SIMULATION RESULTS

In this section, the accuracy of the proposed method is

evaluated through numerical simulations. First, the estimated

TOA and DOA is analyzed in a multipath environment and for

different setups. Next, the accuracy of the position estimate

obtained using the proposed framework is evaluated.

A. Joint TOA and DOA Estimation Performance

In this subsection, the accuracy of joint TOA and DOA

estimation in a multipath environment is evaluated for three

scenarios: (1) a fixed number of antennas and transmission

bandwidth while varying the C/N0, (2) a fixed C/N0 and

transmission bandwidth while varying the number of antennas,

and (3) a fixed C/N0 and number of antennas while varying

the bandwidth. The received signal impinging the antenna

array was set to have one LOS and one multipath component

with the characteristics shown in Table II. For each scenario,

the actual CFR (cf. (2)) was first generated without any noise

based on the number of antennas, the transmission bandwidth,

and the multipath characteristics shown in Table II. Then, 103

white Gaussian noise realizations were generated for each CFR

and 103 CFR estimates were subsequently obtained by adding

each noise realization to the actual CFR. The noise variance

was assigned such that the predetermined C/N0 for each case

of every scenario was achieved. The TOA and DOA estimates

were obtained using the approach discussed in Section IV

for each of the CFR estimates. The root mean squared-error

(RMSE) of the 103 TOA and DOA estimates was calculated

for each case of each scenario. The parameters M , P , K , and

R were set to M ≡ N , P ≡ K ≡ M/2 + 1, and R ≡ 20.

TABLE II
RECEIVED SIGNAL CHARACTERISTICS AT THE ANTENNA ARRAY

α τ θ φ

LOS 1 1×10−8 45◦ 30◦

Multipath 0.5 20×10−8 35◦ 40◦

First, the number of antennas was assigned to M = 4 and

the transmission bandwidth was assumed to be 10 MHz. Fig. 3

shows the RMSE of the estimated TOA and DOA for different

C/N0.

Second, the transmission bandwidth was set to 10 MHz and

the C/N0 to 60 dB-Hz. Then, the RMSE of TOA and DOA

estimates were obtained for different number of antennas.

Fig. 4 shows the RMSE of the TOA and DOA estimates for

different M .

Third, the number of antennas was set to M = 4 and

C/N0 = 60 dB-Hz. The RMSE of the TOA and DOA

estimates for different LTE transmission bandwidths were

obtained.

The following remarks may be concluded from Fig. 3–5.

Remark 1 Increasing C/N0 helps differentiate the signal

subspace from the noise subspace. As a result, the TOA and

DOA estimation accuracy is improved, as shown in Fig. 3.
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Fig. 3. Joint TOA and DOA estimation performance for different C/N0.
Here, M = N = 4 and the bandwidth was set to 10 MHz.
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Fig. 4. Joint TOA and DOA estimation performance for different M . Here,
C/N0 = 60 dB-Hz and the bandwidth was set to 10 MHz.
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Fig. 5. Joint TOA and DOA estimation performance for different LTE
transmission bandwidths. Here, C/N0 = 60 dB-Hz and M = 4.

More importantly, it can be seen that C/N0 has approximately

the same effect on the TOA and DOA estimation accuracies.

Remark 2 Fig. 4 shows that M has approximately the same

effect on the TOA and DOA estimation accuracies. Therefore,

for small bandwidths, it is possible to improve the estimation

accuracy by increasing the number of antennas. However, it

is shown in [23] that for large bandwidths, the estimation

accuracy improvement becomes negligible when M increases.

Remark 3 Increasing the bandwidth helps differentiate the

LOS signal from multipath. As a result, the TOA and DOA

estimation accuracy is improved, as shown in Fig. 5. It can

also be seen that the bandwidth has more effect on the TOA

estimation accuracy than on the DOA estimation accuracy.

B. Initial Navigation Solution Performance

In this subsection, the accuracy of the proposed framework

for estimating x defined in (12) for a stationary receiver on

cold start is evaluated. It was assumed that a receiver with an

antenna array of M = N = 2 was located at rr, which was

chosen randomly in an environment surrounded by eNodeBs.

The receiver was listening to 3 eNodeBs, which were placed

on a circle centered at the origin with radius 1000 m. The

eNodeBs were assumed to be uniformly separated on the

circle and had the same height of 20 m as depicted in Fig.

6. The transmission bandwidth was assumed to be 5 MHz and

C/N0 = 60 dB-Hz. The transmission channel was assumed to

have the LOS signal and only one multipath component with

α = 0.5 and φ = 40◦. Using the same approach discussed

in Section VI-A, 103 CFR estimates were generated based on

the number of antennas, transmission bandwidth, received sig-

nal’s C/N0, and multipath characteristics. Then, the standard

deviations of the resulting TOA and DOA estimates over time

were calculated. These standard deviations were found to be

στ = 44.2 ns and σφ = 4.42◦ for TOA and DOA, respectively.

The receiver’s clock oscillator was modeled as a temperature-

compensated crystal oscillator (TCXO) with Sw̃δtr
≈ h0,r/2

and Sw̃δ̇tr
≈ 2π2h−2,r, where h0,r = 9.4 × 10−20 and

h−2,r = 3.8 × 10−21. The eNodeBs’ clock oscillators were

modeled as oven-controlled crystal oscillators (OCXOs) with

Sw̃δtsi
≈ h0,s/2 and Sw̃δ̇tsi

≈ 2π2h−2,s, where h0,s =

8× 10−20 and h−2,s = 4× 10−23.
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height
=20 m

Receiver

Fig. 6. Environmental layout of the simulation setup. The receiver was
listening to 3 eNodeBs, which were placed uniformly on a circle centered
at the origin with radius 1000 m. The height of the eNodeBs were assumed
to be 20 m.

TOA and DOA measurements were generated for all the

eNodeBs using the above settings for 20 s. The EKF’s initial

estimate was obtained from x̂(0| − 1) ∼ N [08×1,P(0| − 1)]
with the initial estimation error covariance P(0| − 1) =
diag

[

106, 106, 108, 1, 108, 1, 108, 1
]

. Fig. 7(a)-(b) show the x
and y position estimation error and their associated 3σ bounds

for one EKF run. Fig. 7(c)-(h) show the estimation error of

the differences between the receiver clock bias and drift with

those of each of the eNodeBs and their associated 3σ bounds



for one EKF run. Then, 103 EKF runs were performed with

different EKF initial estimate x̂(0| − 1) and different process

noise w and measurement noise v realizations in each run. The

average final positioning error after 20 seconds was calculated

to be 1.21 m.
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Fig. 7. The receiver’s (a) x and (b) y position estimation errors and their
associated 3σ bounds

VII. EXPERIMENTAL RESULTS

To evaluate the performance of the proposed framework, a

field test was conducted with real LTE signals in a semi-urban

environment. In this section, the experimental setup and results

are provided.

A. Experimental Setup

To perform the experiment, a ground vehicle was equipped

with

• Four consumer-grade 800/1900 MHz cellular omnidirec-

tional antennas to record LTE signals. The antennas were

arranged in a 2× 2 UPA array structure with d = 7 cm.

• Four National Instruments (NI) single-channel universal

software radio peripherals (USRPs) whose local oscil-

lators were synchronized using OctoClock-G CDA-2990

(an 8-channel external reference clock). The USRPs were

used to simultaneously down-mix and synchronously

sample the LTE signals received by the four antennas.

• An ethernet switch to connect to the USRPs and store

the LTE signal samples on a host laptop computer for

post-processing.

• A USRP to transmit a tone signal before performing

the experiment to remove the phase offsets between the

USRPs.

• A USRP to sample GPS signals for ground truth.

• A host laptop computer to store the data for post-

processing.

• A GPS antenna to discipline the OctoClock’s oscillator

and to sample GPS signals from which the “ground truth”

navigation solution is obtained.

Fig. 8 shows the experimental setup. Since the signals were

stored for post-processing, the sampling rate had to be de-

creased to overcome data overflow problems. In this experi-

mental setup with a 2 × 2 antenna array, the sampling rate

was set to 5 Msps. For a higher number of antennas, this rate

needs to be decreased or an ethernet switch that supports high

data rates must be used instead. It is worth mentioning that by

implementing the proposed receiver in hardware (e.g., digital

signal processors (DSPs) and field-programmable gate arrays

(FPGAs)), the sampling rate and number of antennas could

be increased, which will improve the estimation accuracy (see

simulation results analysis in Section VI). However, increasing

the number of antennas will increase the size of the structure,

which could be impractical for some platforms (e.g., handheld

devices).

USRPs OctoClock

Laptop

Ethernet switch

GPS antennas LTE antennas

Fig. 8. Experimental hardware setup. A ground vehicle was equipped with:
(1) four LTE antennas arranged in a 2 × 2 UPA structure to receive LTE
signals, (2) GPS antennas to discipline the clock of the OctoClock and be
used as the “ground truth”, (3) USRPs to receive LTE and GPS signals (4)
OctoClock to synchronize the USRPs. The signals were recorded in a laptop
computer for post-processing.

B. Calibration

It was mentioned in Section VII-A that an OctoClock was

used to synchronize the oscillators of all USRPs. However,

other components aside from the local oscillators may con-

tribute to a phase error between the USRPs, including: filters,

mixers, amplifiers, and phase locked-loops in the USRPs.

These factors may vary with time, temperature, and mechan-



ical conditions. To remove these errors, initial and periodic

calibration is required [32].

To calibrate the USRPs, a calibration tone must be transmit-

ted to all USRPs using matched-length radio frequency (RF)

cables. Then, the phase and amplitude differences between all

the USRPs with a reference USRP, which is chosen to be

the first USRP, must be measured. The phase and amplitude

difference must be removed from the received signals over

the course of the experiment. Since the phase differences may

vary with time and temperature, it is important to perform the

calibration routine before each experiment.

Fig. 9 shows the in-phase components of the received

signals for four USRPs, each of which was connected to the

USRP transmitting the calibration tone using matched-length

RF cables. It can be seen that the received signals at the

USRPs have both amplitude and phase shifts, which must be

calculated and removed before the experiment.
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Fig. 9. In-phase components of the received tone signal at four USRPs,
which were connected to the USRP transmitting the calibration tone using
matched-length RF cables.

C. Experimental Results

The experiment was performed in a semi-urban environment

and the vehicle-mounted receiver was stationary. LTE signals

on two different LTE carrier frequencies used by the U.S.

LTE cellular providers AT&T and T-Mobile were recorded

sequentially at 1955 and 2145 MHz, respectively. Then, the

recorded data was used to estimate the TOA and DOA of each

eNodeB. Next, the position of the receiver was estimated using

the navigation framework discussed in Section V.

The EKF’s initial estimate was assumed to be x̂(0| − 1) =
012×1 with initial estimation error covariance of P(0| − 1) =
diag [P0,r,P0,clk1 , · · · ,P0,clk5 ] where P0,r = 106 · I2 and

P0,clki
= diag

[

108, 1
]

. Note that in many applications where

there is no physical process noise (e.g., an stationary receiver’s

position), it is common to use an artificial process noise

[33]. Therefore, the process noise covariance was assumed

to be Q = diag [ǫ I2,Qclk], where ǫ was set to 10−10 m2.

The USRPs were synchronized using an OctoClock with a

GPS-disciplined oscillator. The eNodeBs’ oscillators are also

disciplined by GPS. Therefore, it is possible to model both

the receiver’s and eNodeBs’ clock oscillators as OCXOs with

Sw̃δtr
= Sw̃δtsi

≈ h0/2 and Sw̃δ̇tr
= Sw̃δ̇tsi

≈ 2π2h−2,

where h0 = 8 × 10−20 and h−2 = 4 × 10−23. Since the

receiver was stationary, the TOA and DOA measurements can

be assumed constant over short period of time. Therefore,

it is possible to divide the measurements into short period

windows (e.g., 1 s), measure the variance of the estimated

pseudoranges and phases, and use them to construct the

measurement covariance matrix R as shown in (13).

The receiver had LOS to 5 eNodeBs: 4 from T-Mobile and

1 from AT&T. Fig. 10 shows the environment layout as well

as the position of the eNodeBs. Fig. 11 shows the receiver’s

x- and y- position estimation errors and their associated 3σ,

respectively. The results show a final error of 0.55 m after

15 s.
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eNodeB 5

Estimated
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Fig. 10. Environmental layout, the positions of the eNodeBs in the environ-
ment, and the true and estimated position of the receiver. The results show a
0.55 m error in the horizontal receiver position estimate.
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Fig. 11. The receiver’s x- and y- position estimation errors for a stationary
receiver and their associated 3σ bounds. The results show a final error of 0.55
m in the position estimate.



VIII. CONCLUSIONS

This paper developed an approach to jointly estimate the

TOA and DOA of LTE signals. A navigation framework

was proposed, which used the estimated TOA and DOA to

estimate the position of the receiver, the difference between the

receiver’s clock bias and each LTE eNodeB, and the difference

between the receiver’s clock drift and each eNodeB. Unlike

existing approaches in the literature for LTE-based navigation,

the approach developed in this paper is capable of producing

a navigation solution for the stationary receiver on cold start,

without any a priori knowledge about the receiver’s initial

states. The accuracy of the estimated TOA and DOA for

different transmission bandwidths, number of antennas, and

C/N0 was evaluated through simulations. Experimental results

were presented showing a final error of 0.55 m in the receiver’s

position estimate with the proposed approach.
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