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Studies on the reading of appositive relative clauses (ARCs) have found that ARCs seem to 
exhibit less influence in later parsing and decision-making than similar constructions (Dillon et 
al., 2014; Dillon et al., 2017), a pattern we call discounting. Existing accounts often link discounting 
to the status of ARCs as independent segments in systems of pragmatic representation. This 
would predict discounting for other constructions as well. In this study, we test that prediction 
by investigating the reading of direct discourse speech reports and causal adjuncts in English. 
Diagnostics supplied by the theoretical literature show that these constructions contribute the 
same independent segments as ARCs in two different systems of pragmatic organization: direct 
discourse reports contribute an independent speech act, and causal adjuncts contribute their 
own discourse units. Nevertheless, in a series of five experiments, we find no evidence of ARC-
like discounting for either. We conclude that discounting should not be linked to either of these 
pragmatic representations, and discuss the outlook for other approaches to the phenomenon.
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1. Introduction
It is well-known that comprehenders use the representational structure of language as they assign 
an interpretation to linguistic input in real-time. This has been demonstrated largely for syntactic 
representations (Dillon et al., 2013; Stowe, 1986; Traxler & Pickering, 1996). But research in 
formal pragmatics suggests the existence of other, pragmatic representations of sentences: for 
instance, discourse seems to be organized into segments which address certain issues or goals 
(Asher & Lascarides, 2003; Grosz & Sidner, 1986; Kehler, 2002; Roberts, 1996/2012). Pragmatic 
structure has been shown to contribute to online expectations for downstream input (e.g. Clifton 
& Frazier, 2012), thus conditioning the interpretation of syntactic ambiguities (Rohde et al., 
2011), pronouns (Kehler & Rohde, 2013, 2017), and ellipsis (Kroll, 2020).

In this article, we address a line of research which suggests that pragmatic representations 
can also have a more direct reflex in sentence processing. In a series of experiments comparing 
appositive relative clauses and restrictive relative clauses, Dillon and colleagues (Dillon et al., 
2014; Dillon et al., 2017) have demonstrated that appositive relative clauses undergo a process 
of online encapsulation we will call discounting. Discounted material exerts less influence on 
downstream parsing and decision-making than other material. These authors suggest that the 
discounting observed for appositives (when compared to restrictive relatives) is a consequence 
of their marked pragmatic status. However, as we detail below, the pragmatic contribution of an 
appositive is quite complex. As a result, it remains unclear what precisely about that contribution 
leads to discounting.

This paper considers two ways in which appositives are distinct from restrictive relative 
clauses, each of which could be responsible for discounting: the fact that appositives function 
as their own speech act (Syrett & Koev, 2015), and the fact that appositives function as an 
independent discourse unit in discourse structure, more readily participating in discourse relations 
(Jasinskaja, 2016; Koev, 2013). We focus on the possibility of discounting separate speech acts 
or separate discourse units because these hypotheses make the most straightforward predictions: 
formal pragmatics gives us clear diagnostics for embedded speech acts and discourse units linked 
by discourse relations, and these hypotheses expect discounting behavior for any construction 
which meets those diagnostics.

We evaluate each of these two possible routes to discounting in turn by testing for discounting 
effects with another construction that meets the relevant pragmatic diagnostics. In both cases, we 
find no evidence of discounting. The first set of studies (Sections 2–5) focuses on the possibility 
of discounting for separate speech acts. Here, we examine direct discourse speech reports, which, 
like appositive relative clauses, contribute independent speech acts.

(1) Horace said, “I have no interest in sports.”
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Nevertheless, in three naturalness judgment experiments, we show that direct discourse reports 
do not behave like appositive relative clauses in terms of discounting. In Sections 6–8, we 
then turn to the possibility of the discounting of separate discourse units. While there is less 
theoretical unanimity about what is definitively a separate discourse unit, causal adjuncts like 
the one below are considered separate units by most theories, since they involve an identifiable 
discourse relation linking them to the matrix clause.

(2) Horace went to bed because he had no interest in sports.

In two further naturalness judgment experiments, we show that these causal adjuncts also do not 
exhibit discounting. We thus conclude that discounting should not be linked to either of these 
pragmatic representations. At the end of the paper, we reflect on two other possible explanations: 
another pragmatic approach which makes reference to at-issueness (9.2), and a prosodic approach 
which makes reference to sentence-sized (implicit) phonological units (9.5).

In the rest of this section, we will begin by considering the existing evidence for discounting, 
and motivating the need for a more detailed understanding of the phenomenon.

1.1 ARCs and pragmatic discounting
English has two distinct classes of relative clauses: restrictive relative clauses (RRCs) and appositive 
relative clauses (ARCs).

(3) Restrictive RC: Did the nurses who were hired in July receive a housing stipend that 
month?

(4) Appositive RC: Did the nurses, who were hired in July, receive a housing stipend that 
month?

RRCs provide information which “restricts” the set of entities picked out by the preceding 
noun phrase, as in the bolded clause in the sentence in (3). In this sentence, the relative 
clause is what narrows the discussion from all the nurses in the context to just those who were 
hired in July. In contrast to the restricting function of RRCs, ARCs merely provide additional 
commentary on the entities introduced by the preceding noun phrases. For instance, in (4), 
the bolded ARC serves to comment on the entire set of nurses relevant in the context, rather 
than pick out a subset of them. (This contrast with RRCs is why ARCs are also known as non-
restrictive relative clauses.)

As examples (3) and (4) show, it is possible for an ARC to contain exactly the same sequence 
of words as an RRC. In such cases, the only surface-level features which distinguish an ARC 
are found in prosody (Astruc-Aguilera & Nolan, 2007) or in punctuation, which roughly marks 
intonational boundaries in the orthographic form.
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Crucially, it is also generally accepted that ARCs constitute a separate pragmatic unit from 
the rest of their sentences (Arnold, 2007; Jasinskaja, 2016; Potts, 2005; Syrett & Koev, 2015). 
This makes ARCs an ideal testing ground for hypotheses which make predictions about the 
online influence of pragmatic representations. The particular hypothesis examined in Dillon et 
al. (2014) and Dillon et al. (2017) is summarized in (5).

(5) Pragmatic Discounting: The online interpretation of natural language depends on the 
construction of pragmatic representations roughly the size of a sentence. After the 
complete interpretation of one such unit, the material associated with it is discounted in 
later parsing and decision-making.

This proposal builds off of the intuitive notion that interpretation proceeds in terms of roughly 
sentence-sized (i.e. proposition-denoting) units (Grosz & Sidner, 1986). Once a unit of this type 
is complete and interpreted, representing its internal structure is less important (see, e.g., Potter 
and Lombardi, 1990, for evidence that structural information is lost in memory after conceptual 
information is computed). This way of grounding the hypothesis suggests a formalization of 
discounting in a cue-based retrieval model (e.g. Van Dyke & Lewis, 2003) as activation reduction 
in memory. Nevertheless, for the purposes of this article, we adopt the term discounting to remain 
neutral as to the particular mechanism.

ARCs and RRCs offer a unique testing ground for this hypothesis. Because ARCs constitute 
a rare case of a sentence-internal pragmatic segment, Pragmatic Discounting predicts that after 
an ARC has been read, its content will be represented at a much lower priority than the rest of 
the sentence, which remains incomplete and relevant to the processing task. In comparison, an 
RRC in the same sentence does not introduce the same kind of pragmatic segment, and so is not 
predicted to undergo discounting.

1.2 Evidence for the discounting of ARCs
Evidence from online reading measures and offline acceptability judgments seems to support 
these predictions of Pragmatic Discounting in two ways: (i) ARCs seem to be less influential than 
RRCs during subsequent dependency resolution in syntactic parsing, and (ii) the complexity of 
an ARC seems to be less influential on participants’ impressions of a sentence’s difficulty than 
the complexity of an RRC

Evidence for the first point comes from Dillon et al. (2017), who investigated online differences 
in the processing of ARCs and RRCs that intervene in filler-gap dependencies. Participants in 
their Experiment 1 rated the naturalness of 24 critical items in conditions like those depicted in 
Table 1, which crossed the type of RC in a sentence and the presence or absence of a filler-gap 
dependency that crossed the RC. Critical gaps in +Filler conditions are indicated as “___”. Dillon 
and colleagues observed a difference of differences interaction, such that filler-gap dependencies 
which crossed an RC exhibited a smaller naturalness penalty when that RC was an ARC.



5

Table 1: Sample stimulus from Dillon et al. (2017), Experiment 1.

Structure –Filler  +Filler

RRC The butcher asked if the lady who 
bought Italian ham was cooking dinner 
for her guests.

The butcher asked who the lady who 
bought Italian ham was cooking 
dinner for ___.

ARC The butcher asked if the lady, who 
bought Italian ham, was cooking 
dinner for her guests.

The butcher asked who the lady, who 
bought Italian ham, was cooking 
dinner for ___.

Eyetracking-while-reading measures for the same items from the authors’ Experiment 2 
provided evidence that these judgment differences were due to differences in online difficulty – 
in particular, the cognitive demands of filler retrieval and integration. In go-past times for the 
final sentence region, Dillon and colleagues observed a slow-down in the +Filler conditions, 
where the region contained a gap site and thus was the site of filler integration. Crucially, this 
gap site slow-down was greater for RRC conditions than ARC conditions.

Dillon and colleagues suggested that this systematic variation in reading time penalties was 
produced by the differential retrieval interference predicted by Pragmatic Discounting: while the 
content of an RRC serves as a source of interference, ARCs are subject to discounting due to their 
separate pragmatic organization, and thus contribute less difficulty during retrieval.

In earlier work, Dillon et al. (2014) considered the alternative hypothesis that ARCs are 
processed in a unique workspace, free from the resource demands generated by the rest of the 
sentence. An account like this predicts that ARCs themselves would be easier to read than RRCs. 
However, Dillon et al. (2017) observed no significant differences across multiple measures in the 
relative clause region itself. This is precisely why they found discounting to be the most credible 
account, because the critical differences between conditions appeared not in the difficulty of 
reading RRCs vs. ARCs, but solely in the consequences of having read an RRC vs. an ARC.

Recent investigations into the processing of subject-verb agreement with similar stimuli (Kim 
& Xiang, 2022; McInnerney & Atkinson, 2020; Ng & Husband, 2017) have provided convergent 
evidence that ARCs are less influential than RRCs in subsequent dependency resolution. Like filler-
gap processing, agreement processing is affected by content that intervenes in the dependency. 
In particular, plural marking on a verb with a singular subject generally triggers a slowdown, but 
the size of that slowdown is reduced in the presence of a local plural noun. The effect is known as 
agreement attraction, and is thought to depend on the availability of that local plural attractor in 
memory (Wagers et al., 2009). We might predict that discounting an attractor would reduce the 
size of an agreement attraction effect. This seems to be borne out: Ng and Husband (2017) and 
McInnerney and Atkinson (2020) found in self-paced reading studies that attractors within ARCs 
triggered smaller agreement attraction effects in post-RC verbs than attractors within RRCs. In 
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contrast, Kim and Xiang (2022), expanding on the design, found that the comprehension of verbs 
inside ARCs and RRCs was equally affected by pre-RC attractors. This is another instantiation 
of the asymmetry noted above: preceding content seems to influence the processing of ARCs 
and RRCs equally, but ARCs seem to have a reduced influence on the processing of subsequent 
content. As Kim and Xiang (2022) argue, this asymmetry can be explained by a hypothesis where 
ARCs undergo discounting.

In the first experiment presented here, we build on a related effect in naturalness judgments 
observed by Dillon et al. (2014). Dillon and colleagues reported a series of judgment experiments 
on items with RRCs and ARCs of varying complexity.1 Convergent evidence across multiple 
experiments suggested that judgments of acceptability showed less sensitivity to the complexity 
inside a clause when it was an ARC than when it was an RRC. For example, in their Experiment 
3, participants rated 24 critical items in the conditions depicted in Table 2, which crossed the 
type of RC present in the item (RRC vs. ARC) and the amount of complexity within it (Long vs. 
Short). “Long” complexity was created by modifying the subject of the RC with a (sometimes 
prepositional) object relative clause (ORC).

Table 2: Sample stimulus (excerpted) from Dillon et al. (2014), Experiment 3.

Structure Short Long

RRC That evil man who was on the cruise 
tried to intimidate the waitress.

That evil man who was on the cruise 
Mary took to the Pacific Islands tried 
to intimidate the waitress.

ARC That evil man, the one who was on 
the cruise, tried to intimidate the 
waitress.

That evil man, the one who was on 
the cruise Mary took to the Pacific 
Islands, tried to intimidate the 
waitress.

Participants’ ratings displayed another difference of differences interaction, such that the 
effect of complexity was significantly different across the different RC conditions. Material which 
decreases naturalness ratings within an RRC was not rated as poorly when it was within an ARC.

As discussed above, these differences do not stem from difficulty reading the RRCs, since 
the eyetracking data revealed that ARCs and RRCs have the same online profile until after they 
have been read. Rather, both results can be explained as consequences of discounting in later 
computation. For Dillon and colleagues’ Experiment 3, the relevant computation is the evidence 

 1 Note that this experiment uses parenthetical constructions that are better understood as nominal appositives – in this 
case, always definite descriptions. Our replication, Experiment 1, will do the same, and we will continue to call them 
ARCs in the main text. We take the difference between nominal appositives and proper ARCs to be unimportant: the 
pragmatic features of the two constructions are widely assumed to be comparable (Potts, 2005).
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integration required to provide a naturalness judgment for a sentence. Participants must ultimately 
compose their ratings by weighting the naturalness of the stimulus’s component parts. It possible 
that this weighting process would be sensitive to the same heuristics employed in parsing, in 
which case material within a discounted unit would exert less influence on judgments than 
material within the main body of the sentence. With these mediating assumptions in place, we 
take naturalness rating data on complexity as another source of insight into the same discounting 
effect observed in online syntactic processing.

These results have been taken as evidence for an account in which material that constitutes 
a sub-sentential pragmatic unit is heuristically discounted during following computation. By this 
hypothesis, pragmatic representations have an influence not just in the resolution of meaning 
but in a variety of lower-level processing computations, including dependency resolution and the 
construction of acceptability judgments.

Nevertheless, the only evidence that has been marshaled for Pragmatic Discounting has come 
from the comprehension of ARCs. In the studies reported in this paper, we generate and test 
predictions about constructions besides ARCs. To do this, we have to consider a series of more 
specific formulations of Pragmatic Discounting. We will start with an approach inspired by Dillon 
and colleagues, who have suggested that the discounting of ARCs may derive, in particular, from 
their status as separate speech acts, minimal units of communicative purpose. To evaluate the 
predictions of a speech act-based discounting hypothesis, we turn to another construction, direct 
discourse, which has also been argued to comprise a separate speech act.

2. Speech acts and pragmatic structure
The representational distinctions that have been posited for pragmatic structure do not consist of 
the same kind of unitary hierarchical structures that are assumed for syntactic representations. 
Instead, multiple overlapping but distinct ways of organizing input seem to be necessary to 
capture the variety of computations which a theory of pragmatics must account for. These include, 
for example, the representation of dependencies between adjacent sentences, and seemingly 
separable representations which situate language within the human social context. Thus, while 
Pragmatic Discounting provides a successful account of the data presented in Dillon et al. (2014) 
and Dillon et al. (2017), to move forward it is necessary to specify which kinds of pragmatic 
segments undergo discounting.

In this section, we lay the groundwork for such a distinction, which requires a discussion of 
one type of pragmatic representation, the speech act. We show that the status of ARCs as separate 
speech acts is shared by another construction, direct discourse, and present evidence that speech 
act representations are generated during online processing of direct discourse. We ultimately 
arrive at the prediction that direct discourse will also exhibit discounting, which then motivates 
the first experiments we present.
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2.1 A more constrained hypothesis
The key intuition laid out by Dillon et al. (2017) is that a pragmatic unit roughly the size of a 
sentence serves as the maximal level at which a certain grain of linguistic detail is represented 
online. We here entertain a particular candidate for that representation.

The resulting hypothesis, stated in (6), is based on the premise that the relevant maximal 
level at which the processor requires access to internal content is the speech act, the minimal 
linguistic unit which may carry communicative purpose (Austin, 1962; Ross, 1970). Speech 
acts are assumed to host features required to appropriately model conversation, such as the 
relationship between an utterance and its author. It is reasonable to assume this is a critical 
level of meaning-building: in modern commitment-based approaches to discourse in the 
tradition of Stalnaker (1978), identifying pairs of speech act and speaker within a discourse is 
necessary to understand the flow of information (Farkas & Bruce, 2010; Farkas & Roelofsen, 
2017; Gunlogson, 2001; Murray, 2014). Reference to the speech context is also necessary 
to resolve the reference of deictic elements like I, you, and here (Kaplan, 1989). Indeed, 
speaker attribution appears to be accessed quickly for many purposes in online processing, 
including speaker-specific lexical prediction (Creel et al., 2008), and auditory simulation, to 
be discussed further in 2.3 (Alexander & Nygaard, 2008; Zhou & Christianson, 2016b; Zhou 
et al., 2019).

(6) Speech Act Discounting: The online interpretation of natural language depends on the 
construction of speech act representations in order to compute relationships between the 
content and the communicative context. After the complete interpretation of a speech 
act, the material associated with it is discounted in later parsing and decision-making.

Speech acts have rigid enough surface manifestations that they, alongside illocutionary force, 
have been proposed as a component of syntactic organization itself (Ross, 1970; Speas & Tenny, 
2003). If we accept that speech acts correspond to a syntactic unit of a particular size, it would be 
possible to implement Speech Act Discounting even if comprehenders only generate hierarchical 
syntactic representations online. Therefore, Speech Act Discounting is a rather parsimonious 
approach to pragmatic discounting: it assumes a minimal level of representational complexity in 
our theory of online comprehension.

2.2 ARCs are separate speech acts
Speech Act Discounting correctly predicts that ARCs exhibit discounting. As we will review in 
this section, ARCs instantiate distinct speech acts from their host sentences.

Previous literature (e.g. Syrett & Koev, 2015) bases this conclusion on two key observations: 
(i) ARCs permit adverbs which are often assumed to be otherwise limited to initial position 
within an utterance (Potts, 2005; Thorne, 1972), as illustrated in (7a), and (ii) commitment by 
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the speaker to the proposition that an ARC expresses is unaffected by the illocutionary force of 
the host utterance (Arnold, 2007; Peterson, 2004), as shown in (7b).2

(7) a. The nurses, who, confidentially, were hired in July, received a housing stipend 
for June.

b. Did the nurses, who were hired in July, receive a housing stipend?

For both properties, the minimal contrast with RRCs is visible in (8): the sentence in (8a) is 
ungrammatical, and in the sentence in (8b), the RRC forms part of the terms of the question, 
rather than providing a parallel comment as in (7b).

(8) a. *The nurses who, confidentially, were hired in July received a housing stipend for 
June.

b. Did the nurses who were hired in July receive a housing stipend?

Syrett and Koev (2015) refer to the property of instantiating a separate speech act as “illocutionary 
independence.” In addition to independence, some accounts assert that appositives carry unique 
illocutionary value (AnderBois et al., 2015; Murray, 2014).

We note here that ARCs are pragmatically distinct from RRCs in at least two other ways 
beyond their status as separate speech acts. First, ARCs are accessible to discourse relations 
(Jasinskaja, 2016; Koev, 2013), a limited set of asymmetric pragmatic relations that link together 
two “proposition-sized” chunks of a text (Asher & Lascarides, 2003; Hobbs, 1979, i.m.a.). Those 
chunks are frequently independent sentences, but ARCs are a conspicuous case of sub-sentential 
chunks. We’ll call these chunks of meaning which can be linked by discourse relations discourse 
units: ARCs, and not RRCs, therefore can introduce a new discourse unit. We will return to 
consider this kind of representation in Section 6.

ARCs also provide a different type of information from a typical assertion (AnderBois et 
al., 2015; Murray, 2014; Potts, 2005; Tonhauser, 2012), which Potts (2005) analyzes as not-at-
issue content. Potts suggests that not-at-issue content displays a number of pragmatic hallmarks, 

 2 We may not be fully convinced by these observations. Fairclough (1973) and Ayres (1974) both contest Thorne’s 
(1972) claim that ARCs are unique in their ability to host utterance-initial adverbs, showing that RRCs modifying an 
indefinite seem to be suitable hosts as well (a).

(a) Some nurses who, confidentially, were hired in July received a housing stipend for June.

  Observation (ii) is less controversial, but may not require ARCs to be a separate speech act if illocutionary force is 
encoded as a scope-taking operator like quantification or negation (e.g. Farkas & Roelofsen, 2017; Rizzi, 1997), to 
which ARCs are also immune. In this approach, we would require only a single theory of projection to account for 
this behavior, and might not need to label ARC a speech act in itself. (Such an account would, however, still have to 
resort to speech act-hood if we accept that ARCs have unique illocutionary status of their own, cf. AnderBois et al., 
2015; Murray, 2014.) Thus, while we don’t give up the claim of speech act-hood, it should not be taken as innocently 
as it has been in recent literature.
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including inaccessibility to polar response particles like yes and no, and scopal independence 
from at-issue content. While at-issueness as a pragmatic feature figures in much of the ARC 
literature, the extent to which it should be treated as a unified notion is debated (Jasinskaja, 
2016; Potts, 2012). We set it aside here, but offer some discussion in 9.2.

Because ARCs have a unique status in all of the levels of pragmatic representation reviewed 
in this section, the processing evidence in 1.2 is possibly compatible with hypotheses defined 
over any of them. Nevertheless, we will begin by taking seriously Speech Act Discounting in 
particular. We move next to discuss another construction involving a sub-sentential speech act, 
direct discourse speech reports.

2.3 Direct discourse and speech acts
Natural language offers us another common pragmatically independent sub-sentential construction 
in the form of direct discourse (DD) speech reports, illustrated in (9). DD should be contrasted 
with indirect discourse (ID), illustrated in (10). These together make up the two primary ways of 
expressing reported speech as the object of a verb like say.

(9) Rebecca said, “The nurses in my ward are well-paid.”

(10) Rebecca said that the nurses in her ward were well-paid.

(11) a. *Who did Rebecca say, “I saw yesterday”?
b. Who did Rebecca say she saw yesterday?

Like ARCs and RRCs, these alternatives are minimally different in notable ways. ID encodes 
only the meaning of reported speech. It is structurally integrated to the extent that it permits 
binding (Every nursei said that theyi were well-paid.) and sequence of tenses phenomena 
(Every nurse saidi that they werei (at that time) well-paid.) (Cappelen & Lepore, 2017), and 
in some cases permits Wh-movement (11). In all of this, it resembles a larger class of clause-
embedding constructions, cf. Every nurse thought that she was well-paid. On the other hand, 
like ARCs, DD features a non-integrated representation that encodes a non-standard type 
of information, in this case a mimetic simulation of the reported utterance’s form (Clark & 
Gerrig, 1990; Davidson, 2015). Notably, in DD that form is entirely opaque to surrounding 
linguistic material. That is, no structural dependencies of any distance are permitted between 
DD and its context.

In English, while ID must not be separated from its surrounding context by any punctuation, 
sentence-medial DD is, by standard prescription, set off by preceding and following commas 
in addition to raised quotation marks, as illustrated in (12) (e.g. The Associated Press Stylebook, 
2019; The Chicago Manual of Style, 2017).
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(12) Pedro said, “We are living in unprecedented times,” and let out a long sigh.

For our purposes, DD is relevant because it, like ARCs, introduces a distinct speech act. The 
evidence presented above for ARCs as a distinct speech act consisted of two main generalizations: 
(i) compatibility with a certain set of utterance-modifying adverbs, and (ii) independence from 
the illocutionary force of an embedding sentence.

Both of these generalizations hold of DD. There is a key difference, though: while an ARC 
appears to exist as a separate speech act within the ongoing discourse, DD presents a speech 
act outside of the ongoing discourse. If this distinction matters at all to our theory of speech act 
organization, it would only make DD a more exemplary candidate as an independent speech act. 
DD can report anything produced by an event of speech: in addition to permitting utterance-
modifying adverbs (13), it can consist solely of non-propositional content, as in (14). Further, 
no aspect of the embedding material, including illocutionary force, can change any aspect of the 
speech act presented, as shown in (15).

(13) Rebecca said, “Confidentially, the nurses in my ward are well-paid.”

(14) Rebecca said, “Eek!”

(15) Did Rebecca say, “The nurses in my ward are well-paid”?

ID doesn’t present a speech act in the same way. It does make reference to another speech act’s 
content, but note that it fails to straightforwardly permit utterance-level modification (16) or 
non-propositional content (17), and everything it contributes is subject to the illocutionary force 
of the sentence (18).

(16) #Rebecca said that, confidentially, the nurses in her ward were well-paid.

(17) *Rebecca said that eek.

(18) Did Rebecca say that the nurses in her ward were well-paid?

DD thus presents a speech act as an excerpt from another conversational context altogether. 
Beyond this, research on auditory perceptual simulation shows that features of that separate 
conversational context affect early reading of DD but not ID. The starting point of this work comes 
from the general finding, independent of DD, that readers appear to mentally simulate qualities 
of an imagined speaker. In a silent reading experiment reported in Alexander and Nygaard 
(2008), participants exposed to fast and slow talkers exhibited significantly slower reading times 
when reading a passage if they were told it was written by the slow talker. Zhou and Christianson 
(2016a, 2016b) found similar speed modulation, in measures as early as first fixation duration, 
when participants were asked to imagine a non-native speaker reading a passage. Zhou et al. 
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(2019) further showed that this simulation resembled the auditory experience of listening to the 
imagined speaker so much that it led to similar “forgiveness” of grammatical errors (Hanulikova 
et al., 2012) as indexed by reduced P600s in the ERP record.

This voice simulation has also been observed for participants who read passages of narration 
which contain direct discourse, but not indirect discourse. In an eye-tracking study, first-pass 
and go-past reading times of a DD region were modulated by the described speed of the reported 
speech, while ID showed no effect (Yao & Scheepers, 2011). Even when the speed is described 
by an immediately pre-verbal temporal adverb indicating the reported speech act was originally 
delivered quickly, participants have been shown to increase the speed at which they read a 
passage of DD, and not ID (Stites et al., 2013). fMRI data showed that activity in voice-selective 
areas of the auditory cortex increased during the reading of DD passages (Yao et al., 2011), 
indicating that the process modulating reading speed is likely auditory in nature.

In sum, we have strong evidence that the sentence processor is sensitive to distinctions between 
DD and ID in the early stages of reading, such that DD is treated much like an unembedded piece 
of text, read as a unit of linguistic material that may have its own distinct speaker and manner of 
delivery – that is, a speech act. In the features relevant for organizing content into speech acts, 
then, there is no doubt that DD is distinct from its surrounding context.

In 2.2, we noted that ARCs are argued to be distinguished from RRCs in two other pragmatic 
ways: their ability to participate in discourse relations, and their contribution of not-at-issue 
information. It is not clear at first glance that either of these properties distinguish DD and ID in 
the same way. We will postpone a detailed discussion of the relevant evidence to 6.2.

2.4 Predictions
In the subsection above, we reviewed evidence that DD, and not ID, introduces a sub-sentential 
speech act. Moreover, previous studies have shown this distinction to be active in online 
comprehension. In this way, DD speech reports are parallel in pragmatic organization to ARCs.

By the Speech Act Discounting hypothesis, discounting patterns are predicted for any separate 
speech act object, once it is no longer currently being processed. This hypothesis thus predicts 
that material within a DD report will undergo the same discounting observed for ARCs. Because 
ID reports are a similar construction which does not introduce a separate speech act, they offer 
a useful comparison. Given the linking hypotheses discussed in 1.2, Speech Act Discounting thus 
predicts that complexity within a token of DD will result in a smaller judgment penalty than the 
same complexity within a token of ID. Likewise, filler-gap dependencies spanning DD will result 
in a smaller penalty than dependencies spanning ID.

These are exactly the predictions we test in the naturalness judgment experiments reported 
below. In Experiment 1 (Section 3), we replicate the Complexity × Structure interaction between 
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ARCs and RRCs from Dillon et al. (2014). In Experiment 2 (Section 4), a parallel experiment with 
DD and ID speech reports, we fail to find the first predicted interaction. In Experiment 3 (Section 
5), using the filler-gap design of Dillon et al. (2017), with DD and ID speech reports, we fail to 
find the second predicted interaction. We take these results as evidence that DD is not discounted 
in the same manner as ARCs, and thus as evidence against Speech Act Discounting.

3. Experiment 1: Replicating appositive discounting
The experiments in Dillon et al. (2014) that first established our effect of interest encompassed 
24 items and comparison among 8 conditions, such that each participant only provided 
3 observations per condition. In the rest of our experiments here, we tested our predictions 
about the processing of other constructions in a design using 32 items and comparison among 
4 conditions, such that each participant provided 8 observations per condition. In order to 
maximize our ability to interpret any differences between those results and the established 
ARC effect, in Experiment 1 we replicated the critical findings of Dillon and colleagues in our 
expanded design. The results suggest that ARC discounting is a reliable effect, robust to changes 
in stimuli.

3.1 Method
3.1.1 Materials
Participants read 32 critical items featuring critical sentence-medial subject relative clauses in 
a 2 × 2 cross of Complexity [Short, Long] and Structure [RRC, ARC]. 24 of the 32 item sets 
were taken directly from Dillon et al. (2014), and an additional 8 item sets were made according 
to the same template. In all item sets, just as in Dillon et al. (2014), embedded object relative 
clauses (ORCs) were used to lengthen the critical relative clauses in the Long conditions. All 
ORCs featured an inanimate head (e.g. cruise) extracted from an object or prepositional object 
position (e.g. took ___ to the Pacific Islands), and a proper name subject (e.g. Mary). A sample item 
set is provided in Table 3.

Table 3: Sample stimulus from Experiment 1.

Structure Short Long

RRC That man who was on the 
cruise tried to throw a waitress 
overboard.

That man who was on the cruise Mary 
took to the Pacific Islands tried to throw a 
waitress overboard.

ARC That man, the one on the 
cruise, tried to throw a waitress 
overboard.

That man, the one on the cruise Mary 
took to the Pacific Islands, tried to throw 
a waitress overboard.
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Interleaved with these experimental items, participants saw the 72 fillers used by Dillon et 
al. (2014) and Dillon et al. (2017), which included a mix of grammatical and ungrammatical 
cases. The most unnatural items featured verb agreement and reflexive number mismatch, and 
unlicensed negative polarity items.

3.1.2 Participants and procedure
48 native English-speaking participants with at least the equivalent of a high school diploma 
were recruited on Prolific, and paid in accordance with a $12/hr wage. Prolific’s user base is 
global, and we did not restrict participation by nationality. Participants in the studies we report 
here therefore speak a few different varieties of English. They mostly come from the United 
States (40%), the United Kingdom (37%), and Canada (10%), but also from South Africa (5%), 
Australia and New Zealand (3%), Ireland (2%), and other countries (4%).

The experiment itself was scripted using Ibex (Drummond, 2010), and hosted on Drummond’s 
IbexFarm website, now defunct. After completing a consent form, participants were instructed 
that they would be rating sentences of English for naturalness on a 7-point scale, using computer 
keys or mouse. The “1” point was labeled “very unnatural,” and “7” was labeled “very natural.” 
A few trials of guided practice modeled on the procedure used in Dillon et al. (2014) and 
Dillon et al. (2017) instructed participants on how to use certain regions of the scale, before 
they proceeded to further practice. After the final labeled practice item, participants answered 
questions in a short “burn-in” period consisting of filler items in order to continue familiarizing 
them with the scale before any critical items were shown.

Critical items were Latin-Squared into 4 lists with equal participation in each, before being 
randomized and interleaved with the 72 fillers. Mandatory 10 second breaks were interspersed 
throughout the experiment every 15 trials. At the end of the experiment, participants responded 
to a short survey about their language experience and their experience on the task before 
receiving payment.

All elements of the procedure for other experiments were identical unless otherwise noted.

3.2 Results
Trials featuring latencies longer than 30s were discarded, removing a total of 58 critical trials. 
The distributions of responses received for each condition are presented in Figure 1.

Statistical analysis was carried out by fitting an ordinal mixed-effects model with Stan (Stan 
Development Team, 2019) using the brms package in R (Bürkner, 2017, 2018), with principled 
weakly-informative priors, maximal random effects, and sum-coded predictors. When we report 
model results, we present effects with the conditions coded as positive given in parentheses. 
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Particular model-fitting specifications are summarized in Table 4, used throughout the paper 
unless otherwise specified. Posterior values for β ̂and σβ along with 95% credible intervals (CRIs) 
from this model are provided for fixed parameters of interest in Table 5. Note that these models 
treat ordinal data assuming a latent scalar response variable (–∞, ∞) with a 0 intercept and a 
series of fixed thresholds partitioning the underlying space into the available responses (Bürkner, 
2020). Fixed effects are slopes for the underlying scalar response variable. We take parameters 
whose 95% CRI does not contain 0 to indicate noteworthy effects. All models reported feature R̂ 
= 1.00 for the parameters of interest.

Figure 1: Naturalness rating distributions by condition from Experiment 1. The black vertical 
lines report condition means calculated over responses coerced to numerical values, as a rough 
estimate of central tendency, though we analyze the data as strictly ordinal. Red and green 
dotted lines report similar means for ungrammatical and grammatical fillers, respectively.

Table 4: Model-fitting specifications used in brms. All other parameters (e.g. priors for random 
effects) received their default value.

Family cumulative ("probit") Inits 0

Threshold priors 𝒩 (0,5) Chains 6

Fixed slope priors 𝒩 (0,1) Iterations 10000 (incl. 2000 warmup)

We observed a main effect of complexity, such that sentences with long RCs were rated less 
natural than those with short RCs (β ̂= –0.24, 95% CRI = (–0.36, –0.13)), and a main effect of 
structure, such that sentences with ARCs were rated more natural than those with RRCs (β ̂= 
0.27, 95% CRI = (0.11, 0.42)). Most importantly, these main effects were qualified by the 
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predicted interaction of complexity and structure, such that the complexity penalty was notably 
smaller for sentences with ARCs (β ̂= 0.08, 95% CRI = (0.01, 0.16)).

Table 5: Bayesian ordinal mixed-effects model fit to the data from Experiment 1.

Effect Posterior β̂ Posterior σβ 95% CRI Lower 95% CRI Upper

Threshold 1|2 –3.19 0.18 –3.54 –2.84

Threshold 2|3 –2.38 0.15 –2.68 –2.08

Threshold 3|4 –1.85 0.15 –2.14 –1.57

Threshold 4|5 –1.20 0.14 –1.49 –0.93

Threshold 5|6 –0.24 0.14 –0.52 0.03

Threshold 6|7  0.93 0.14 0.65 1.21

Structure (ARC) 0.27 0.08 0.11 0.42

Complexity (Long) –0.24 0.06 –0.36 –0.13

Structure × Complexity 0.08 0.04 0.01 0.16

To quantify the degree of evidence in favor of the presence of this critical interaction, we 
computed a Bayes factor between a fully-specified model and a reduced model without the 
interaction term, BF10. Following state-of-the-art recommendations for Bayes factor computation 
(Nicenboim et al., 2022; Schad et al., 2022), we employed bridge-sampling tools in brms (i.e. the 
function bayes_factor), and used empirical priors for the fully-specified model.

To derive these empirical priors, we conducted a meta-analysis of the three studies which have 
examined naturalness judgment length penalties in RRCs and ARCs in the published literature, 
Experiments 1, 3, and 4 of Dillon et al. (2014). Applying the same modeling procedure used for 
the studies we report here, we derived model fits for each of the three experiments. Then for each 
parameter (the fixed slopes for the main effects and interaction, as well as the six thresholds), we 
collected the three estimated values and fit to them a final meta-model with a random effect of 
experiment in order to determine our best expectation for that parameter. Results are compiled 
in Table 6. The estimated weights for the critical interaction in each experiment and the meta-
analysis are shown in Figure 2.

Using the estimates from our meta-analysis as priors in the fully-specified model for Bayes 
factor calculation, we arrive at BF10 = 5.75 in favor of the model with the interaction. In the 
taxonomy of Lee and Wagenmakers (2013), the results from Experiment 1 serve as “moderate 
evidence” for the presence of the critical interaction. We thus replicated the crucial findings of 
Dillon et al. (2014).
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Table 6: Parameter expectations induced from meta-analyses over the effects from the Dillon et 
al. (2014) judgment studies. Fully-specified models used in Bayes factor calculations used these 
expectations as empirical priors, of the form 𝒩(β,̂ σβ).

Effect Posterior β̂ Posterior σβ 95% CRI Lower 95% CRI Upper

Threshold 1|2 –3.15 0.32 –3.79 –2.42

Threshold 2|3 –2.52 0.21 –2.96 –2.08

Threshold 3|4 –1.95 0.19 –2.36 –1.55

Threshold 4|5 –1.36 0.16 –1.67 –1.03

Threshold 5|6 –0.44 0.18 –0.83 –0.06

Threshold 6|7 0.82 0.36 0.05 1.56

Structure (ARC) 0.22 0.26 –0.25 1.05

Complexity (Long) –0.36 0.08 –0.54 –0.17

Structure × Complexity 0.15 0.06 0.01 0.29

Figure 2: Comparing the estimated weight of the critical Structure × Length interaction in the 
judgment studies reported in Dillon et al. (2014). Error bars display 95% CrIs.

3.3 Discussion
In Experiment 1, we replicate the critical effect of Dillon et al. (2014), an interaction in naturalness 
judgments such that adding complexity to an ARC results in a reduced naturalness penalty, what 
we call here discounting. We can conclude that the effect is robust, persistent across changes to 
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the stimuli and sample. Moreover, having replicated the effect with our power, population, and 
method of analysis in particular, we have established a useful baseline for the results reported in 
the rest of our study.

4 Experiment 2: Costs for complexity within reported speech
In Experiment 2, we conducted an extension of the 2 × 2 from Dillon et al. (2014) discussed 
and replicated above, which examined naturalness judgments of complexity within DD and ID. 
The Speech Act Discounting hypothesis predicts that complexity in DD will result in a smaller 
judgment penalty than ID, due to differences in evidence weighting. This is expected to surface as 
a difference of differences interaction between Structure and Complexity, such that the penalty 
associated with Long conditions in ID is attenuated in DD.

4.1 Method
We constructed 32 items in a 2 × 2 cross of Complexity [Short, Long] and Structure [ID, DD]. 
Just as in Dillon et al. (2014), ORCs were used to lengthen the critical regions, here speech 
report clauses. The particular ORCs were identical to those used in our replication of Dillon 
and colleagues in Experiment 1. An example item set is given in Table 7. DD items included 
punctuation in accordance with prescriptive standards.

Table 7: Sample item set from Experiment 2.

Structure Short Long

ID Evan said that the cruise departed 
three hours behind schedule.

Evan said that the cruise Mary took to 
the Pacific Islands departed three hours 
behind schedule.

DD Evan said, “The cruise departed 
three hours behind schedule.”

Evan said, “The cruise Mary took to 
the Pacific Islands departed three hours 
behind schedule.”

48 participants were recruited and participated as in Experiment 1.

4.2 Results
Trials featuring software errors or latencies of longer than 30s were discarded, removing a total 
of 21 critical trials. The distributions of responses received for each condition are presented in 
Figure 3.

Statistical analysis was performed using a Bayesian-fit ordinal mixed-effects model, reported 
as above in Table 8. We observed a main effect of complexity, such that sentences with long RCs 
received lower ratings than those with short RCs (β ̂= –0.51, 95% CRI = (–0.68, –0.36)). We 
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report no other noteworthy effects. Most importantly, the interaction of complexity and structure 
was not credibly non-zero (β ̂= 0.03, 95% CRI = (–0.05, 0.11)).

Figure 3: Naturalness rating distributions by condition from Experiment 2.

Table 8: Bayesian ordinal mixed-effects model fit to the data from Experiment 2.

Effect Posterior β̂ Posterior σβ 95% CRI Lower 95% CRI Upper

Threshold 1|2 –4.06 0.27 –4.60 –3.55

Threshold 2|3 –3.24 0.21 –3.65 –2.83

Threshold 3|4 –2.70 0.20 –3.09 –2.31

Threshold 4|5 –2.21 0.19 –2.59 –1.83

Threshold 5|6 –1.49 0.19 –1.86 –1.12

Threshold 6|7 –0.31 0.18 –0.67 0.06

Structure (DD) 0.10 0.06 –0.01 0.22

Complexity (Long) –0.51 0.08 –0.68 –0.36

Structure × Complexity 0.03 0.04 –0.05 0.11

We computed a Bayes factor using the procedure detailed in Section 3 to quantify the 
degree of evidence in favor of the absence of the critical interaction (BF10 = 0.12). This suggests 
“moderate evidence” in favor of the absence of the critical interaction.

4.3 Discussion
In Experiment 2, we failed to find a discounting interaction such that a judgment penalty for 
complexity within ID is attenuated in DD. The results are inconsistent with Dillon and colleagues’ 
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findings on ARCs, as well as our replication in Experiment 1. We thus fail to support the Speech 
Act Discounting hypothesis, which would predict DD reports are discounted compared to ID 
reports just as ARCs are discounted compared to RRCs. This is predicted because DD reports 
and ARCs both introduce sub-sentential speech acts, and Speech Act Discounting holds that 
the decision-making process employed in giving naturalness judgments systematically discounts 
information about sub-sentential speech acts. In contrast to this prediction, DD reports seem to 
not be discounted at all.

It is apparent that all critical items in Experiment 2 were rated very highly by participants, 
almost 1 scale degree higher than the comparable relative clause items in Experiment 1. Given 
that there is a small numeric trend towards the predicted interaction, it is possible that it escaped 
significance due to scale compression or a ceiling effect. Nevertheless, the results of two further 
equally-powered follow-ups with slightly different items suggest that these nulls are more than a 
scale effect. We summarize the findings of these follow-ups briefly below.

In one replication, participants saw the same critical trials and fillers described above, the 
only difference being 40 additional fillers from another experiment, some of which featured 
marginally-acceptable split-antecedent NP ellipsis, as in (19).

(19) I saw Mary’s dog and I saw Susan’s cat yesterday, but I didn’t see Jane’s at the time.

We observed no difference in participants’ ratings for the target items, replicating the same main 
effect of complexity and null interaction as reported above.

In a second replication, we targeted particularly the worry of a scale effect. We adjusted 
the critical items so that Long conditions featured RCs with animate definite description heads 
extracted across animate definite description subjects (20), a configuration known to result in 
exceptional complexity and unacceptability (Traxler et al., 2002).

(20) Evan said, “The captain the senator met at a hotel bar in the Pacific Islands departed 
three hours behind schedule.”

If the lack of an interaction was due to compression of the main complexity effect, the interaction 
would have resurfaced when associated with a stronger complexity effect. As predicted, the 
effect of complexity was larger than in Experiment 1, by a factor of more than two (β ̂= –1.67, 
95% CRI = (–2.00, –1.84)), but estimates for the critical interaction remained close to zero 
(β ̂= 0.10, 95% CRI = (–1.34, 0.34)). We are confident that the very low probability of a non-
zero interaction parameter is not the result of a scale effect.

5. Experiment 3: Dependencies across reported speech
Experiment 3 turned to extending the findings of Dillon et al. (2017), by investigating potential 
discrepancies in filler-gap processing between ID and DD. This offered another opportunity to 
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evaluate the predictions of Speech Act Discounting, which predicts that resolving dependencies 
which cross DD will be less difficult than resolving dependencies which cross ID, by virtue 
of the processor’s tendency to discount previous speech acts and thereby eliminate sources of 
interference.

5.1 Method
Similar to the construction of materials for Experiment 2, 32 items were created based on the 
qualities of the 24 items in Dillon et al. (2017). As in that study, each item was manipulated in 
a 2 × 2 cross of Structure [ID, DD] and Filler [–Filler, +Filler], where the presence of a filler-
gap dependency crossing the critical speech report was manipulated by the type of embedded 
question used, between embedded content questions and embedded polar if questions. Speech 
reports were always contained within relative clauses modifying the subject of the embedded 
question. An example item is in Table 9.

Table 9: Sample stimulus from Experiment 3.

Structure –Filler +Filler

ID The butcher asked if the lady 
who said that she would like a 
nice big ham was cooking for a 
party.

The butcher asked who the lady who 
said that she would like a nice big 
ham was cooking for.

DD The butcher asked if the lady 
who said, “I would like a nice 
big ham,” was cooking for a 
party.

The butcher asked who the lady who 
said, “I would like a nice big ham,” 
was cooking for.

48 participants were recruited and participated as in Experiments 1 and 2.

5.2 Results
Trials featuring latencies longer than 30s were discarded, removing a total of 78 critical trials. 
The distributions of responses received for each condition are presented in Figure 4. Statistical 
analysis was performed using a Bayesian-fit ordinal model, reported as above in Table 10.

We observed a main effect (a penalty) of the presence of a filler-gap dependency (β ̂= –0.41, 
95% CRI = (–0.55, –0.26)), and a main effect of structure such that sentences with DD received 
higher ratings than those with ID (β ̂= 0.19, 95% CRI = (0.13, 0.26)). The predicted interaction 
of filler and structure was not credibly non-zero (β ̂= –0.05, 95% CRI = (–0.12, 0.01)), this time 
trending numerically in the opposite direction from that predicted by the Speech Act Discounting 
hypothesis.
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Figure 4: Naturalness rating distributions by condition from Experiment 3.

Table 10: Bayesian ordinal mixed-effects model fit to the data from Experiment 3.

Effect Posterior β̂ Posterior σβ 95% CRI 
Lower 

95% CRI Upper

Threshold 1|2 –1.91 0.13 –2.17 –1.65

Threshold 2|3 –1.11 0.12 –1.35 –0.86

Threshold 3|4 –0.54 0.12 –0.78 –0.30

Threshold 4|5 0.02 0.12 –0.21 0.27

Threshold 5|6 0.75 0.12 0.51 1.00

Threshold 6|7 1.74 0.13 1.49 2.00

Structure (DD) 0.19 0.03 0.13 0.26

Filler (+Filler) –0.41 0.07 –0.55 –0.26

Structure × 
Filler 

–0.05 0.03 –0.12 0.01

We computed a Bayes factor using the procedure detailed in Section 3 to quantify the degree 
of evidence in favor of the absence of the critical interaction. In this case, empirical priors 
came from a reanalysis of the judgment experiment reported in Dillon et al. (2017), with results 
reported in Table 11. Using these estimates as priors to fit a fully-specified model and comparing 
it to a reduced model lacking an interaction term yields BF10 = 0.12, suggesting “moderate 
evidence” in favor of the absence of the critical interaction.
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Table 11: Bayesian ordinal mixed-effects model fit to the data from Dillon et al. (2017), 
Experiment 1. The fully-specified model used in the Bayes factor calculations used these 
expectations as empirical priors, of the form 𝒩(β,̂ σβ).

Effect Posterior β̂ Posterior σβ 95% CRI Lower 95% CRI Upper

Threshold 1|2 –2.79 0.20 –3.19 –2.40

Threshold 2|3 –1.94 0.18 –2.29 –1.60

Threshold 3|4 –1.39 0.17 –1.73 –1.06

Threshold 4|5 –0.81 0.16 –1.14 –0.50

Threshold 5|6 –0.005 0.16 –0.32 0.31

Threshold 6|7 1.08 0.17 0.76 1.41

Structure (DD) 0.21 0.08 0.06 0.37

Filler (+Filler) –0.54 0.09 –0.72 –0.36

Structure × Filler 0.06 0.04 –0.03 0.15

5.3 Discussion
Just as Experiment 2 failed to find evidence that DD was discounted in judgments, Experiment 3 
failed to find evidence that DD presents less retrieval interference. In particular, the corresponding 
effect with ARCs was revealed in eyetracking to correspond to differential difficulty of filler 
integration, manifest as faster go-past times on the region containing the gap. The Speech Act 
Discounting hypothesis predicts that DD, as a speech act distinct from its surrounding context, 
should also contribute less difficulty – in both cases, the contents of the speech act might be 
discounted such that they lead to less interference during retrieval of the filler. Under standard 
assumptions, this would predict a pattern of naturalness judgments parallel to the one reported 
in Dillon and colleagues’ (2017) Experiment 1. This is not observed: participants’ judgments 
are impacted by the presence of a report-spanning filler-gap dependency equally for DD and ID 
reports. In fact, if one were to trust the trends, it would appear that the penalty associated with 
a filler-gap dependency spanning DD was, contrary to predictions, larger than for one spanning 
ID. We thus have no evidence that DD is subject to discounting, leaving the predictions of the 
Speech Act Discounting hypothesis unrealized. The consistency of these null findings lends to 
their weight.

The fact that we saw no interactions across structures in our experiments is somewhat 
surprising, given existing experimental work on the reading of DD. As discussed above, readers 
quickly recognize a passage of DD and modulate their reading rate in accordance with DD’s 
vividness as a speech report (Alexander & Nygaard, 2008; Stites et al., 2013; Yao & Scheepers, 
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2011; Zhou & Christianson, 2016b). This would suggest that, from early reading, the processor 
separates DD as some sort of unit distinct from the ongoing narration, perhaps due to its status 
as an embedded speech act, and subjects it to special treatment as a result. Nevertheless, this 
special treatment apparently is not of a type with the unique treatment of ARCs, because it does 
not include any decrease, or even increase, in the weight afforded to the material within DD in 
later parsing or decision-making.

6. Discourse units and pragmatic structure
Given the lack of advantage for direct discourse over indirect discourse, we do not at present see 
compelling evidence for Speech Act Discounting. We must then look elsewhere for the source of 
Dillon and colleagues’ results for ARCs. And we would need whatever pragmatic unit discounting 
is sensitive to to be something that ARCs instantiate, but direct discourse does not. In this section, 
we consider that this unit may be a discourse unit, the atomic information representation within 
a system of discourse relations like the one outlined by Asher and Lascarides (2003). We show 
below that available diagnostics suggest that ARCs and not RRCs can contribute sub-sentential 
discourse units. In contrast, neither DD nor ID speech reports seem able to contribute discourse 
units in the same way. Unlike a hypothesis at the level of speech acts, which could not distinguish 
ARCs and DD, a hypothesis at the level of discourse units could explain Dillon and colleagues’ 
results while correctly predicting that DD should not undergo comparable discounting.

In order to test Discourse Unit Discounting, we consider clausal because and when adjuncts 
like those below.

(21) Linda was late because she took the train.

(22) Linda was late when she took the train.

The logic of how we arrive at this pair is much more involved than the direct discourse-indirect 
discourse pair for Speech Act Discounting, so we rehearse it a bit in advance.

Testing Discourse Unit Discounting is a bit more theory-dependent than testing Speech 
Act Discounting, as the relation between syntactic constructions and discourse units is a 
source of controversy (Asher, 2000; Buch-Kromann et al., 2011; Dinesh et al., 2005; Hunter, 
2016; Jasinskaja, 2016). It is thus non-trivial in practice to find a pair of minimally different 
constructions where one is definitely a discourse unit and the other definitively is not. In what 
follows, we will assume that a construction instantiates a separate discourse unit as long as there 
is a clearly identifiable discourse relation that has been posited to link it to the main clause. 
In general, as because clauses provide explanatory information, they are typically assumed to 
function as separate discourse units within a sentence, linked by an Explanation relation. The 
status of temporal adjuncts like (22) is more controversial, but most theories agree that they 
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are not separate discourse units in at least one case: when they function like a restriction on a 
quantificational adverbial like always, as in the example below.

(23) Charlie always eats well when he’s in Europe.

We will thus consider minimal pairs of the following form.

(24) Linda is always early {when, because} she takes the train.

In what follows in this section, we expand on all of these points, first discussing the idea of 
Discourse Unit Discounting, then considering how direct and indirect discourse fare under that 
approach, and then turning to the adjunct clauses we experimentally investigate.

6.1 Discourse Unit Discounting
To begin, let us assume that the relevant maximal level at which the processor requires access to 
internal content is the discourse unit. Discourse units are typically sentence-size segments of a well-
founded discourse (e.g. a narrative, a conversation, etc.) which make a single internally coherent 
contribution, and might be related to other segments by the discourse relations (coherence 
relations) of Hobbs (1979) or Asher and Lascarides (2003) (e.g. Narration, Explanation). 
Reference to such structure is also a priori reasonable: much of the existing online evidence for 
the influence of pragmatic structure on processing comes from examining the online effects of 
coherence relations between different discourse units – for instance, on anaphora resolution 
(Kehler and Rohde, 2013, 2017; sources reviewed in Kaiser, 2016) and syntactic parsing (Rohde 
et al., 2011).

(25) Discourse Unit Discounting: The online interpretation of natural language depends on the 
construction of discourse units in order to compute implicit relations between internally 
coherent segments of information. After the complete interpretation of a discourse unit, 
the material associated with it is discounted in later parsing and decision-making.

See also Redeker (2006) for a very similar proposal.

As mentioned briefly in 2.2, ARCs are one of a few constructions which can instantiate sub-
sentential discourse units, while RRCs do not do so as easily. We can see this by showing that 
ARCs alone are accessible for discourse relations. In reviewing this evidence, some terminology 
is useful: we can speak of discourse relations as relating a head, the first discourse unit, and a tail, 
the second discourse unit.

In example (26), from Burton-Roberts (1999, p. 36) (emphasis ours), an ARC, unlike an RRC, 
appears capable of being the tail of a Result discourse relation with its preceding material. This 
is associated with the inference that John being employed by the firms frequently is a result of 
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John getting on with the firms, which is felicitous in example (26b), but does not seem accessible 
in example (26a).

(26) a. #John gets on best with those firms who therefore employ him frequently.
b. John gets on well with those firms, who therefore employ him frequently.

An ARC can likewise serve as the head of a discourse relation, with the following sentence being 
the tail. For example, (27b) shows an ARC heading a Background relation, which supplies the 
inference that the shopping occurred while and where Lisa was downtown, not while and where 
she talked to Manuel. RRCs, in contrast, do not yield this interpretation readily, if they do at all: 
example (27a) does not easily mean that Lisa was shopping for notebooks yesterday.

(27) a. #Today, Lisa talked to the man she saw downtown yesterday. She was shopping for 
notebooks.

b. Today, Lisa talked to Manuel, who she saw downtown yesterday. She was shopping 
for notebooks.

In an account in the framework of Asher and Lascarides (2003), like Jasinskaja (2016), this 
asymmetry is explained by the fact that ARCs, and not RRCs, introduce a subordinate discourse 
unit (though cf. Cohen and Kehler, 2021; Hoek et al., 2021; Rohde et al., 2011), and hence are 
eligible for participation in a discourse relation.

6.2 Speech reports and discourse units
One virtue of Discourse Unit Discounting over Speech Act discounting is that it predicts that DD 
and ID should behave alike, though the reason for the commonality will vary depending on the 
particular theory of how speech reports are integrated into the discourse structure.

To begin with, we consider approaches where neither DD nor ID instantiate discourse units. 
Above we showed that subordinate discourse units like ARCs are more accessible for discourse 
relations with following discourse units than non-discourse units like an RRC. Example (27b) is 
repeated below as (28). The potential for the final sentence to explain the circumstances of the 
event in the ARC is derived from the ARC’s status as a discourse unit independent from the first 
part of the sentence.

(28) Today, Lisa talked to Manuel, who she saw downtown yesterday. She was shopping 
for notebooks.

But DD (29) does not readily permit a parallel interpretation.

(29) #Today, Lisa said, “I saw Manuel downtown yesterday.” She was shopping for notebooks.

While ID is somewhat acceptable with the intended interpretation, illustrated in (30), it suggests 
a context in which the content of the ID is proffered as the main point, the information most 
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directly answering an implicit Question Under Discussion. For more on this quasi-evidential 
phenomenon, see Simons (2007); following them, we might assume there is still only a singular 
discourse unit.

(30) ?Today, Lisa said that she saw Manuel downtown yesterday. She was shopping for 
notebooks.

We might follow this evidence to conclude that, rather than being subordinate discourse units 
in their own right, DD and ID should be understood merely to furnish part of the semantic 
content of their matrix-level discourse units (Cumming, 2022). With this in place, Discourse Unit 
Discounting expects that neither type of speech report would display the discounting phenomena 
exhibited by ARCs, correctly predicting the failure to find the critical interactions in Experiments 
2 and 3.

However, a family of recent pragmatic treatments of speech reports proposes that they do, 
indeed, involve separate discourse units linked by a discourse relation. Despite this, these too 
will predict that DD and ID should behave alike. Hunter (2016) and Maier (2020) argue that 
speech reports feature a particular discourse relation between the fact of the report and the 
content of the report, Attribution.3 The evidence for such a proposal mainly comes from cases 
where the content of speech reports is argued to participate in discourse relations with material 
outside of the speech report, as in (31). These authors propose that such cases feature three 
discourse units, corresponding approximately to the propositions (A) John didn’t come to my 
party, (B) Jill said he was out of town, and (C) He was out of town, such that Attribution relates (B) 
and (C), and Explanation relates (A) and (C). (That is, (C) explains (A).) While Hunter (2016) 
focuses on ID reports like (31a), Maier (2020) proposes that DD reports like (31b) should receive 
the same analysis.

(31) a. John didn’t come to my party. Jill said he was out of town. (Hunter, 2016)
b. John didn’t come to my party. Jill said, “He’s out of town.”

If DD and ID both involve discourse units, then they should behave the same. Thus, from 
the perspective of evaluating Discourse Unit Discounting, DD and ID do not form a usefully 
contrasting pair: If neither DD nor ID instantiate a sub-sentential discourse unit, as we have first 
considered, we predict that neither will exhibit discounting. If both DD and ID instantiate a sub-
sentential discourse unit introduced by an Attribution relation, as proposed by Hunter (2016) 
and Maier (2020), we predict that both will exhibit discounting. In either case, we correctly 
predict the absence of an interaction across the two structures in the judgment experiments we 
have presented in Experiments 2 and 3. While the two different proposals do diverge in terms of 

 3 We thank an anonymous reviewer for suggesting discussion of these proposals.
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their absolute predictions of discounting, it does not seem that we can evaluate these absolute 
predictions, because discounting phenomena can only be measured relative to a suitable control.

So, while we leave this theoretical question open, we see it as orthogonal to the empirical 
support for Discourse Unit Discounting. Whether speech reports are simplex or complex in 
discourse structure, DD and ID share representational properties in a manner consistent with the 
absence of any discounting effect between them.

6.3 Providing positive evidence for Discourse Unit Discounting
Above, we have reviewed evidence that ARCs and RRCs contrast in their status as discourse units, 
while DD and ID speech reports do not. With these facts in place, Discourse Unit Discounting is 
consistent with the evidence we’ve examined. It correctly predicts the interactions in naturalness 
judgments for ARCs and RRCs observed in Dillon et al. (2014) and Dillon et al. (2017) and 
replicated in our Experiment 1, and it fails to predict the same interactions for DD and ID speech 
reports, consistent with our failure to observe interactions in Experiments 2 and 3.

Nevertheless, we should not feel confident in the hypothesis only from negative data: 
interactions may be absent above for a number of other, theoretically uninteresting reasons. 
In order to argue for Discourse Unit Discounting in particular, we should establish a piece of 
positive evidence; that is, we should generate and test a positive prediction.

To do so, we turn to another construction which can contribute a sub-sentential discourse 
unit, adjunct clauses.4 While the discourse relations we have discussed so far in this study are 
all established implicitly, theoretical work commonly suggests that there are various specialized 
lexical items which explicitly mark certain relations (Asher & Lascarides, 2003; Kehler, 2002; 
Webber, 2004): e.g. but marks Contrast relations, and because marks Explanation relations. In 
examples like (32), the content of the sentence final adjunct because he’s a politician is thus a 
discourse unit serving as the tail of an Explanation relation.5

(32) George is dishonest because he’s a politician.

But not all adjunct clauses pattern in this way. As argued in particular by De la Fuente (2015) 
(see also De la Fuente et al., 2016), temporal adjunct clauses introduced by when exhibit other 
properties that suggest they do not introduce discourse units of their own. For instance, they 
presuppose rather than assert the truth of the clause they introduce. Moreover, they are typically 
understood to describe purely temporal information, situating the time of the events described 
in the clause with respect to some other events or states. That is, they do not link to the matrix 

 4 We thank another anonymous reviewer for the suggestion to test our predictions using these constructions.
 5 Whether or not because adjuncts contribute a separate speech act is perhaps up for debate. They can indeed host 

speech act adverbs, but do not exhibit the scopelessness and illocutionary independence discussed for ARCs.
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clause via a discourse relation like Narration, Elaboration, or Explanation. However, it has been 
suggested (e.g. Jasinskaja, 2016) that in some cases they can serve as the tail of a discourse 
relation like Explanation, leading to the inference of causal sequence in cases like (33), where 
when could be replaced by because without notably changing the interpretive link between the 
clauses.

(33) The squirrel ran away when I shook the broom.

To prevent putative discourse unit interpretations of temporal adjunct clauses, we turn to their 
use with quantificational adverbials like usually and always. In such cases, the temporal adjunct 
clause functions semantically as the restrictor for the quantificational adverbial, providing the 
domain the quantifier ranges over (see Johnston, 1994; Larson and Sawada, 2012):

(34) George is always dishonest when he’s running for office.
For all times t in which George is running for office at t, George is dishonest at t

As the rough logical paraphrase in (34) indicates, the clause when he’s running for office functions to 
establish the range of times considered for the matrix clause George is always dishonest. This is not 
a function that is readily handled by existing discourse relations. One intuitive reflection of this 
is the fact that it is difficult to substitute when with an expression like because without changing 
the meaning substantially (in particular, breaking the strong semantic connection of the clause 
as a restrictor of the quantificational adverbial). This quantificational restriction seen in (34) 
is thus generally taken to be constructed within the semantics, hence preventing when clauses 
from serving as discourse units. Indeed, many theories of discourse, in which discourse relations 
operate over proposition-denoting discourse units, cannot readily handle the quantification over 
times in (34).6

Given the above discussion, let us take because clauses, and not restrictive when clauses, to 
introduce discourse units. We now have a configuration that can test a positive prediction of 
Discourse Unit Discounting. We predict that just as in comparisons between ARCs and RRCs, 
because clauses will exhibit discounting. In particular, we can test this prediction with the same 
naturalness judgment design employed by Dillon et al. (2014) and our Experiments 1 and 2. 
For helpful summary, the predictions of Discourse Unit Discounting across these complexity 
discounting experiments are summarized in Table 12.

 6 A notable exception is the Segmented Discourse Representation Theory of Asher and Lascarides (2003), which has 
the expressive capacity to encode the quantification by always at the discourse unit level, though we are unaware of 
any particular discourse relation that has been advanced to handle cases like (34).
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Table 12: Predictions of the Discourse Unit Discounting hypothesis.

Target Control Prediction Evidence

ARC RRC difference in complexity penalties ✓ (E1)

DD ID no difference in complexity penalties ✓ (E2)

because when difference in complexity penalties ? (E4)

If because clauses are subject to discounting, the judgment penalty observed for added 
complexity should be reduced compared to restrictive when clauses. In Experiments 4 and 5 we 
tested this prediction, and ultimately find that it is not borne out.

7 Experiment 4: Costs for complexity in the subjects of adjunct 
clauses
7.1 Method
As in Experiments 1 and 2, we constructed 32 items in a 2 × 2 cross of Complexity [Short, Long] 
and Structure [when, because]. A sample item set is given in Table 13. The critical adjunct 
clauses follow present-tense matrix clauses marked with a quantificational adverbial: often, 
always, usually, or rarely. As noted above, in these sentences the when clauses will be read as 
restrictors of these quantifiers, forming part of the truth conditions for the matrix clause. In 
contrast, the because clauses cannot be interpreted as restrictors.

Table 13: Sample stimulus from Experiment 4.

Structure Short Long

When Evan often complains to the travel 
agent when the cruises depart 
behind schedule.

Evan often complains to the travel agent 
when the cruises Mary takes to the 
Pacific Islands depart behind schedule.

Because Evan often complains to the travel 
agent because the cruises depart 
behind schedule.

Evan often complains to the travel agent 
because the cruises Mary takes to the 
Pacific Islands depart behind schedule.

In Long conditions, ORCs were again used to add a degree of complexity. While it was 
generally possible to use the ORCs from Experiments 1 and 2, in 10 item sets lexical changes had 
to be made to ensure a coherent discourse. A planned item comparison revealed no differences 
between these 10 item sets and other 22 stimuli, so we do not differentiate between these subsets 
in our analysis here.

In these items, the because clauses permit two possible readings: (i) a low interpretation 
within the nuclear scope of the quantificational adverbial (e.g. among Evan’s complaints, many 
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are because of late departures), or (ii) a high interpretation outside of the nuclear scope (e.g. 
the frequency of Evan’s complaints is because of the late departures) (Johnston, 1994; Larson 
& Sawada, 2012). On the one hand, if we maintain our assumption that because always marks 
a relationship between two discourse units, the scope of quantification will not influence the 
pragmatic structure. On the other hand, if we give up that assumption, and entertain that 
material in the nuclear scope of a quantifier is more likely to be part of a single discourse unit, 
any proportion of these low, single-discourse-unit readings for because clauses will make them 
pattern more with when clauses. This crucially could not offer a confounding explanation for 
the predicted interaction if it is observed, but it could bias against observing the interaction, a 
question we revisit in the discussion of Experiment 5.

48 participants were recruited and participated as in Experiments 1–3. The experiment 
was hosted on PCIbex (Zehr & Schwarz, 2018), following the closure of IbexFarm. The design, 
predictions, and analysis plan for this experiment were preregistered.7

7.2 Results
Trials featuring latencies longer than 30s were discarded, removing a total of 66 critical 
trials. The distributions of responses received for each condition are presented in Figure 5. 
Statistical analysis was performed using a Bayesian-fit ordinal model, reported as above in 
Table 14.

Figure 5: Naturalness rating distributions by condition from Experiment 4.

 7 Available at https://osf.io/ga3sr.

https://osf.io/ga3sr
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Table 14: Bayesian ordinal mixed-effects model fit to the data from Experiment 4.

Effect Posterior β̂ Posterior σβ 95% CRI Lower 95% CRI Upper

Threshold 1|2 –2.42  0.13 –2.69 –2.16

Threshold 2|3 –1.79  0.12 –2.02 –1.55

Threshold 3|4 –1.29  0.12 –1.52 –1.06

Threshold 4|5 –0.85  0.11 –1.08 –0.63

Threshold 5|6 –0.16  0.11  0.60  1.05

Threshold 6|7 –0.31  0.18 –0.67  0.06

Structure (Because)  0.17  0.04  0.09  0.25

Complexity (Long) –0.41  0.05 –0.51 –0.31

Structure × Complexity  0.11  0.03  0.04  0.17

We observed a main effect of complexity, such that sentences with long adjunct clauses were 
rated less natural than those with short adjunct clauses (β ̂= –0.41, 95% CRI = (–0.51, –0.31)) 
and a main effect of structure, such that sentences with because clauses were rated more natural 
than those with when clauses (β ̂= 0.17, 95% CRI = (0.09, 0.25)). Most notably, these main 
effects were qualified by the predicted interaction of complexity and structure, such that the 
complexity penalty was notably smaller for sentences with because clauses (β ̂= 0.41, 95% CRI 
= (0.17, 0.65)). This would seem to be a discounting effect for because clauses parallel to that 
observed in Dillon et al. (2014) and our Experiment 1 for ARCs.

We computed a Bayes factor using the same procedure and priors as in Sections 3 and 4 to 
quantify the degree of evidence in favor of the critical interaction (BF10 = 86.74). This suggests 
“very strong evidence” in favor of the presence of the critical interaction.

7.3 Discussion
In Experiment 4, we observe a critical interaction in naturalness judgments such that complexity 
added to a because clause has less influence on participants’ judgments than the same complexity 
within a when clause. This might suggest discounting of because clauses in parallel to the 
discounting of ARCs, and supports the predictions of the Discourse Unit Discounting hypothesis 
advanced in 6.1. Under that hypothesis, the linguistic material within ARCs and because clauses 
is discounted during judgment processes because they have been parsed into their own discourse 
units separate from the main content of the sentence. We observe a difference between these 
former cases and RRCs/restrictive when clauses, this account would say, because the latter 
clauses contribute to the main discourse unit of the sentence, so their content is not discounted, 
and their complexity thus has an unmitigated effect on judgments.
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Nevertheless, there is an alternative explanation for these results that need not say anything 
about discounting. Following the consensus in formal syntax (Grimshaw, 1977; Hall & Caponigro, 
2010), we take when clauses to involve relative clause formation within the adjunct clause. 
In particular, we assume that English when clauses are free relative clauses which denote a 
temporal interval, of the rough meaning ‘at the time that …’ (see von Stechow & Grønn (2013) 
for a more formal overview of the semantics). This analysis thus treats when clauses alongside 
more familiar filler-gap constructions (e.g. the argument gaps most familiar in the sentence 
processing literature), and the centerpiece of that proposal is the observation that when clauses 
show constraints on form (e.g. island effects) and meaning (e.g. structural ambiguity; see Geis, 
1970; Larson, 1990) identical to those argued to relate to filler-gap dependencies. For example, 
free relative sentences like (35b) are thought to be degraded compared to (35a) because they 
require extraction out of a complex noun phrase (Ross, 1967).

(35) a. I ate what Mary thought that I should eat ___.
b. *I ate what Mary made [the suggestion that I should eat ___].

This grammatical contrast is paralleled by an interpretive contrast for when clauses:

(36) a. I ate dinner when Mary (___) thought that I (___) should eat dinner.
High Interpretation: I ate dinner at the time t such that Mary thought at t that I should 
eat dinner.
Low Interpretation: I ate dinner at the time t such that Mary thought that at t I should 
eat dinner.

b. *I ate dinner when Mary made [the suggestion that I should ___ eat dinner].
 *Low Interpretation: I ate dinner at the time t such that Mary had previously made the 

suggestion that at t I should eat dinner.
(Hall & Caponigro, 2010, p. 552)

Note first that (36a) is ambiguous between an interpretation where the time of the eating coincides 
with the time at which Mary is thinking (the High Interpretation) and one where it coincides 
with the time at which the speaker should eat, in Mary’s opinion (the Low Interpretation). 
This ambiguity can be explained in structural terms, where the High Interpretation involves a 
gap in the higher clause and the Low Interpretation one in the lower clause. But then such an 
explanation predicts that the Low Interpretation should be blocked by island boundaries. And, 
indeed, example (36b) seems to only have the High Interpretation: as compared to (36a), there is 
no interpretation available for (36b) where the time that I ate dinner matches the time suggested 
by Mary.

Crucially, while there is evidence for filler-gap dependencies inside when clauses, no such 
evidence exists for because clauses. This could, independent of discourse structural considerations, 
lead to differences in rating. It is a well-established fact that complexity which intervenes between 
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a filler and a gap makes the resolution of that dependency particularly difficult (see sources 
reviewed in Lewis & Vasishth, 2005). For when in particular, we expect a filler-gap dependency 
between its clause-initial position and a gap position adjacent to the verb: Stepanov and Stateva 
(2015) report self-paced reading evidence for filler-maintenance effects for that span in the 
processing of kdaj ‘when’ in Slovenian. In our experiment, the complexity within when clauses 
may have a greater effect just because it was inserted before the verb and thus interferes with 
this filler-gap resolution.

In Experiment 5, we evaluate this alternative hypothesis by examining the effect of complexity 
after the verb, which should not intervene in the dependency instantiated by when. We find no 
evidence for differential complexity costs across adjunct clause types. These results suggest that 
this effect is indeed explained by filler-gap processing, and does not suffice to provide evidence 
for Discourse Unit Discounting.

8 Experiment 5: Costs for complexity in the objects of adjunct 
clauses
8.1 Method
Using the same design as Experiment 4, we constructed 32 items in a 2 × 2 cross of Complexity 
[Short, Long] and Structure [when, because]. Crucially, items were minimally reworked so that 
the lengthening RC in Long conditions modified the object of the critical adjunct clause. These 
lengthening RCs were exactly the same as those used in Experiment 4. A sample item set is given 
in Table 15.

Table 15: Sample stimulus from Experiment 5.

Structure  Short  Long

When Evan often complains to the travel 
agent when storms delay the cruises.

Evan often complains to the travel 
agent when storms delay the cruises 
Mary takes to the Pacific Islands.

Because Evan often complains to the travel 
agent because storms delay the 
cruises.

Evan often complains to the travel 
agent because storms delay the cruises 
Mary takes to the Pacific Islands.

Recall that we assume the filler-gap dependency instantiated by when is resolved at the 
verb. Unlike the materials in Experiment 4, these stimuli do not add complexity until after the 
verb, so any particular cost observed for the complexity in when clauses as compared to because 
clauses could be more confidently attributed to discounting, rather than interference in filler-gap 
processing.
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48 participants were recruited and participated as in the experiments above. Like Experiment 
4, the experiment was hosted on PCIbex, and design, predictions, and analysis plan were 
preregistered.8

8.2 Results
Trials featuring latencies longer than 30s were discarded, removing a total of 46 critical trials. 
The distributions of responses received for each condition are presented in Figure 6. Statistical 
analysis was performed using a Bayesian-fit ordinal model, reported as above in Table 16.

Figure 6: Naturalness rating distributions by condition from Experiment 5.

Table 16: Bayesian ordinal mixed-effects model fit to the data from Experiment 5.

Effect Posterior β̂ Posterior σβ 95% CRI Lower 95% CRI Upper

Threshold 1|2 –2.67  0.15 –2.97 –2.38

Threshold 2|3 –1.72  0.14 –1.98 –1.45

Threshold 3|4 –1.18  0.13 –1.44 –0.92

Threshold 4|5 –0.58  0.13 –0.83 –0.33

Threshold 5|6  0.13  0.13 –0.12  0.39

Threshold 6|7  1.12  0.13  0.87  1.38

Structure (Because) –0.06  0.05 –0.16  0.03

Complexity (Long) –0.53  0.05 –0.63 –0.43

Structure × Complexity  0.02  0.04 –0.05  0.10

 8 Available at https://osf.io/hvp2y.

https://osf.io/hvp2y
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We observed a main effect of complexity, such that sentences with long adjunct clauses were 
rated less natural than those with short adjunct clauses (β ̂= –0.53, 95% CRI = (–0.63, –0.43)). 
Most strikingly, we failed to observe the predicted interaction of complexity and structure that 
we observed in Experiment 4 (β ̂= 0.02, 95% CRI = (–0.05, 0.10)). The Bayes factor, calculated 
as for the previous experiment, suggests “moderate evidence” in favor of the absence of the 
discounting interaction (BF10 = 0.17).

8.3 Discussion
In our Experiment 5, we fail to find the critical interaction observed in Experiment 4. In Experiment 
4, complexity within the subject of a because clause had less of an effect on naturalness judgments 
than complexity within the subject of a when clause. This might have been compatible with a 
discounting explanation, but we also might expect complexity in the subject of a when clause to 
prompt special difficulty because it intervenes in filler-gap processing. By examining judgment 
penalties for complexity that could not have intervened in a filler-gap dependency, Experiment 5 
offers a way to measure potential discounting without this confound. The lack of an interaction 
suggests that the interaction in Experiment 4 was driven solely by filler-gap interference with 
when.9 We are left with no evidence that because clauses feature discounting of the kind seen for 
ARCs, and thus the predictions of Discourse Unit Discounting are not borne out.

Because these items differed from Experiment 4 in the position of added complexity, one 
might worry that this experiment does not offer a good test for discounting. It is true that 
complexity in an object position may be simply less influential overall, as it does not hinder 
processing of the subject-verb dependency like subject complexity. Nevertheless, we still see 
a robust effect of complexity here, of comparable size to that of Experiment 4. In fact, we’ve 
already seen discounting effects for object complexity in the original Dillon et al. (2014) studies 
and our replication in Experiment 1. One might also wonder whether through some unknown 
mechanism, sentence-final complexity in particular might escape a discounting effect. This does 
not seem to be the case: Dillon et al. (2014) also report discounting effects for final complexity 
within a sentence-final ARC.

Finally, given the absence of an interaction, we might return to a possibility flagged above, 
that despite our assumptions, because clauses can sometimes be interpreted locally, without a 
discourse unit boundary. This might be particularly likely when because clauses are interpreted 
within the scope of a quantifier in their matrix clause, as is possible in some of these items. This 
kind of variation could be a plausible reason why discounting effects might not be apparent here.

 9 Incidentally, we note that this might be a novel finding: though Stepanov and Stateva (2015) discuss the behavior 
of the Slovenian equivalent, and of other adjuncts in English, filler-gap processing effects have not to our knowledge 
been investigated for English when.
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Nevertheless, note first that we expect a general high-scope bias for because clauses. Frazier 
and Clifton (1996) examined scopal ambiguities between because clauses and negation, finding 
that comprehenders experience difficulty when the content of a because clause suggests a low-
scope interpretation. They conclude that because clauses are typically interpreted with high scope, 
an exception to canonical biases for low-scope interpretation (see also Hemforth & Konieczny, 
2004; Koizumi, 2009). From this, we would expect that comprehenders generally opted for high-
scope interpretations.

Still, to ensure that our null is not being driven by low-scope interpretations, we examined 
post hoc the ratings given to a subset of our stimuli where low-scope readings should have been 
impossible. In 8 items that featured the temporal adverb rarely, the content of the because clause 
was only ever sensical with a high-scope interpretation, providing the reason for the matrix 
eventuality’s rarity. For instance, in (37), it is implausible that the availability of domestic 
products is sometimes a reason why Linda purchases European makeup. It is more plausible that 
this is a reason why Linda generally doesn’t buy European makeup.

(37) Linda rarely purchases European makeup because domestic products are available at the 
fancy shop (Ralph buys perfume from).

As a result, these items should receive only interpretations where the because clause receives high 
scope. They should therefore be the best chance to observe discounting.

In this rarely subset, summarized in Figure 7, ratings for items with because clauses fell from 
a mode of 7 to a mode of 5 in the presence of additional complexity. This is roughly the same 
penalty we observe for when clauses throughout.

Figure 7: Naturalness rating distributions by condition for the items from Experiment 5 
featuring rarely in the matrix sentence.
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We are left with no evidence that complexity effects are contingent on the interpretation of 
the because clause. We thus take it to be unlikely that the null interaction in this experiment is 
the result of any variable discourse status of because clauses. It would seem instead that causal 
adjuncts are simply not subject to discounting.

9. General discussion
Existing work has demonstrated that certain kinds of material are less impactful than others in 
parsing and decision-making. The particular constructions that demonstrate this discounting, 
appositive relative clauses, are notable for the independence of their content from surrounding 
material. This has inspired the hypothesis that discounting effects are the result of processing 
mechanisms tied to large pragmatic representations, what we have called here Pragmatic 
Discounting, repeated below.

(5) Pragmatic Discounting: The online interpretation of natural language depends on the 
construction of pragmatic representations roughly the size of a sentence. After the 
complete interpretation of one such unit, the material associated with it is discounted in 
later parsing and decision-making.

We’ve attempted to test this hypothesis here by specifying two plausible representations in 
particular that Pragmatic Discounting might apply over – speech acts and discourse units – 
and examining whether other sub-sentential constructions that contribute these kinds of 
representations exhibit discounting. In Experiments 2 and 3, we found no discounting effects 
for direct discourse speech reports, though they depict independent speech acts, leaving the 
predictions of our Speech Act Discounting hypothesis unmet. Likewise, in Experiment 5, we 
found no discounting effects for causal adjuncts, though they instantiate independent discourse 
units, leaving the predictions of our Discourse Unit Discounting hypothesis unmet. On the whole, 
these results cast doubt on Pragmatic Discounting as it is framed here. We have ruled out the 
two most obvious candidates for a pragmatic representation which might undergo discounting.

In the rest of this discussion, we reflect on where this leaves our understanding of pragmatic 
representations in online processing, and sketch the remaining hypothesis space for an account 
of discounting.

9.1 Online access to pragmatic structure
A pragmatic source for discounting would be of great interest because it would suggest a 
mechanistic connection between comprehension processes and the representations posited 
in formal pragmatics. There is a consensus among many psycholinguists that syntactic 
representations can influence processing in this way, but Pragmatic Discounting would be a 
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novel case of low-level consequences of speech act or discourse unit organization. We have 
shown here that existing evidence doesn’t merit a conclusion this strong.

We are left with the evidence from other work on pragmatic processing, which is compatible 
with a more minimal status for pragmatic representations in online processing. Speech acts 
must be implicated in comprehension to the extent that comprehenders appropriately resolve 
dependencies between linguistic material and individual speech act participants, as talker 
simulation evidence suggests they do (Alexander & Nygaard, 2008; Stites et al., 2013; Yao & 
Scheepers, 2011; Zhou et al., 2019). Likewise, discourse unit parsing must be implicated in 
comprehension to the extent that comprehenders reference discourse structure to guide pronoun 
resolution or parsing (Kehler & Rohde, 2013, 2017; Redeker, 2006; Rohde et al., 2011). These 
kinds of effects are consistent with a world view where participants construct and predict 
pragmatic structure as one component of a processing mechanism. That component is clearly 
free to impact other parts of comprehension, but it seems that it doesn’t, e.g., provide the 
representational skeleton for all memory and decision-making processes.

9.2 Whither at-issueness?
In Dillon et al. (2014) and Dillon et al. (2017), one of the features of ARCs which is discussed as 
a potential source for their discounting is their lack of at-issue status. The term comes from Potts 
(2005), as a label for parts of an utterance’s semantic content which are, in that analysis, absent 
from truth-conditional meaning. Alternative accounts (AnderBois et al., 2015; Murray, 2014; 
Syrett & Koev, 2015) have, to differing degrees, accepted the label as a primarily pragmatic 
category of backgrounded information (but cf. Kroll & Rysling, 2019). Often, these accounts 
aim to capture generalizations which have not been discussed here about the impossibility of 
denying ARCs with a polar response particle like no or using ARCs to answer questions. But other 
work suggests that the categorical divide between not-at-issue and at-issue meaning may be less 
important: Jasinskaja (2016), for instance, would reduce this separation to a certain cluster of 
features associated with the behavior of subordinate discourse units.

One theoretical proposal of not-at-issueness as backgrounding has suggested, in particular, 
that final ARCs may be “more at-issue”, or perhaps more likely to be at-issue, than medial 
ARCs, as they are diagnosably less backgrounded (Koev, 2013; Syrett & Koev, 2015). On such 
an account, if not-at-issueness drove discounting, we might expect that final ARCs would be less 
discounted than medial ARCs. Experiment 3 of Dillon et al. (2014) probes exactly this, and fails 
to observe any contrast.

Unpublished work from Kroll and Wagers (2017, 2019) followed up on a notion of gradient 
at-issueness: one might take an ARC which answers a salient question to be more at-issue 
than one which does not. But Kroll and Wagers found that neither medial vs. final position 
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nor this kind of salience manipulation had any effect on acceptability judgments. Appositives 
which were discourse-relevant exhibited discounting just as much as those which were not. 
This is particularly surprising given that discourse-relevant material is privileged in truth-value 
judgment tasks (Kroll & Rysling, 2019).

These results suggest that a notion of not-at-issueness based on backgrounding cannot 
explain the discounting behavior of ARCs. For at-issueness to offer another feasible refinement 
of Pragmatic Discounting, it would have to be (contra Jasinskaja, 2016; Syrett & Koev, 2015) 
a structural property independent of relevance per se (Potts, 2012), one which DD and because 
clauses have and ARCs universally lack. We leave consideration of these premises to future work.

9.3 Discounting via visual grouping
ARCs and RRCs have differences outside of the pragmatic domain. Given that we have argued 
here against a pragmatic source for the discounting of ARCs, we might wonder whether future 
work could tie discounting to one of these other factors.

A very representationally-conservative approach might return to the visual demarcation of 
the edges of an ARC via punctuation, in particular, commas. Could the existence of the ARC as 
an isolated, discounted sub-unit within the sentence be derived directly from this demarcation?

Bottom-up groupings of stimuli by Gestalt principles are recognized early in the visual domain 
and reflected in memory (Woodman et al., 2003), even when all Gestalt cues in the stimuli are 
perceived sequentially (Gao et al., 2015). Moreover, commas in particular impact first fixation 
times during visual sentence processing (Warren et al., 2009), suggestive of their recognition 
during initial orthographic processing. Nevertheless, the claim that the material bounded by the 
commas would be discounted would require some ad hoc assumptions: typical findings show that 
grouping assists memory.

Even if such an account could be motivated, it makes the wrong predictions for the patterns 
observed in our studies. Crucially, a purely grouping-based account of ARC discounting would 
predict that DD, as another section of text demarcated with punctuation, should be discounted 
like an ARC. This prediction is not met in Experiments 2 and 3. We suggest, as a result, that a 
visual grouping approach is not particularly promising.

9.4 Discounting via optionality
A reviewer suggests a second account which does not place an explanatory burden on pragmatic 
structure: it may be possible to derive discounting for ARCs from their syntactic and semantic 
optionality. While RRCs contribute to the semantic content of their host clauses through 
restriction, ARCs may be omitted without changing the meaning or grammaticality of their host. 
A hypothesis built on optionality could also explain the lack of discounting for direct discourse, 
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compared to indirect discourse: both are arguments of the speech report predicates that embed 
them, and therefore cannot be omitted.

Nevertheless, we think Experiment 5 provides a strong test against any such hypothesis. 
When and because clauses are parallel to RRCs and ARCs in their semantic effects, the former 
being a form of restrictive modification like an RRC, while the latter may be omitted like an 
ARC. Despite these structural parallels, the difference we observe in Experiment 1 for the RCs 
does not obtain in Experiment 5: because clauses, though they may be omitted, do not undergo 
discounting. An approach to discounting relying on optionality could not capture these patterns.

9.5 Discounting via prosodic grouping
A final account which may be viewed as “pragmatics-free” could be one based on prosody, 
the phonological grouping of constituents above the word level. We note that prosody and 
information structure are often deeply intertwined, and so testing for a prosody-only versus 
a meaning-only effect may prove extremely difficult, if not impossible. Nonetheless, under a 
hypothetical purely prosodic explanation, the grouping of lexical constituents in phonological 
representations could give rise to the differential treatment of certain spans of linguistic material. 
We think this kind of account should be seriously considered in future research.

Indeed, this kind of approach has been highlighted as a plausible alternative by Dillon et 
al. (2014) and Dillon et al. (2017). Following evidence for the assignment of implicit prosody 
to strings in online reading (Fodor, 2002; Frazier et al., 2006), in conjunction with the fact that 
ARCs tend to instantiate independent units in prosodic representation (Dehé, 2009), we might 
imagine that discounting holds over large prosodic units rather than pragmatic units. We call this 
hypothesis Prosodic Discounting (38).

(38) Prosodic Discounting: The online interpretation of natural language depends on the 
construction of (sometimes implicit) phonological representations roughly the size of a 
sentence. After the complete interpretation of one such unit, the material associated with 
it is discounted in later parsing and decision-making.

Parallel to our inquiry into Pragmatic Discounting, the validity of Prosodic Discounting rests on 
several assumptions that will require further investigation. In the first case, we know little about 
the prosodic parses comprehenders might entertain while reading the six constructions that have 
been reviewed in this paper. The easiest place to begin would be to understand how speakers of 
English would explicitly produce such sentences when reading aloud. To relate that data to the 
online construction of implicit prosodic representations, we need linking hypotheses about how 
particular phonetic properties correlate with the prosodic representations speakers had in mind. 
Finally, we need further linking hypotheses about how the representations used in reading aloud 
correspond to those constructed during silent reading. Because of the complexity of each of these 
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individual links, reasoning about prosodic intuitions alone will not be sufficient to develop a 
convincing argument for Prosodic Discounting. If future work is to take this up, we think each of 
these steps should be considered with care. We linger on a few pieces of relevant research here.

Laboratory studies have indeed established that ARCs demarcated with commas, compared 
to RRCs without commas, are read aloud with longer prosodic breaks before and after the RC 
(Astruc-Aguilera & Nolan, 2007), although results are mixed in the absence of punctuation 
(Hirschberg & Avesani, 1997; Watson & Gibson, 2004). With the appropriate linking hypotheses, 
these patterns could support the premise that ARCs are comprehended as large prosodic units of 
their own, and thus subject to Prosodic Discounting.

The present study has added some new desiderata for any account of discounting, beyond 
ARCs. A feasible Prosodic Discounting account would have to predict a lack of discounting 
for direct discourse and because clauses, compared to indirect discourse and when clauses. To 
determine whether this could be true, we need a finer understanding of the prosody of these 
constructions. Some corpus data on the production of speech reports finds prosodic breaks at the 
edges of DD (Jansen et al., 2001), but these are not always clearly present in the signal (Bolden, 
2004; Hanote, 2015). Most other work on the production of speech reports focuses on marked 
excursions from a speaker’s typical speech rate and pitch range for both DD and ID (Blackwell et 
al., 2015; Estelles-Arguedas, 2015; Klewitz & Couper-Kuhlen, 1999; Lampert, 2018); it’s not clear 
whether this should correspond to any difference in prosodic organization. More is known about 
the prosody of some adjunct clauses. In reading aloud, high-scope because clauses generally 
feature a prosodic break at their left edge (Cooper & Paccia-Cooper, 1980; Hirschberg & Avesani, 
2000), in accord with early theoretical intuitions (Downing, 1970).10 To our knowledge, when 
clauses have not been investigated to the same degree, although most theories predict that when 
should not permit prosodic boundaries at its left edge (e.g. Downing, 1970; Frey & Truckenbrodt, 
2015; Selkirk, 2005). If this were true, with some linking assumptions, a Prosodic Discounting 
hypothesis might incorrectly predict discounting for because compared to when clauses. We stress 
that a more careful evaluation is needed to sort these predictions out.

We look forward to future work which can take up these questions and test the predictions 
of a prosodic account more closely.

9.6 Conclusions
We have entertained the hypothesis in this paper that the human processing of language may 
use pragmatic structure to organize the representation of linguistic material during online 
computation. We have reviewed the data on appositives from both Dillon et al. (2014) and Dillon 

 10 Koizumi (2009) suggests that this is also the default implicit prosody for such sentences, as a way of deriving the 
exceptional high-scope bias for because.
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et al. (2017) and how it is argued to support this hypothesis. In particular, we have followed up 
on the proposal that the fine internal content of pragmatic units is discounted after a unit has 
been completely interpreted.

Here, and elsewhere, a careful understanding of the nature of particular representations can 
help determine with greater precision the ways in which they might be invoked in processing. 
Ultimately, in this case, new experiments guided by the theoretical literature suggest that a 
connection to pragmatic representations may not be appropriate after all. The experiments 
we have presented here suggest that, counter our predictions, discounting cannot be easily 
generalized on the basis of the pragmatic structures we have considered.

Nevertheless, we replicate the original discounting effect. The source of the phenomenon, 
then, remains an open question. We suggest that future work should apply similar scrutiny to 
other competing explanations, perhaps in particular those based in prosodic representations.
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