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ABSTRACT: Light absorbed by light-harvesting antennae is
transferred to the reaction center (RC). The excitation energy
transfer (EET) to the RC is known to proceed with nearly
perfect quantum yield. However, understanding of EET is still
limited at the molecular level. Here, we examine the dynamics
in the Fenna—Matthews—Olson (FMO) protein by develop-
ing an efficient molecular dynamics simulation that can
properly describe the electronic properties of bacteriochlor-
ophylls. We find that the FMO protein consists of sites with
heterogeneous fluctuations extending from fast to slow
modulation. We also find that efficient EETs are facilitated
by site-dependent fluctuations that enhance the resonance
condition between neighboring sites with large site energy

differences and circumvent exciton trapping on the pathway to the RC. Knowledge of site-dependent fluctuations is an
important component of understanding optimization of EET in photosynthetic systems.

1. INTRODUCTION

Photosynthesis is an essential process for life on Earth which
converts light energy to chemical energy through a series of
processes.”” These processes have extensively been inves-
tigated for the understanding of not only natural photosyn-
thesis but also artificial photosynthesis. The Fenna—Mathews—
Olson (FMO) protein of green sulfur bacteria is one of the
extensively studied light-harvesting antennae in natural photo-
synthetic systems. The FMO protein consists of a trimer
(Figure la). It was initially thought that each subunit binds
seven bacteriochlorophyll (BChl) molecules.”* However, later,
it was shown that an eighth BChl molecule exists at the
interface between subunits (Figure 1b).> The FMO protein has
gained attention because it is the first protein showing
coherent oscillations in pump—probe and two-dimensional
electronic spectra®”®
antenna with nearly perfect quantum efficiency of the
excitation energy transfer (EET). Based on various exper-
imental studies, it is considered that the excitation energy is
provided from site 3 to the reaction center (RC)” and that site

and is a water-soluble broad-band

8 is likely to be the acceptor from the chlorosome,” though the
identification of acceptor is still under debate.

Very high quantum efficiency of EET is observed not only
for the FMO protein but also for all light-harvesting
photosynthetic proteins. It is therefore crucial to elucidate
how such highly efficient EET is realized in proteins. In
considering the remarkable efficiency of photosynthetic light-
harvesting proteins, a considerable body of work has
demonstrated that the spacings, orientations, and site energies
of the chromophores can be manipulated by the protein to
achieve ultrafast energy transport.””'”'" The spatial arrange-
ment and site energies determine the strength of the electronic
coupling between molecules. However, an equally important
quantity in determining the rate of energy transfer is the
reorganization energy, or more generally, the spectral density.
It has not been possible to determine experimental spectral
densities for individual chromophore sites in antenna proteins,
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Figure 1. (a) FMO complex trimer. (b) Eight BChl a pigments in a monomer subunit of FMO complex. (c) Comparison of the calculated site
energies at 300 K (red) with the result fitted to experimental data (green). The calculated site energies correspond to the maxima of the site energy
distributions. The exgerimental data of sites 1—7 correspond to the minimum and maximum of six site energies obtained from the fit to the

: 36—4
experimental results,

! whereas only one fitted result is available for site 8.*' Exciton energy levels at 300 K are also plotted. Exciton energies and

the corresponding eigenfunctions are given in Table S1. (d) Site energy distribution of each site calculated from MD simulations at 300 K. The site
energy distributions at sites 1, 2, 3, 4, 5, 6, 7, and 8 are shown by gray, blue, red, orange, magenta, brown, green, and sky-blue lines, respectively.

and the question of whether individual site fluctuations are in
any way optimized in nature has remained unresolved. Most
quantum dynamical models, instead, utilize an identical
spectral density for each site in the protein. Recent
computational studies have shown the presence of site-
dependent fluctuations in the FMO protein.'” ™" Systematic
investigations on the origin of efficient EET have not been
conducted yet, though the effect of a change of the spectral
densities at sites 1 and 2 on EET has been examined."*

To understand the mechanism of efficient EET at the
molecular level, it is necessary to examine the individual
spectral densities which require quantum mechanical (QM)
calculations. However, QM calculations, such as QM/
molecular mechanical (QM/MM) calculations, demand high
computational costs, so that it is impractical to perform long
molecular dynamics (MD) simulations with the QM
calculation. Thus, in many previous studies, the spectral
densities of pigments as well as site energies and excitonic
couplings have been calculated with QM/MM calculations at
configurations obtained from MD simulations with MM force
fields.

However, there are at least two problems to be addressed in
the method with a combination of QM/MM calculations and

MD simulations.'*'” One is the accuracy of the QM
calculations and the other is the difference between the
ground-state energy landscapes of a pigment calculated from
QM calculations and MD simulations. For the first problem,
we found the importance of the careful determination of the
so-called range-separated parameter in time-dependent density
functional theory (TDDFT) calculation.'” The second
problem arises from the difference between the descriptions
of pigment in the ground state by QM calculations and MD
simulations. To overcome the second problem, Coker and his
co-workers have separated the spectral densities into intra- and
intermolecular contributions: the intermolecular contribution
is evaluated with the MD simulation, whereas the intra-
molecular contribution is obtained from the QM/MM normal
mode analysis at optimized geometry.''® We developed the
molecular mechanics with the Shepard interpolation correction
(MMSIC) method, which can accurately and efficiently
reproduce global potential energy surface of all the BChl
molecules in the FMO protein covered by MD simulations.'”
Kim and Rhee have also constructed an interpolated potential
energy function of BChl a pigment using 1500 data points."”*°

In this study, by further developing an accurate and efficient
method for the calculation of excitonic couplings, we enable to
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not only reproduce existing experimental results, such as site
energies, spectral density, and absorption spectra, but also
elucidate the detailed site-dependent fluctuations of BChl
molecules in the FMO protein. As a result, we reveal the role
of individual site fluctuations in the efficient EET in the FMO
complex of green sulfur bacteria.

2. THEORETICAL METHODS
2.1. MMSIC Method. The details of the MMSIC method

are found in our previous study.'” Here we summarize them
only briefly. In QM/MM calculations, the total QM/MM
energy of a system is expressed as

VQM/MM(R, RMM) — VQM(R, RMM) + VQM-MM(R, RMM)
+ VMM(RMM)

— VQM(R, RMM) + V&M*MM(R’ RMM)
+ VAR R™M) + VMR

VEEM(R, RMY) + v MR, RMM)
+ VMM(RMM)

(1)

where R and R™ represent the coordinates of atoms in the
QM region and those of atoms in the MM region, respectively.
VEEQM QMM - and VMM represent the electrostatically
embedded QM energy where the electronic wave function is
involved, the nonelectrostatic QM-MM energy, and the MM
energy.

Because the number of atoms in the MM region is generally
much larger than that in the QM region, for efficient
calculation of the MMSIC method, first we introduce the
electrostatic (ES) potential at atom a in the QM region, @
from the MM region

Q=) e
a MM,
o R, — R, | (2)

Second, we approximate that VEE® is expressed by the sum
of two terms

a

VEU(R @) ~ V™™(R) + VIR, D) (3)
Here, VM is conventional MM force fields expressed by
simple analytical functions and V*'“ is determined using the

following modified Shepard interpolation so that the sum with
VMM reproduces VEEQM

Nbl(,

D Wils(R)V(s(R), ®)

k=1 (4)

VSIC(R, (I)) —

where N is the number of reference points called the
Shepard points. V; is the energy evaluated by a second-order
Taylor expansion around the Shepard point k (s, D)
expressed by internal coordinates, s, in the QM region and
ES potentials, ®. W, is the normalized weight function of the
Shepard point k given by

i) = (dk<s)] Z (dk<s>] )

Here, d, is the generalized distance expressed by

NGP 1/2

d(s) = D sin’(AgM/2)
=1 (6)

where NP is the number of torsion angles ¢, used in the
generalized distance because only the torsion angles ¢, are
used to determine the weight of the Shepard points."”

TDDFT was used for the calculation of VEE?L, The QM
region consists of one BChl a pigment and one or two
ligand(s) coordinated with the central Mg atom of BChl a. The
CAM-B3LYP density functional and the 6-31G(d,p) basis set
were used. Note that the range-separated parameter y = 0.20
was used to reproduce the difference of the ﬁrst excited Q,
absorption energies of BChl a in solutions.”’ The MMSIC
potential energy functions determined in our previous study
were used for sites 1 and 3—7."” Four Shepard points were
added to generate a more accurate potential energy surface for
site 2, that is, 11 Shepard points in total, and three Shepard
points were used for site 8. The errors of the MMSIC potential
energy function for the data of MD simulation were ~1 kcal/
mol for all the sites.

2.2. Calculation of Site Energy. The site energy is the
difference between the energies in the ground and excited
states. It is known that the absorption energies calculated with
TDDFT methods are likely to be overestimated. 21723 Thus, we
estimated the difference between the calculated and exper-
imental excitation energies for the site energies in the FMO
protein, by calculating the excitation energy of BChl a in
triethylamine solution for which experimental results are
available. The absorption energies of BChl a were calculated
with the QM/MM method at 600 configurations taken from
the MD simulations performed for 6 ns at 300 and 77 K with
the charges and structure of BChl a in triethylamine solution
determined by QM/MM RWEFE-SCF method at 300 K ! The
average calculated absorption energy is 14690 cm™' at both
300 and 77 K. The experimental absorption energles are 12
970 and 12910 cm™ at 295 and 4 K, respectively.”* In this
study, thus, the calculated site energy at each BChl in the FMO
protein is shifted by 1720 and 1780 cm™ at 300 and 77 K,
respectively, by assuming that the excitation energy at 77 K is
close to that at 4 K. The effect of the hydrogen bond between
the 3-acetyl and 13'-keto groups ¢ of BChl a on the site energy is
corrected as our previous study.'’

2.3. Calculation of Excitonic Coupling. Excitonic
couplings between pigments have been calculated with the
transition charges from electrostatic potential (TrESP).”” In
the TrESP method, the excitonic coupling between sites m and
n, V., is approximated by the interaction between transition

charges
o (e)p, " (x,) ,Q,"
Vo= ffbd Z Z
lr, —r| R, - R,
m n a€Em bEn
(7)

where pr(r,,) is the transition density at position r,, and Q" is
the transition charge of atom g, which is fixed at the value
determined at the optimized geometry in the gas phase with a
constraint »,,Q}" = 0.

As with the MMSIC method, we express Q'" using the
modified Shepard interpolation

NSIC

Q"(R, @) = Y Wi(s(R))Q; (s(R), ®) ©
k=1



Table 1. Exciton Hamiltonian at 300 and 77 K (in cm™)“

site 1 2 3 4

1 12390 (12510) —125 (—127) 6 (6) -8 (-8)

2 —125(-127) 12590 (12720) 36 (37) 9 (9)

3 6(6) 36 (37) 12200 (12310) —59 (—60)

4 —-8(-8) 9(9) —59 (—60) 12390 (12 480)
5 8(8) 3(3) -1 (0) —83 (—82)

6 25 (=25) 13 (14) —11 (-11) —20 (—20)

7 =7(=7) 4(4) -2 (-3) —69 (=72)

8  32(33) 6 (6) 1(1) -2 (-2)

“Values in parenthesis are at 77 K.

Here, N°' is the number of the Shepard points, W} is the
normalized weight function at the Shepard point k given by eq
5, and Q] is the transition charge around the Shepard point k
evaluated by the first-order Taylor expansion with respect to
the displacements of the internal coordinates in the QM region
and the external ES potentials

Ql'(s, ®) = Q. + K As, + " AD, (9)

where Q™ is the transition charge at the Shepard point k, ;"
= (0Q"/0s),,0, and " = (0Q""/0®), . Ki" and " express
the response functions of Q;" to the changes of structure and
ES potential, which are regarded as charge response kernels
(CRKs).***” Notably, the net neutrality of the transition
charges in eq 9 is always satisfied because Y ,(k{"), =
3w = 0 (I and b represent the indexes for the internal
coordinate and atom, respectively) due to the constraint
5.Q = 0.

We calculated the excitonic couplings using eqs 7—9, which
are called the transition charge response kernel (TrCRK)
method hereafter. Q[™, k}", and yi" were evaluated using
TDDFT calculations with the CAM-B3LYP (u = 0.20)
functional and the 6-31G(d,p) basis set. k;* and yi* were
obtained by numerical differentiation of the transition charges.
The calculated transition dipole of BChl a in the gas phase is
7.6 Debye, whereas the experimental transition dipole is
estimated as 6.1 Debye.”® It is known that the calculated
transition dipoles of BChl a and Chl a are overestimated.”
Thus, we introduced a scale factor of 0.803 (=6.1/7.6) for
Q[™, as in the previous study.”” Figure S1 shows the
distributions of the transition charges, demonstrating that the
largest standard deviation during the MD simulation is ~0.07.
We found that the fluctuation of the transition dipole is
properly described by considering the effect of the fluctuations
of external ES potential and pigment structure: the mean
unsigned error (MUE) between the transition dipoles
calculated with the TrCRK and QM/MM calculations,
| TCRE QUMM i the data of MD simulation is 0.22
Debye, whereas the MUE is 0.73 Debye when the TrESP
method is used. The obtained exciton Hamiltonians at 300 and
77 K are given in Table 1.

2.4. Computational Details of MD Simulations. We
used the holo form (eight BChl a pigments per monomer) of
X-ray crystal structure of the FMO trimer from Prosthecochloris
aestuarii (PDB code: 3EQJ)* for the initial geometry. The
FMO trimer was embedded in a rectangular water box of 125
X 125 X 98 A with the periodic boundary condition, in which
nine sodium cations are added to neutralize the system with
46364 water molecules. The proteins and water molecules

5 6 7 8
8 (8) —-25 (-25) -7 (=7) 32 (33)
3(3) 13 (14) 4 (4) 6 (6)
-1 (0) —11 (—11) -2 (-3) 1(1)
—83 (—82) —20 (—20) —69 (=72) -2 (-2)
12660 (12730) 79 (84) -1 (-3) 5(5)
79 (84) 12450 (12540) 39 (37) —10 (-10)
—1(=3) 39 (37) 12390 (12520) —13 (—13)
5(8) —10 (-10) —-13 (-13) 12660 (12750)

were treated by the Amber ff99SB-ILDN” and TIP3P force
field.*'

First, we performed MD simulations for 10 ns with MM
force fields for all the molecules to equilibrate the total system,
as in our previous study.'” Then, the potential energy functions
of all the 24 BChl a pigments and their ligands were switched
from the MM force fields to the MMSIC potential energy
functions. We performed equilibrium MD simulations with the
MMSIC potential energy functions for 1 ns at 300 K in the
ground state, followed by 1 ns MD simulation for data
production. Three independent MD simulations were carried
out to increase the statistics. For the MD simulations at 77 K,
300 configurations were taken every 10 ps from the trajectory
at 300 K because of the difficulty of sampling various
configurations in simulations at low temperature. After the
geometry optimizations were carried out, we performed
equilibrium MD simulations for 10 ps at 77 K, followed by
10 ps MD simulation for data production. Therefore, the total
simulation length corresponds to 3 ns, that is, 300 X 10 ps. As
the FMO complex consists of trimer subunits, 9 ns of MD
trajectory data for each site were used for analyses at both 300
and 77 K. All the electronic structure calculations and MD
simulations were performed using our modified version of
GAMESS,”” AMBERPLUS,” MCSL>* and AMBER 15*
program packages.

3. RESULTS AND DISCUSSION

3.1. Site Energies and Distributions. Figures 1¢ and S2a
show the calculated site energies at 300 and 77 K as well as the
fitted results based on experimental data at cryogenic
temperature.”*~*" The site energies are shifted by 1720 and
1780 cm™" at 300 and 77 K, respectively, as mentioned above.
Note here that the energy shifts are determined for BChl a in
triethylamine solution, not for that in the FMO protein. The
calculated site energies of all the sites at both the temperatures
are, however, in good agreement with those determined from
the experimental results. It has been shown that a proper
description of intra- and intermolecular interactions is
important to reproduce the site energies fitted to the
experimental spectra by using simulations.'®*>**** We have
also shown that the electronic properties of BChl a show a
strong functional dependence in DFT calculations, and thus,
the use of an appropriate functional is essential for the
calculation of site energies.”’ The present result shows that
BChl 3 has the lowest site energy because of stable
intermolecular interactions, especially the large stabilization
(~190 cm™) by the hydrogen bond between Tyrl$S and the
acetyl group of site 3, which is consistent with the mutation
experiment of Tyr to Phe, which results in an increase of the
site energy by ~170 cm™.**
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Figure 2. (a) Comparison of the experimental spectral density of the lowest energy level at 4 K*” (black) with the calculated spectral densities of
site 3 at 300 K (red) and 77 K (blue). Dashed orange curve is the Drude—Lorentz spectral density at 300 K. (b) Calculated spectral densities of
eight sites at 300 K. Spectral densities are arranged in order from site 1 to site 8 with an offset of S0 cm™ for clarity. The spectral densities at sites 1,
2,3,4,5,6,7,and 8 are shown by gray, blue, red, orange, magenta, brown, green, and sky-blue lines, respectively.

Table 2. Parameters of the Drude—Lorentz Spectral Density and Kubo’s Stochastic Theory for Line Shape”

site 1 2 3 4

Do 70 (44) 144 (121) 68 (50) 51 (29)

Yu 171 (142) 87 (96) 137 (94) 148 (117)
AT, 0.51 (0.48) 1.43 (1.19) 0.62 (0.78) 0.50 (0.48)

“), and y, are in cm™". Values in parenthesis are at 77 K.

The present result shows that sites 2, S, and 8 have large site
energies. The origins of their large site energies differ; they
result from the polar environment around site 2, the steric
hindrance of the twisted acetyl group of site 5, and the less
stable intermolecular interaction at site 8 because the site exists
between two subunits. In addition, unlike Mg atoms in the
other sites with five coordinates, the Mg atom of site 8 has six
coordinates: the fifth and sixth ligands of site 8 are the main
chain CO group of Tryl23 and the side chain OH group of
Serl68, respectively.

Figures 1d and S3 show the distributions of site energies at
300 and 77 K, respectively. The site energies of sites 1, 3, 4, 6,
and 7 show Gaussian distributions, whereas those of sites 2, 5,
and 8 show broad non-Gaussian distributions.'®'”*>*® The
non-Gaussian distributions of sites 2, 5, and 8 are attributed to
the inhomogeneous fluctuations of site energy under the polar
environment, the steric hindrance, and the inhomogeneous
intra- and intermolecular interactions, respectively.

3.2. Fluctuation of Site Energies and Spectral
Densities. We examine the dynamic fluctuation of site
energies using the time correlation function (TCF) of the
site energies at sites m and n

Cn(t) = (OE,,(0)3E, (1)) (10)
where OE,, is the deviation of site energy from the average site
energy of site m, that is, 6E,,(t) = E,,(t) — (E,,). We find that
the correlations between different sites are much smaller than
that of each site; the smallest site energy fluctuation in the
same site, C;4(0), is more than 20 times larger than the largest
site energy fluctuation between different sites, Cs5(0). Thus, we
neglect the site energy fluctuations between different sites in
this study.

We examine the site energy fluctuation in terms of the
spectral density defined as the following equation

5 6 7 8
151 (95) 65 (43) 67 (37) 131 (86)
73 (109) 145 (184) 162 (95) 120 (97)
1.74 (0.93) 0.36 (0.37) 0.52 (0.66) 0.99 (0.99)
po

foo C,,(t)cos(wt)dt

T J0

J, () = a
where f is the inverse temperature. Here, we assume the so-
called harmonic quantum correction for detailed balance.
Figure 2a shows a comparison between the experimental
spectral density of site with the lowest site energy’” and the
calculated spectral densities of site 3 at 300 and 77 K. The
overall shape and amplitude of the calculated spectral density
are in good agreement with the experimental result. The
spectral densities of eight sites at 300 and 77 K are shown in
Figures 2b and S4. Note here that the spectral densities show
strong site and temperature dependences. The spectral
densities of sites 2, S, and 8 are approximately twice as large
as those of the other sites because of slow and large
fluctuations of intra- and intermolecular interactions. As
shown in previous studies, the peaks at ~200 and ~400
cm™ are attributed to the in-plane bacteriochlorin ring
motions.'”**

The spectral density has frequently been approximated using
the Drude—Lorentz density

24,y @
J (@) = l%
A (12)
Here, 4, and y, represent the magnitude of fluctuation and the
modulation rate of site energy fluctuation of site n, respectively,
and are expressed as 4, = #(5E,2)/2 = pA,2/2 and y, = 1/T,.
A, and T, are the reorganization energy and the characteristic
time scale of energy fluctuation at site n induced by the
environment, respectively, that is, intra- and intermolecular
motions of the FMO protein and solvent molecules. By
assuming a high temperature (ffy, < 1) for the Drude—
Lorentz model, the real and imaginary parts of the site energy
fluctuation TCF C(t) become exponential functions. We
indeed find that both the parts of C(t) are well approximated
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Figure 3. Comparison of calculated absorption spectra at (a) 300 and (b) 77 K with the experimental result’® (dashed brown line). In (a,b), the
absorption spectra of sites 1, 2, 3, 4, 5, 6, 7, and 8 are shown by gray, blue, red, orange, magenta, brown, green, and sky-blue lines, respectively.

by exponential functions for all the sites at 300 K, though the
modulation at site 6 is large at 77 K and thus a small negative
region exists in its response function."”

We characterize the fluctuation at an individual site via
Kubo’s stochastic theory for line shape.*” In Kubo’s stochastic
theory, a fluctuation with A, T, < 1 is categorized as the fast
modulation regime, whereas that with A, T, > 1 is the slow
modulation regime. The parameters, 4,, y,, and A,T,, of each
site are presented in Table 2. The present result reveals that
the fluctuations at sites 1, 3, 4, 6, and 7 are in the fast
modulation regime, that is, A, T, < 0.6. It is of interest that site
3 having the lowest site energy exhibits the largest A T, of
these five sites. The moderately large fluctuation at site 3 can
contribute to the stabilization of the lowest excitonic state and
to the facilitation of the EET from site 3 to the RC. In contrast
to sites 1, 3, 4, 6, and 7, sites 2, 5, and 8 with large site energies
have fluctuations in the intermediate to slow modulation
regimes, that is, A, T, > 1.

3.3. Absorption Spectrum. Absorption spectra are
calculated with the numerical integration of the Schrodinger
equation50

N,

site

() = wRe fo Tdt e m( Y d,()U,.(04,(0)

(13)

Here, d,,(t) are U(t) are the transition dipole moment vector
of site m at t and the time evolution matrix from ¢t = 0 to ¢,
respectively. The transition dipole moments were calculated
from the transition charges used for the calculation of exciton
couplings.

The calculated absorption spectra at 300 and 77 K as well as
the experimental spectra® are shown in Figure 3. The
amplitudes of experimental and calculated spectra are scaled
with those at 300 K. The calculated spectrum at 77 K is blue
shifted by ~160 cm™ and the peak structure at 12 500 cm ™" is
slightly weakened, compared with the experimental result.
These differences may be due to the simulated conformations
not being fully relaxed at 77 K. However, the line shape and
relative intensity of calculated absorption spectra are in good
agreement with the experimental spectra.

To clarify the contributions of individual sites to the total
absorption spectra, we calculate the spectra of individual sites.
As can be seen in the spectra at 300 and 77 K (Figure 3a,b),

the lowest energy peak is attributed to the absorption of site 3
and the higher energy peak mainly arises from the absorptions
of sites 2, 5, and 8. On the other hand, the peak at ~12450
cm™! is attributed to the absorptions of sites 1, 4, 6, and 7; the
shoulder at ~12 800 cm™ is mainly attributed to sites 4, 6, and
7; and the low-frequency tails of sites 5 and 8.

In order to examine the effect of fluctuations of individual
sites on the absorption spectrum, we compare the individual
absorption spectrum with the distribution of the site energy,
which corresponds to the limit of an inhomogeneously
broadened spectrum for each site (Figure S4). We analyze
the ratio between the widths of the absorption spectrum and
distribution of site energy of each site. The extent of
inhomogeneity at each site is qualitatively given by the ratio
between the individual absorption spectrum and site energy
distribution. We find that the extent of inhomogeneity at each
site evaluated from the ratio is fully consistent with the
modulation of spectral density determined by Kubo’s
stochastic theory (Table S2), that is, the modulations of
transition frequencies of sites 1, 3, 4, 6, and 7 are characterized
as the fast modulation, that is, the motional narrowing regime,
whereas those of sites 2, 5, and 8 are rather intermediate
between the fast and slow modulation regimes.

Recently, Cao and co-workers have developed the full
second-order cumulant expansion (FCE) method to inves-
tigate absorption and emission spectra and Forster resonance
energy-transfer rate.”’ It has been shown that the absorption
spectra calculated from the method are almost identical to the
exact spectra even when the system—bath coupling is far from
the perturbative regime. It will be of interest to examine the
temperature-dependent shift of the spectral maxima by the
FCE method.

3.4. EET Dynamics. Next, we examine the EET in the
FMO protein. The time evolution of the reduced density
matrix is solved by the hierarchical equations of motion using
the conventional Frenkel exciton Hamiltonian (Table 1) and
the site-dependent Drude—Lorentz spectral densities for the
influence of bath on each site (Table 2).**°* As shown
previously, when site 1 or 6 is initially excited, the relaxation to
site 3 takes place from site 1 to site 2 (pathway 1) or from site
6 to sites S, 7, and 4 (pathway 2) with coherent oscillations
(Figure $5).>7°7 When site 8 is initially excited, the
population mainly relaxes via pathway 1 and very weak
oscillatory structures are found only in the population of sites 1
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and 2 at 77 K within ~200 fs (Figure $5b).*"*7*%% Because it
is conceivable from recent experiments that site 8 is the
acceptor from the chlorosome,” we mainly discuss the
relaxation dynamics from site 8 hereafter.

The present result shows that the FMO protein consists of
the sites with heterogeneous fluctuations extending from the

fast to slow modulation. To elucidate the effect of site-
dependent fluctuation on the dynamics, we compare the
dynamics calculated with the present site-dependent spectral
densities with those calculated with the single spectral density
determined by Read et al. for all the sites.”” The spectral
density determined by Read et al. (1 = 35 cm™" and y = 106
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Table 3. Optimized Set of Reorganization Energies at 300 and 77 K“

site 1 2 3 4
Ay 50 (30) 200 (290) 70 (50)

50 (70)

5 6 7 8
110 (220) 50 (30) 50 (30) 130 (170)

“1,1s in cm™". Values in parenthesis are at 77 K. 1, is fixed to be 70 and 50 cm™" at 300 and 77 K, respectively. Minimum values of 50 and 30 cm™"

are assumed at 300 and 77 K, respectively.

cm™!) is characterized as a fast modulation (AT & 0.6), similar
to the modulations at sites 1, 4, 6, and 7. Figure 4a,b shows the
population dynamics calculated with the site-dependent
individual spectral densities and the single spectral density
for all the sites. To quantify the efficiency of EET to site 3, we
introduce the mean arrival population at site 3, measuring the
average increase in the population at site 3 during time t

a(t) = ?A (p33(T) - p33(0))df (14)

Here, p53(0) = 0 in the relaxation from site 8. We calculate the
mean arrival population at 1 ps because the population of site 3
has almost the largest value among eight sites at ~1 ps. It
should also be noted that the excitation-transfer rate to the RC
has been assumed to be ~1 ps in recent studies.”’ ~** We find
that a(t = 1 ps) is 0.089 and 0.051 for the system with the site-
dependent individual and single spectral densities, respectively.
Furthermore, we emphasize that similarly inefficient EET with
the single spectral density is found in the relaxations from site
1 or site 6 at 300 and 77 K. These results suggest that the EET
is accelerated by the presence of spatial heterogeneous
fluctuations in the system.

3.5. Efficient EET Achieved by Site-Dependent
Fluctuations. We here consider how the EET dynamics
depend on the spectral density of an individual site. First, we
find that the EET dynamics depend more strongly on the
reorganization energy, 4, than the modulation rate, y, by
examining the A- and y-dependence of @(t = 1 ps). Thus, we
explore the detailed dynamics with respect to the A4-
dependence at the various sites.

Figure 5a,b shows the population dynamics calculated with a
half (72 cm™) and triple (432 cm !) of the original
reorganization energy at site 2. For a small reorganization
energy at site 2, 4,, the dynamics from site 1 to 2 and site 2 to
3 are slow because of large deviations from the resonance
conditions (Figure Sa) but become fast with increasing 4,. On
the other hand, for a very large 4,, the relaxation from sites 2—
3 is decelerated because of the trapping of the exciton at site 2,
that is, the increase (decrease) in the equilibrium population at
site 2 (site 3) (Figure Sb). Thus, the relaxation rate is
decelerated and the amount of energy relaxed to site 3 is
decreased. Thus, as can be seen in Figure Sc, @(f = 1 ps) shows
a bell-shaped dependence with the maximum at 4, & 21§
cm™. @(t = 1 ps) at site 8 also shows a bell-shaped dependence
because of the same mechanism seen in @(t = 1 ps) at site 2
(Figure S6a,b). We also find bell-shaped @(t = 1 ps) with
respect to 4, and A4 at 77 K.

Ishizaki and Fleming have examined the relationship
between the energy-transfer rate and the reorganization energy
A for the two-state model and found the maximum energy-
transfer rate at 4 & J, that is, the electronic coupling between
the two states.’*®> In addition, environmental effects on the
dynamics in the model FMO protein expressed by a single
spectral density for all the sites have been investié%ated and the
presence of optimal parameters has been shown.’” =%’ The
presence of the optimized reorganization energy at site 2 or 8

is consistent with the results, though the relationship between
the optimized A and ] is not simple in the multiple-site system.

In contrast, at site 1, the reorganization energy dependence
of a(t = 1 ps) is different from those found at sites 2 and 8.
With the increase of the reorganization energy at site 1, the
EET is monotonically delayed by the trapping of the exciton at
site 1, that is, the increase in the equilibrium population at site
1 and thus the EET to site 3 becomes inefficient (Figure
S6¢,d). A similar reorganization energy dependence is found at
sites 4, 6, and 7, whose site energies are low. In addition, at
sites 3 and S, the efficiency, that is, @(t = 1 ps), is almost
independent of the reorganization energy at 300 K.

The requirements for an optimal energy-transfer rate in a
dimer system or systems with a single reorganization energy
are well characterized and understood. However, in a multisite
system with several potential pathways for energy flow, the
situation is much more complex, as shown above. Optimizing a
given pairwise rate may adversely affect onward transfer from
the acceptor site, for example. Here, we explored the role of
the individual site fluctuations via the reorganization energies
of the eight sites on the overall energy flow from site 8 to site 3.

We determined an optimized set of reorganization energies
at 300 or 77 K to maximize @&(t = 1 ps) using the
reorganization energies obtained from the MD simulations as
initial values. We assumed a minimum value of 50 cm™ for
sites 1, 4, 6, and 7 to avoid unphysically small reorganization
energies, and fixed A at the original value of 70 cm™! for site 3
because the difference between site 3 and RC is approximately
120 em ™% and a too large reorganization energy at site 3
may inhibit efficient EET to the RC (Table 3). The time
evolution of the resultant populations calculated with the
optimized set (solid line) as well as those with the single
reorganization energy, fixed at the average (88.8 cm™) of the
optimized set (dashed line), are shown in Figure 5d. The result
shows that the fluctuations at individual sites produce efficient
EET by enhancing the resonant condition between neighbor-
ing sites with large site energy differences and avoiding
trapping of the exciton on the relaxation pathway(s) (a(t = 1
ps) = 0.096, whereas a value of 0.075 is obtained with the
averaged single reorganization energy for all the sites). We
further find that the difference between @(t = 1 ps) calculated
with the optimized reorganization energies (0.096) and the
original spectral densities (0.089) is small at 300 K, whereas
the corresponding difference is large at 77 K, that is, a(t = 1
ps) are 0.217 and 0.102, respectively (Figure S7). The present
study thus demonstrates that the site-dependent reorganization
energies in the FMO protein that we obtained are
approximately optimized at room temperature.

4. CONCLUSIONS

In the present study, we developed the MD simulation method
that can describe the site energies of pigments and the
excitonic couplings between pigments accurately and efhi-
ciently, by considering the fluctuations of external electrostatic
potential and BChl structure. By applying the method to the
FMO protein, we successfully obtained the individual site
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energies and spectral densities of BChls, which are in good
agreement with the existing experimental results. Furthermore,
it was found that the present method can reproduce the
experimental absorption spectra of the FMO protein at 300
and 77 K.

By examining the spectral densities at individual sites, we
found remarkable site-dependent fluctuations in the FMO
protein due to the heterogeneity of their local environment.
Based on Kubo’s stochastic theory for line shape, we found
that the fluctuations of sites 1, 3, 4, 6, and 7 are characterized
as the fast modulation, whereas sites 2, 5, and 8 have
fluctuations in the intermediate to slow modulation regimes.

We also found that the efficient EET dynamics are achieved
at 300 K with the approximately optimized site-dependent
reorganization energies. Similar results showing that efficient
EET dynamics are achieved by the environment at room
temperature have been reported for model systems with a
single spectral density for all the sites. However, we revealed
that efficient EET is achieved by the differing roles of site-
dependent fluctuations from fast to slow modulation: large
fluctuations at sites with large site energies result in the
enhancement of resonance between their neighboring sites,
while small fluctuations at sites with small site energies
facilitate avoidance of exciton trapping. In addition to these
roles at the sites internal to the FMO protein, we expect that
fluctuations at site 8 can be effective in the EET from
chlorosome and that those at site 3 can facilitate EET to the
RC.

In this study, we examined the relaxation dynamics using the
Drude—Lorentz model, by neglecting the underdamped intra-
and intermolecular vibrations. The effects of underdamped
vibrations on coherence and energy transfer have been
intensively studied.”’””” A detailed discussion of vibrational
effects on the dynamics will be given elsewhere.

Overall in the FMO protein, excitation energy is transferred
on a rugged site energy landscape with highly heterogeneous
local fluctuations. It is not easy to reveal how the present
energy-transfer pathway has been acquired in the course of
evolution. Detailed information on the fluctuations in the
FMO protein does, however, provide clues as to the
optimization of efficient EET in natural photosynthetic systems
and suggests strategies for the development of artificial
photosynthetic systems.
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