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ABSTRACT OF THE DISSERTATION

Methods for detecting structure

in large-scale genomic data

by

Alec Matthew Chiu

Doctor of Philosophy in Bioinformatics

University of California, Los Angeles, 2022

Professor Sriram Sankararaman, Chair

Large-scale repositories of genomic data are providing opportunities for researchers to an-

swer biological questions at unprecedented resolution. Uncovering the structure underlying

these datasets is a fundamental task where the structure can correspond to biological signals

of interest or to confounders such as ancestry and batch effects that must be accounted for

to prevent spurious findings. While discovering structure is a challenging problem, the grow-

ing size of genomic datasets leads to computational bottlenecks that further complicate their

analysis. Here, we propose three scalable approaches for detecting structure in genomic data.

We present ProPCA, a probabilistic principal component analysis method for large-scale ge-

nomic data. We also introduce SCOPE, a method for inferring admixture proportions from

biobank-scale data. Both these methods utilize randomized eigendecomposition and the

unique structure of the genotype matrix to perform scalable population structure inference.

We apply these methods to simulations to reveal that they remain accurate while improving

on runtime compared to existing methods. We applied both methods on the UK Biobank,

a dataset containing half a million individuals, to uncover fine-scale structure within the

United Kingdom. We subsequently introduce a statistical testing framework for detecting

variance and covariance differences by extending eigengene analysis through a set of transfor-

mations and randomized eigendecomposition. We use RNA-seq data from individuals with

ii



psychiatric disease to reveal several (co)variance differences; highlighting the need to look

beyond mean effects. With the increasing availability of large biological datasets, our work

enables researchers to efficiently discover and test for structure and perform downstream

analyses.
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CHAPTER 1

Introduction

1.1 Scope of Research

The availability and advancement of technology has led to the collection of unprecedented

amounts of biological data [1, 2, 3] and enabled the possibility of exploring biological phe-

nomena in several novel ways [4, 5, 6, 7, 8]. Amongst these include studies that specifically

aim to elucidate the relationship between a biological phenomena and a phenotype [9, 10].

For instance, the genome wide associaton study (GWAS) [9, 11, 12] aims to link genetic

variation to the variability of traits such as physical characteristics (e.g. height, body mass

index) [13, 14] or diseases [15, 16]. Though a plethora of such studies have been performed

[9, 15], there are still several challenges preventing many of these findings from being fully

utilized [17, 18, 19].

One such challenge is that of structure [17, 20, 21, 22]. Discovering causal relationships

between novel findings and biological phenomena requires one to distinguish between struc-

ture directly related to the biological phenomena and structure due to confounding factors

[20, 21, 22]. Such confounding structure can be inherent such as ancestry and relatedness

[21, 22, 23] or technical such as batch effects [20, 24]. Being able to infer and remove con-

founding structure becomes critical in preventing spurious results. [17, 20, 21, 22].

A variety of methods to detect structure exist [4, 25, 26]; the most commonplace method

being principal component analysis (PCA). Simple adjustment such as the inclusion of small

number of factors such as the top principal components (PCs) in regression models have

been shown to be able to successfully eliminate spurious discoveries [27]. Despite the ability

of existing methods to discover and account for the majority of confounding structure, there
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are growing concerns about the effect of cryptic and residual population structure [28, 29],

which emphasizes the importance of utilizing the most appropriate statistical models and

methods for a specific dataset [30].

The increasing scale of massive datasets has led to the ability to uncover and study such

fine-scale structure [1, 3], but the size of the data has created computational bottlenecks in

terms of runtime and memory required to run structure detection methods. One approach is

to utilize parallel computing infrastructure from the cloud [31, 32, 33], but the cost of using

such methods is often obscure and can become cost-prohibitive. As a result, there is a need

for scalable methods that can be run in reasonable amounts of time on typical computing

environments.

1.2 Contributions and Overview

In this dissertation, we propose scalable computational and statistical methods to infer

structure from large-scale genomic data. A key assumption used by our methods is the fact

that only a small number of factors are often required for downstream analysis. As a result,

we utilize several forms of dimensionality reduction (i.e. PCA) to reduce and summarize

massive datasets into sizes that are much more managable to analyze. We also utilize the

properties of genotype matrices in taking on a finite number of values (e.g. human genotypes

take on values of 0, 1, or 2). This unique property allows us to capitalize on speed-ups through

techniques such as the Mailman algorithm [34].

In Chapter 2, we propose ProPCA, a scalable probabilstic PCA method that can compute

genetic PCs efficiently, to enable researchers to perform a standard analysis on large-scale

genetic datasets within reasonable amounts of time on typical computing requirements. We

show that ProPCA maintains high accuracy when compared to existing methods while re-

ducing runtime and consuming reasonable amounts of memory. We apply ProPCA to the

UK Biobank [1], a dataset containing half a million individuals, to compute the top five prin-

cipal components within thirty minutes. We also utilize the probabilistic model of ProPCA
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to derive a novel statistical test for recent putative selection. Using the population structure

inferred within the White British individuals in the UK Biobank and selection test, we iden-

tify several novel signals of putative recent selection. Further extensions of ProPCA such as

the adaptation of its statistical model to handle missing data or correlation between features

(i.e. linkage disequilibrium) can potentially uncover less apparent structure by making the

model more data-specific [35, 36].

Chapter 3 describes SCOPE, a novel method for inferring admixture proportions from

biobank-scale data. SCOPE utilizes a previously proposed model [37] that consists of a

dimensionality reduction step followed by a factorization step. SCOPE improves upon this

model by integrating algorithmic speed-ups to both these steps through randomized eigen-

decomposition [38] and the Mailman algorithm [34]. We apply SCOPE to large-scale simu-

lations and show that it is able to maintain competitive accuracy to state of the art methods

while completing 3-144 times faster. We apply SCOPE in an unsupervised fashion to the

UK Biobank, which at the time of writing and to our knowledge, is the first method of its

kind to be able to do so. Our analysis revealed fine-scale structure present in several genomic

datasets, but opens questions on the interpretability of deep structure in genomic datasets.

Chapter 4 describes a testing framework for discovering differences in variance and co-

variance structures. Several methods such as PCA can often miss sources of structure due

the linear nature of PCA. As a result, several non-linear dimensionality reduction methods

have been developed, but lack interpretability [39, 40]. We utilize two transformations that

specifically allow one to exclusively test for variance or covariance differences by extending

the eigengene testing framework found in weighted correlation network analysis (WGCNA)

[41]. We apply our testing framework to RNA-seq data from individuals with common psy-

chiatric diseases. Our analysis reveals several instances of variance and covariance changes

despite there being no differences in mean expression; emphasizing the need to examine data

beyond mean differences. In particular, we find several differences in variance and covari-

ance between schizophrenia and bipolar disorder, two diseases which are highly correlated.

Furthermore, we apply our method to cancer methylation data and stock market data to
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highlight our method’s ability to extend to other data types. Our work opens up several

ideas on how transformations, such as those employed in our testing framework, can be

applied to other applications such as clustering and quantitative trait loci mapping.
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CHAPTER 2

Scalable probabilistic PCA for large-scale genetic

variation data

2.1 Background

Inference of population structure is a key step in population genetic analyses [42] with

applications that include understanding genetic ancestry [43, 44, 45] and controlling for

confounding in genome-wide association studies (GWAS) [46]. While several methods have

been proposed to infer population structure (e.g., [47, 48, 49, 50, 51]), principal component

analysis (PCA) is one of the most widely used [52, 47]. Unfortunately, the naive approach

for estimating principal components (PCs) by computing a full singular value decomposition

(SVD) scales quadratically with sample size (for datasets where the number of SNPs is larger

than sample size), resulting in runtimes unsuitable for large data sets.

In light of these challenges, several solutions have been proposed for the efficient compu-

tation of PCs. One approach taken by many recent scalable implementations (FastPCA [53],

FlashPCA2 [54], bigsnpr [55], TeraPCA [56], PLINK2 [57]) takes advantage of the fact that

typical applications of PCA in genetics only require computing a small number of top PCs;

e.g. GWAS typically use 5-20 PCs to correct for stratification [58]. These methods can be

grouped according to their underlying algorithm: blanczos (FastPCA, PLINK2, TeraPCA)

or the implicitly restarted Arnoldi algorithm (FlashPCA2, bigsnpr). An alternative approach

for efficient computation of PCs takes advantage of the parallel computation infrastructure

of the cloud [32]. However, the cost of cloud usage is roughly proportional to the number

of CPU hours used by these algorithms, making them cost-prohibitive. Finally, these scal-
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able implementations lack a full probabilistic model, making them challenging to extend to

settings with missing genotypes or linkage disequilibrium (LD) between SNPs.

In this work, we describe ProPCA, a scalable method to compute the top PCs on genotype

data. ProPCA is based on a previously proposed probabilistic model [59, 60], of which

PCA is a special case. While PCA treats the PCs and the PC scores as fixed parameters,

probabilistic PCA imposes a prior on the PC scores. This formulation leads to an iterative

Expectation Maximization (EM) algorithm for computing the PCs. ProPCA leverages the

structure of genotype data to further reduce the computation time in each iteration of the

EM algorithm. The EM algorithm requires only a small number of iterations to obtain

accurate estimates of the PCs resulting in a highly scalable algorithm.

ProPCA obtains a computational speed-up through the integration of the Mailman al-

gorithm [34] into its EM algorithm. The Mailman algorithm allows for fast matrix-vector

multiplication when there are a finite number of values (e.g. genotypes) in exchange for

additional memory usage. As a result, ProPCA requires more memory than some of the

other scalable PCA methods. However, the increased memory consumption is reasonable;

often still within the memory available within typical computing environments.

In both simulated and real data, ProPCA is able to accurately infer the top PCs while

scaling favorably with increasing sample size. We applied ProPCA to compute the top

five PCs on genotype data from the UK Biobank, consisting of 488,363 individuals and

146,671 SNPs, in less than thirty minutes. To illustrate how the ability to compute PCs

in large samples can lead to biological discovery, we leveraged the population structure

inferred by ProPCA within the White British individuals in the UK Biobank [1] to scan for

SNPs that are not well-modeled by the top PCs and, consequently, identify several novel

genome-wide signals of recent positive selection. Our scan recovers sixteen loci that are

highly differentiated across the top five PCs that are likely signals of recent selection. While

these loci include previously reported targets of selection [53], the larger sample size that

we analyze here allows us to identify eleven novel signals including a missense mutation in

RPGRIP1L (p = 2.09× 10−9) and another in TLR4 (p = 7.60× 10−12).
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A number of algorithms that analyze genotype data, including methods for heritability

estimation and association testing, can be modeled as iterative procedures where the core

computational operation is similar to that solved by ProPCA. Thus, the algorithm that we

employ in this work can potentially lead to highly scalable algorithms for a broad set of

population genetic analyses.

2.2 Materials and Methods

2.2.1 Principal Components Analysis (PCA)

We observe genotypes from n individuals at m SNPs. The genotype vector for individual i

is a length m vector denoted by gi ∈ {0, 1, 2}m. The jth entry of gi denotes the number of

minor allele carried by individual i at SNP j. Let G be the m × n genotype matrix where

G = [g1 . . . gn]. Let Y denote the matrix of standardized genotypes obtained by centering

and rescaling each row of the genotype matrix G so that
∑

j yi,j = 0 and
∑

j y
2
i,j = 1 for all

i ∈ {1, . . . ,m}.

Principal components analysis (PCA) [52] attempts to find a low-dimensional linear trans-

formation of the data that maximizes the projected variance or, equivalently, minimizes the

reconstruction error. Given the m× n matrix Y of standardized genotypes and a target di-

mension k, PCA attempts to find am×k matrix with orthonormal columnsW and n×k ma-

trix Z that minimizes the reconstruction error: ∥Y −WZT∥F where ∥A∥F =
√∑

i,j A
2
i,j is

the Frobenius norm of the matrix A. To solve the PCA problem, we perform a singular-value

decomposition (SVD) of the standardized genotype matrix Y = UΣV T and set Ŵ = UK ,

where UK is a m× k matrix containing the k columns of U corresponding to the k largest

singular vectors of Y .

2.2.2 Probabilistic PCA

PCA can be viewed as a limiting case of the probabilistic PCA model [51, 59, 60]. Proba-

bilistic PCA models the observed data yi ∈ Rm, i ∈ {1 . . . , n} as a linear transformation of
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a k-dimensional latent random variable xi (k ≤ m) with additive Gaussian noise. Denoting

the linear transformation by the m×k matrix C, and the (m-dimensional) noise by ϵi (with

isotropic covariance matrix σ2Im), the generative model can be written as

yi|xi; ϵi = Cxi + ϵi

xi
iid∼ N (0, Ik)

ϵi
iid∼ N (0, σ2Im) (2.1)

The maximum likelihood estimate of the matrix C in this model has been shown to span

the k-dimensional principal subspace of the data Y = [y1, . . .yn] [61].

2.2.3 EM algorithm for PCA

Since probabilistic PCA is a probabilistic model endowed with latent variables, the EM

algorithm presents a natural approach to compute the maximum likelihood estimates of the

model parameters (C, σ2) [59, 60]. The EM algorithm for learning the principal components

can be derived as a special case of the EM algorithm for the probabilistic PCA model where

the variance of the observation noise σ2 tends to zero leading to these updates:

E-step : X = (CTC)−1CTY (2.2)

M-step : C = Y XT (XXT )−1 (2.3)

Here X = [x1 . . .xn] is a k × n matrix and Y = [y1 . . .yn] is a m× n matrix. Noting that

all matrix inversions require inverting a k × k matrix, the computational complexity of the

E-step is O(k2m + k3 + k2m + mnk) while the computational complexity of the M-step is

O(k2n+ k3 + k2n+mnk). For small k and large m,n, the per-iteration runtime complexity

is O(mnk). Thus, the EM algorithm provides a computationally efficient estimator of the

top k PCs when the number of PCs to be estimated is small.
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2.2.4 Sub-linear time EM

The key bottleneck in the EM algorithm is the multiplication of the matrix Y with matrices

E = (CTC)−1CT and M = XT (XXT )−1.

The vectors representing the sample mean and standard deviation of the genotypes at

each SNP are denoted g and s. Assuming no entry in s is zero (we remove SNPs that have

no variation across samples), the matrix of standardized genotypes Y can be written as:

Y = diag(s)−1G− ρ1T
n

Here diag(x) is an operator that constructs a diagonal matrix with the entries of x along its

diagonals, 1n is a length n vector with each entry equal to one, and ρ is a length m vector

with ρj =
gj
sj
, j ∈ {1, . . . ,m}.

The EM updates can be written as:

X = EY = E diag (s)−1G−Eρ1T
n

= ẼG−Eρ1T
n (2.4)

C = Y M = diag(s)−1GM − ρ1T
nM (2.5)

Here Ẽ can be computed in time O(km) while Eρ1T
n and ρ1T

nM can be computed in time

O(nk +mk).

The key bottleneck in the E-step is the multiplication of the genotype matrix G by each

of the k rows of the matrix Ẽ and in the M-step, multiplication ofG by each of the k columns

of the matrix M respectively. Leveraging the fact that each element of the genotype matrix

G takes values in the set {0, 1, 2}, we can improve the complexity of these multiplication

operations from O(nmk) to O( nmk
max(log3 n,log3 m)

) by extending the Mailman Algorithm [34].

For additional implementation details, see Appendix A.5.
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2.2.5 The Mailman algorithm

In the M-step, we need to compute c = Ab for an arbitrary real-valued vector b and a m×n

matrix A whose entries take values in {0, 1, 2}. We assume that m = ⌈log3(n)⌉. Naive

matrix-vector multiplication takes O(⌈log3(n)⌉n) time.

The Mailman algorithm decomposes A as A = UnP . Here Un is the m × r matrix

whose columns containing all r = 3m possible vectors over {0, 1, 2} of length m. We set an

entry Pi,j to 1 if column j of A matches column i of Un: A(j) = U
(i)
n . The decomposition of

any matrix A into Un and P can be done in O(nm) time. Given this decomposition, the

desired product c is computed in two steps, each of which has O(n) time complexity [34]:

d = Pb, c = Und

The Mailman algorithm provides computational savings in a setting where the cost of

computing the decomposition ofA are offset by the gains in repeated multiplication involving

A.

Similarly, in the E-step, we need to compute fTA in O(⌈log3(n)⌉n) time by computing

ATf and computing a decomposition of AT. A drawback of this approach is the need to

store both decompositions that would double the memory requirements of the algorithm.

Instead, we propose a novel variant of the Mailman algorithm that can compute fTA in

O(⌈log3(n)⌉n) time using the same decomposition as A (Appendix A.6).

Additional details on efficient implementation of the EM and Mailman algorithms can

be found in Appendix A.5.

2.2.6 Simulations

We simulated genotypes at m independent SNPs across n individuals in which a single ances-

tral population diverged into q sub-populations with drift proportional to the Fst, a measure

of population differentiation. The allele frequency at SNP fj,0, j ∈ {1, . . . ,m} in the ances-
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tral population was sampled from a uniform distribution such that fj,0
iid∼ Unif(0.05, 0.95) .

Allele frequencies in each of the l subpopulations were generated by simulating neutral drift

from the ancestral allele frequency, fj,l ∼ N (fj,0, fj,0(1−fj,0)Fst), l ∈ {1, . . . , q} and were set

to 0 or 1 if they fell outside the interval [0, 1]. The genotypes of an individual in population

l at SNP j was sampled from a Binomial(2, fj,l) distribution.

2.2.7 Benchmarking

To compare estimated PCs to reference PCs, we computed the mean of explained variance

(MEV) – a measure of the overlap between the subspaces spanned by the two sets of PCs.

Two different sets of K principal components each produce a K-dimensional column space. A

metric for the performance of a PCA algorithm against some baseline is to see how much the

column spaces overlap. This is done by projecting the eigenvectors of one subspace onto the

other and finding the mean lengths of the projected eigenvectors. If we have a reference set

of PCs (v1, v2, ..., vk) against which we wish to evaluate the performance of a set of estimated

PCs (u1, u2, ..., uk), MEV = 1
k

∑k
i=1

√∑k
j=1 (vi · uj)

2 = 1
k

∑k
i=1 ∥UTvi∥ where U is a matrix

whose column vectors are the PCs which we are testing.

In practice, when attempting to compute the top k PCs, ProPCA was found to converge

faster by computing l PCs for l > k PCs and retaining the top k PCs. The reason for

this is that in the initial iterations of the EM algorithm, the estimates of the top PCs are

noisy. We set l = k in our experiments for an effective 2k. While ProPCA could be run to

convergence, we found that running it for k iterations already gave accurate results across

the range of parameters considered. Our empirical results are consistent with our theoretical

result that the EM algorithm converges exponentially fast in the spectral norm of the error

matrix [38, 62] (Appendix A.7).

We compared ProPCA to the current state-of-the-art methods for computing PCs from

genotype data: the SVD implementation in PLINK (PLINK_SVD [63]), FastPCA [53],

FlashPCA2 [54], bigsnpr [55], PLINK2 [57], and TeraPCA [56]. PLINK_SVD refers to an

exact computation of PCs using the full Singular Value Decomposition as implemented in
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the PLINK package (PLINK_SVD). FastPCA [53] is an implementation of the blanczos

method, a randomized subspace iteration method [38] while FlashPCA2 [54] is an imple-

mentation of the implicitly restarted Arnoldi method [64]. PLINK2 [57] and TeraPCA [56]

are reimplimentations of the FastPCA algorithm while bigsnpr [55] is a reimplimentation

of the FlashPCA2 algorithm designed to utilize disk space as a file backend. We used de-

fault parameters for all methods unless otherwise stated. For benchmarking of bigsnpr, we

included the creation of the file backend in timing as it is required to run any of the compu-

tations included in the backend. Furthermore, we excluded bigsnpr from some experiments

due to the inability of its PCA function to natively handle missing data and when faced with

monomorphic SNPs. All experiments were performed on a Intel(R) Xeon(R) CPU 2.10GHz

server with 128 GB RAM, restricted to a single core, capped to a maximum runtime of 100

hours and a maximum memory of 64 GB.

2.2.8 Selection scan

TheWhite British cohort was identified by the UK Biobank as participants who self-identified

as ’British’ within the broader-level group ’White’ while having similar ancestral back-

ground [1]. For our selection scan, we further filtered the 409, 634 individuals in the White

British subset to obtain an unrelated White British subset by removing individuals with one

other related individual in the data set (individuals with kinship coefficients greater than

0.0625 (third-degree relatedness) to any other individual as determined by KING [65]). Af-

ter removing these individuals, we obtained an unrelated White British subset containing

276, 736 individuals.

We inferred the top five PCs using ProPCA on all 276, 736 unrelated White British

individuals and a filtered SNP set containing 146, 671 SNPs (UK Biobank SNP set). SNPs

in the UK Biobank SNP set consist of SNPs on the UK Biobank Axiom array from which

SNPs were removed if they have missing rates greater than 1.5%, minor allele frequencies

(MAF) less than 1%, or if they were in regions of long-range linkage disequilibrium. The

remaining SNPs were then pruned for pairwise r2 less than 0.1 using windows of 1000 base
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pairs (bp) and a step-size of 80 bp.

We developed a selection statistic to search for SNPs whose variation is not well-explained

by the ProPCA model, closely related to the selection statistic proposed in [53] (Appendix

A.2). Under the probabilistic PCA model, the normalized genotype matrix is modeled by a

low rank approximation and Gaussian noise, Y = CX+ϵ. Given our low rank approximation

of the genotype matrix, Ŷ = CX, we have the residual : Y − Ŷ = ϵ. For a SNP j, the

Gaussian noise, ϵj ∼ N (0, σ2In). Projecting this residual onto a PC results in a univariate

Gaussian with zero mean and constant variance across SNPs. This variance can be estimated

as the sample variance σ̂2 of the resulting statistics across SNPs. In summary, we propose

the statistic: ((yj−ŷj)
Txk)

2

σ̂2 ∼ χ2
1 for SNP j, given the k-th PC. The projection of the residual

onto a PC allows the signal of selection to be interpreted in the context of deviations from

ancestry captured by the specific PC.

Furthermore, a variant of this statistic, which we call the combined statistic, can be

generated from the selection statistics computed on each individual PC using the observation

that the resulting chi-squared statistics are independent of each other. This allows us to

create an additional statistic by summing the individual PC statistics to create a combined

statistic that follows a chi-squared distribution with additional degrees of freedom for each

PC used.

Using the results from the PCA on the UK Biobank SNP set, we performed our selection

scan on a different set of 516, 140 SNPs. We generated this set of SNPs by removing SNPs

that were multi-allelic, had genotyping rates less than 99%, had minor allele frequencies less

than 1%, and were not in Hardy-Weinberg equilibrium (p < 10−6).

We performed an allele frequency test for each novel SNP using the Nomenclature of

Territorial Units for Statistics level 3 (NUTS3) classification of regions for the UK. The

NUTS3 classification defines non-overlapping borders for each region in the UK, allowing us

to uniquely map each individual to a region in the UK using their birth location coordinates

by checking which NUTS3 regions they fell into. For each of our novel loci, we then performed

an two-tailed Z-test between each region’s allele frequency against all other regions. We
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corrected for multiple testing using the Bonferroni correction.

2.3 Results

2.3.1 Accuracy

We first assessed the accuracy of ProPCA using the simulation framework described in the

Methods. We generated datasets containing 50, 000 SNPs and 10, 000 individuals across

q populations, where q was chosen to be 5 and 10. The populations were simulated with

varying levels of population differentiation that are typical of present-day human populations

(values of Fst ranging from 0.001 to 0.01) and were small enough so that we could compute

the full SVD thereby allowing us to estimate the accuracy of the PCs computed by ProPCA.

To measure accuracy, we computed the mean of explained variances (MEV), a measure of

the overlap between the subspaces spanned by the PCs estimated by ProPCA compared to

the PCs computed using a full SVD (Methods). ProPCA, All methods are able to estimate

highly accurate PCs (values of MEV close to 1) across the range of parameters (Table 2.1).

2.3.2 Runtime

We assessed the scalability of ProPCA with increasing sample size (Methods). We simulated

genotypes from six populations containing 100, 000 SNPs and sample sizes varying from

10, 000 to 1, 000, 000 with Fst = 0.01.

We compared the wall-clock time for running ProPCA, the SVD implementation in

PLINK (PLINK_SVD [63]), FastPCA [53], FlashPCA2 [54], bigsnpr [55], PLINK2 [57],

TeraPCA [56]). The SVD implementation in PLINK could not run in reasonable time on

datasets exceeding 70, 000 individuals (Fig. 2.1a). While all the other methods scale with

sample size, ProPCA is faster than the methods compared against (Figure 2.1b). ProPCA

computes PCs in about 30 minutes even on the largest data containing a million individuals

and 100, 000 SNPs. We similarly explored how each method scale in terms of the num-

ber of variants. We repeated our experiment by varying the number of SNPs from 10, 000
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Table 2.1: ProPCA accurately estimates principal components relative to other
methods

Fst ProPCA FlashPCA2 fastPCA PLINK2 bigsnpr TeraPCA
K = 5 K = 10 K = 5 K = 10 K = 5 K = 10 K = 5 K = 10 K = 5 K = 10 K = 5 K = 10

0.001 0.987 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.999
0.002 0.999 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
0.003 0.999 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
0.004 0.999 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
0.005 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
0.006 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
0.007 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
0.008 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
0.009 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
0.010 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

The principal components computed by ProPCA are compared to the PCs obtained from a
full SVD on a genotype dataset containing 50, 000 SNPs and 10, 000 individuals. Accuracy
was measured by the mean of explained variance (MEV) which measures the overlap
between the set of PCs inferred from ProPCA and those from SVD across values of
Fst ∈ {0.001, . . . , 0.01}. We report MEV for K = 5 using 5 populations as well as for
K = 10 PCs using 10 populations. Methods shown are run using their default parameters.

to 1, 000, 000 while keeping the sample size constant at 100, 000 and found similar results

(Figure 2.1c).

We further tested runtime as a function of the number of PCs on a simulated dataset

containing 10,000 individuals, 50,000 SNPs, and 20 latent populations separated at FST =

0.01. We find that PLINK2 and ProPCA scale linearly when computing the upto the top 40

PCs (Figure A.1). FlashPCA2 is efficient at computing 2-20 PCs, but increases in runtime

when computing a single PC or more than 20 PCs. We found that this trend was both

reproducible across different datasets. We also tested bigsnpr/bigstatsr, which uses the

same underlying algorithm as FlashPCA2 and found a similar trend, i.e., its performance to

be similar to FlashPCA2 in that it is efficient at computing 1-20 PCs, but we see a steady

increase in runtime after 20 PCs.

We tested a final scenario in which each method computed 40 PCs on our two largest

simulated datasets containing one million SNPs and 10,000 individuals dataset as well as

the one million individuals and 10,000 SNPs dataset (Table 2.2). We find that ProPCA can
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Figure 2.1: ProPCA is computationally efficient. Comparison of runtimes over sim-
ulated genotype data varied over individuals and SNPs. Figures 2.1a and 2.1b display the
total runtime containing 100, 000 SNPs, six subpopulations, Fst = 0.01 and individuals vary-
ing from 10, 000 to 1, 000, 000. We report the mean and standard deviation over ten trials.
Figure 2.1b compares the runtimes of all algorithms excluding PLINK_SVD which could
only run successfully up to a sample size of 70, 000. Figure 2.1c displays the total run-
time containing 100, 000 individuals, six subpopulations, Fst = 0.01, and SNPs varying from
10, 000 to 1, 000, 000. All methods were capped to a maximum of 100 hours and a maximum
memory of 64 GB and run using default settings. We were unable to include bigstatsr in the
SNP benchmark as it does not allow for monomorphic SNPs.
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Table 2.2: Runtimes of methods on largest simulated datasets for 40 principal
components.

Method SNPs Individuals
bigstatsr - 103
FastPCA - -

FlashPCA2 93 114
PLINK2 74 72
ProPCA 35 28
TeraPCA 49 48

We computed 40 PCs from each method on each of our largest simulated datasets. Times
are reported in hours. The ’SNPs’ column contains the runtime on a 1 million SNP and
10,000 individuals dataset while the ’Individuals’ contains the runtime on a 1 million
individual and 10,000 SNP dataset. FastPCA could not be run to completion on either
dataset due to a segmentation fault while bigstatsr could not run on the SNPs dataset due
to the inclusion of monomorphic SNPs. All methods were run with default parameters
except TeraPCA, which was run with ’-rfetched 4000’ for the SNPs dataset and ’-rfetched
2000’ for the Individuals dataset due to a segementation fault.

compute the 40 PCs most efficiently under two days for both datasets while other methods

required 2-4 days.

Since ProPCA, FastPCA, and FlashPCA2 are all based on iterative algorithms, their

runtimes depend on details of convergence criterion. We performed an additional experiment

to compare the runtime of ProPCA, FastPCA (for which we could instrument the source

code) for a single iteration and found ProPCA to be three to four times faster than FastPCA

across the range of sample sizes (Figure A.2).

Measuring the accuracy of the PCs (MEV) as a function of runtime (on datasets with

a range of Fst containing 50, 000 SNPs and 10, 000 individuals so that we could compare

the estimated PCs to exact PCs), ProPCA attains a given MEV in about half the time as

FastPCA and FlashPCA2 (Figure A.3).

2.3.3 Memory

We assessed the memory usage of ProPCA and other methods as a function of individuals

and SNPs (Figurse A.4a, A.4b). Due to computations utilized by the Mailman algorithm,
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ProPCA uses more memory than other methods, but is still relatively efficient requiring

about 40 GB on the largest dataset. Memory usage for ProPCA scales linearly with respect

both individuals and SNPs.

2.3.4 Application to real genotype data

We applied ProPCA to genotype data from Phase 1 of the 1000 Genomes project [66]. On

a dataset of 1092 individuals and 442, 350 SNPs, ProPCA computes the top forty PCs that

are qualitatively indistinguishable from running a full SVD (Figure A.5). Furthermore, we

tested each method’s ability to compute 5-40 PCs on this dataset. We took a small subset

for 450k SNPs and 1,092 individuals for which we could compute the full SVD. We tested

all methods at increments of 5 PCs to 40 PCs and ultimately found that all that all methods

still performed well across the range tested (MEV ≥ 0.95) (Table A.1). We also applied

ProPCA to genotype data from the UK Biobank [1] consisting of 488, 363 individuals and

146, 671 SNPs after QC. ProPCA can compute the top five PCs in about 30 minutes and the

resulting PCs reflect population structure within the UK Biobank, consistent with previous

studies [1] (Fig. 2.2a).

2.3.5 Application to scans for selection

Since the PCs in ProPCA are computed as maximum likelihood estimates under a prob-

abilistic model, ProPCA provides a natural framework for applications such as hypothesis

testing. By utilizing the statistical assumptions and set up provided by the ProPCA model,

we developed a statistical test to search for SNPs that are not well-modeled by the ProPCA

model as a means of discovering signals of natural selection (Methods and Appendix A.1).

This statistic relies on the observation that a SNP evolving under positive selection is ex-

pected to exhibit differentiation in the frequencies of its alleles that is extreme compared to

a typical SNP that is evolving neutrally [67].

Since deviations from the ProPCA model can occur due to reasons unrelated to selection,

we filtered out SNPs with high rates of missingness, low minor allele frequency (MAF), and
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(a)
(b)

Figure 2.2: Principal components uncover population and geographic structure in
the UK Biobank We used ProPCA to compute PCs on the UK Biobank data. Figure 2.2a
shows the first two principal components to reveal population structure. Figure 2.2b shows
geographic structure by plotting the score of 276, 736 unrelated White British individuals on
the first principal component on their birth location coordinates.
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presence in regions of long-range LD [68](Methods). We ran ProPCA to infer the top five

PCs on 276, 736 unrelated White British samples and the UK Biobank SNP set consisting

of 146, 671 SNPs obtained by further removing SNPs in high LD (Figure A.6).

The Pearson correlation coefficient between birth location coordinates and the PC score

for each individual reveals that the estimated PCs capture geographic structure within the

UK (Fig. 2.2b, A.7, A.2). We used these PCs to perform a selection scan on a larger set

of 516, 140 SNPs and we report SNPs that are genome-wide significant after accounting for

the number of SNPs as well as PCs tested (p-value < 0.05
6×516,140

; we use 6 to account for the

additional combined test statistic that we describe later). We ensured that the selection

statistic for each PC was well-calibrated against a χ2
1 distribution (Fig. A.8) and genomic

inflation (λGC) values for each of the PCs showed no substantial inflation (Table A.3). While

our statistic is closely related to a previously proposed statistic to detect selection on PCs

(Appendix A.2), we found that our proposed statistic is better calibrated (Table A.3).

Our scan revealed a total of 59 SNPs that were genome-wide significant (Table A.4).

Clustering these signals into 1 Mb windows centered around the most significant SNP for each

PC, we obtained twelve non-overlapping loci that contain putative targets of selection (Figure

2.3, Table A.5). These twelve loci include five that were previously reported to be signals of

selection in the UK with genome-wide significance: LCT (rs7570971 with p = 8.51× 10−16),

TLR1 (rs5743614, p = 5.65×10−25), IRF4 (rs62389423, p = 8.80×10−42), HLA (rs9267817,

p = ×6.17 × 10−9), and FUT2 (rs492602, p = 7.02 × 10−10) [53]. The larger sample size

that we analyze here also reveals novel signals at additional loci. Four of the twelve signals

were previously suggested to be signals of selection but were not genome-wide significant:

HERC2 (rs12913832, p = 5.21 × 10−10), RPGRIP1L (rs61747071, p = 2.09 × 10−9), SKI

(rs79907870, p = 2.58× 10−9), rs77635680 (p = 2.22× 10−10) [53] while the remaining three

loci: HERC6 (rs112873858, p = 2.68× 10−11), rs6670894 (p = 4.98× 10−9), and rs12380860

(p = 8.62× 10−9) appear to be previously unreported.

To validate our findings, we utilized birth location coordinates for each individual and

assigned them to geographical regions in the UK as defined in the Nomenclature of Territorial
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Figure 2.3: Selection scan for the first five principal components in the white
British individuals in the UK Biobank: A Manhattan plot with the − log10 p values
associated with the test of selection displayed for the first five principal components for the
unrelated White British subset of the UK Biobank. The red line represents the Bonferroni
adjusted significance level (α = 0.05). Significant loci are labeled. Signals above − log10(p) =
18 were capped at this value for better visualization.

Units for Statistics level 3 (NUTS3) classification. We performed a test of association between

the allele frequency of the top SNP in each of our novel loci with geographical regions and

confirmed that SNPs identified in our selection scan show differences in allele frequencies

across specific geographical regions (Table A.6).

One of the novel genome-wide significant loci is RPGRIP1L. RPGRIP1L is a highly

conserved gene that encodes a protein that localizes at primary cilia and is important in

development [69]. Mutations in this gene have been implicated with neurological disorders

such as Joubert syndrome and Meckel syndrome [70], conditions that sometimes also result

in additional symptoms such as eye diseases and kidney disorders [71]. The SNP with the

most significant p-value in our scan in RPGRIP1L, rs61747071, is a missense loss-of-function

mutation A229T that has been shown to lead to photoreceptor loss in ciliopathies [72].

We created an additional variant of our selection statistic which tests for SNPs that are

not well-modeled by a linear combination of the first five PCs by summing the per-PC χ2
1

statistics resulting in a new chi-squared statistic with five degrees of freedom. Combining

signals across PCs has been previously shown to boost power in association testing [73].

We verified that the resulting combined statistic is also calibrated (Figure A.8, Table A.3).

Under this combined statistic, we recover majority of the loci found on each individual PC,

but we also discover four additional novel loci: AMPH (rs118079376, p = 2.64 × 10−10),
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TLR4 (rs4986790, p = 7.60 × 10−12), rs9856661 (p = 6.46 × 10−9), and rs116352364 (p =

5.24× 10−11) (Table A.7).

TLR4 is a member of the toll-like receptor family. The TLR gene family is known to

play a fundamental role in pathogen recognition and activation of innate immunity, but

TLR4 in particular is involved with proinflammatory cytokines and has a pro-carcinogenic

function [74]. The SNP with the most significant p-value at our TLR4 locus is rs4986790,

a missense D299G mutation and D259G mutation on two different transcripts for the TLR4

gene. The D299G mutation is of particular interest as this mutation is strongly correlated

with increased infection by Plasmodium falciparum, a parasite that causes malaria [75, 76].

To better understand the signals of selection that the proposed statistic is sensitive to, we

compared the time-scale for our selection hits to those from a recent study that is designed to

detect recent positive selection [77] (Figure A.9). Using estimates of allelic ages for variants

in the 1000 Genomes Project [78], we find that the variants detected by the proposed

statistic tend to be older on average than those found to have a singleton-density score

> 4 from Field et al. 2016 (average age of 19, 007 generations for our statistic vs 11, 944

generations for the SDS statistic using the combined mutation and recombination clock). We

caution that the interpretation of these results is complicate by the considerable uncertainty

in the allelic age estimates. Further, the timing of an episode of selection might post-date

the age of the mutation – for example, when selection acts on standing variation. Finally,

there is substantial variation in the mean age estimates of the hits. While the average age

is around 19, 000 generations, 17 of the 42 putatively selected variants have ages less than

5, 000 generations. This suggests that the proposed statistic could be sensitive to both recent

and older selection where the resulting allele frequencies are not well-modeled by the PCs.

To further illustrate how the ability to compute PCs in large samples is necessary for

biological discovery, we analyzed how many selection signals we discover as a function of

sample size by randomly subsampling the number of individuals from the White British

population and repeating our analyses (Figure A.10). We ultimately find that sample sizes

larger than 150, 000 individuals are required to retain over 80% of the total signals of selection
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we discover.

2.4 Discussion

We have presented, ProPCA, a scalable method for PCA on genotype data that relies on

performing inference in a probabilistic model. Inference in this model consists of an iterative

procedure that uses a fast matrix-vector multiplication algorithm. We have demonstrated its

accuracy and efficiency across diverse settings. Further, we have demonstrated that ProPCA

can accurately estimate population structure within the UK Biobank dataset and how this

structure can be leveraged to identify targets of recent putative selection.

The algorithm that we employ here to accelerate the EM updates is of independent

interest. Beyond PCA, several algorithms that operate on genotype data perform repeated

matrix-vector multiplication on the matrix of genotypes. For example, association tests

and permutation tests, can be formulated as computing a matrix-vector product where

the matrix is the genotype matrix while the vector consists of phenotype measurements.

Indeed, the algorithm has been used to accelerate heritability estimation [79]. The idea

that SVD computations can leverage fast matrix-vector multiplication operations to obtain

computational efficiency is well known in the numerical linear algebra literature [38]. Indeed,

the algorithms [38, 54] implemented in other PCA methods can also utilize these ideas to

gain additional computational efficiency. Alternate approaches to improve matrix-vector

multiplication in the genetics setting include approaches that rely on sparsity of the genotype

matrix. It is important to note that the speedup obtained from the Mailman algorithm does

not rely explicitly on sparsity and could be applied even to dense matrices. It would be of

interest to contrast the use of sparse multiplication versus the Mailman algorithm and to

investigate the potential to combine these two approaches to be able to leverage sparsity as

well as the discrete nature of the genotype matrix.

It is likely that different algorithms and implementations to compute PCs (and more

generally, infer population structure) might be appropriate based on the specific application.
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The choice of the specific algorithm and implementation involves a number of trade-offs.

While ProPCA is computationally efficient, its use of the Mailman algorithm results in a

bigger memory footprint relative to other methods. The probabilistic formulation underlying

ProPCA allows the algorithm to be generalized in several directions. One direction is the

application of PCA in the presence of missing data that often arises when analyzing multiple

datasets. We have explored an extension of the ProPCA model to this setting (Appendix

A.4, Figure A.11). While this approach is promising, a limitation of the use of the Mailman

algorithm within ProPCA is the requirement of discrete genotypes, which prevents ProPCA

from being directly applied to dosages (e.g. imputed genotypes). Another potential future

direction is in modeling linkage disequilibrium and in incorporating rare variants which

have the potential to reveal structure that is not apparent from the analysis of common

SNPs [35, 36]. Current applications of PCA remove correlated SNPs and singletons though

this has been shown to discard information [53]. One possible way to incorporate LD would

leverage the connection between haplotype copying models [80] and the multivariate normal

model of PCA [81], or by a whitening transformation [45]. Further, the observation model

can also be modified to account for the discrete nature of genotypes [44, 82]. A number

of non-linear dimensionality reduction methods have been recently proposed [39, 40]. A

comparison of these methods to ProPCA (in terms of statistical structure that the methods

aim to detect, ability to handle missing data, and computational scalability) would be of

great interest. Finally, leveraging fine-scale population structure inferred from large-scale

data to study recent positive selection in human history is an important direction for future

work. While the probabilistic model underlying ProPCA leads to a natural model for testing

for selection, other hypotheses about models of selection could lead to other tests of selection.

The challenge is to design realistic statistical models of population structure while enabling

inference at scale.

2.5 Software Availability

ProPCA is available at https://github.com/sriramlab/ProPCA.
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CHAPTER 3

Inferring population structure in biobank-scale

genomic data

3.1 Background

Inference of population structure is a central problem in human genetics with applications

ranging from fine-grained understanding of human history [4] to correcting for population

stratification in genome-wide association studies (GWAS) [58]. Approaches to population

structure inference [49, 83, 25, 84, 85, 37] typically formalize the problem as one of estimating

admixture proportions of each individual and ancestral population allele frequencies given

genetic variation data.

The growth of repositories of genetic variation data over large numbers of individuals has

opened up the possibility of inferring population structure at increasingly finer resolution

[1, 3]. For instance, the UK Biobank [1] contains genotype data from approximately half

a million British individuals across millions of SNPs. This development has necessitated

methods that can be applied to large-scale datasets with reasonable runtime and memory

requirements. Existing methods, however, do not scale to these datasets. Thus, we have

developed SCOPE (SCalable pOPulation structure inferencE) – a scalable method capable

of inferring population structure on biobank-scale data.

SCOPE utilizes a previously proposed likelihood-free framework [37] that involves esti-

mation of the individual allele frequency (IAF) matrix through a statistical technique known

as latent subspace estimation (LSE) [86] followed by a decomposition of the estimated IAF

matrix into ancestral allele frequencies and admixture proportions. SCOPE uses two ideas
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to substantially improve the scalability of this approach. First, SCOPE uses randomized

eigendecomposition [38] to efficiently estimate the latent subspace. Specifically, SCOPE

avoids the need to form matrices that are expensive to compute on or require substantial

memory instead working directly with the input genotype matrix. Second, SCOPE lever-

ages the insight that the resulting method involves repeated multiplications of the genotype

matrix and uses the Mailman algorithm for fast multiplication of the genotype matrix [34].

We benchmarked the accuracy and efficiency of SCOPE on simulated and real datasets.

In simulations, SCOPE obtains accuracy comparable to existing methods while being up to

1,800 times faster. Relative to the previous state-of-the-art scalable method (TeraStructure

[85]), SCOPE is 3 to 144 times faster. SCOPE can estimate population structure in about

a day for a simulated dataset consisting of one million individuals and SNPs for six latent

populations whereas TeraStructure, is extrapolated to require approximately 20 days on

this same dataset. We additionally used SCOPE to infer continental ancestry proportions

(four ancestry groups) on the UK Biobank dataset (488,363 individuals and 569,346 SNPs) in

about a day. We find that the inferred continental ancestry proportions are highly concordant

with self-reported race and ethnicity (SIRE).

SCOPE additionally can be applied in a supervised setting. Given allele frequencies from

reference populations [87, 2, 66], SCOPE can estimate admixture proportions corresponding

to the reference populations, to enable greater interpretability.

3.2 Methods

3.2.1 The Structure/Admixture Model

The structure/admixture model links the m × n genotype matrix X (where rows refer to

single nucleotide polymorphisms (SNPs) and columns refer to individual diploid genotypes,

xij ∈ {0, 1, 2}, i ∈ {1, . . . ,m}, j ∈ {1, . . . , n}) to the m × n individual allele frequency

(IAF) matrix F , m× k ancestral population allele frequencies P , and the k × n individual

admixture proportions Q (also termed the global ancestry of an individual). Here m denotes
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the number of SNPs, n denotes the number of individuals, and k denotes the number of latent

populations. The IAF matrix, ancestral allele frequencies, and admixture proportions are

mathematically related as F = PQ. Furthermore, there are constraints on P and Q.

Each element of P is constrained to lie between 0 and 1 (0 ≤ pil ≤ 1, i ∈ {1, . . . ,m}, l ∈

{1, . . . , k}). Each element of Q is non-negative (qlj ≥ 0, l ∈ {1, . . . , k}, j ∈ {1, . . . , n}) and

the admixture proportion of each individual must sum to one (
∑

l qlj = 1). Finally, each

entry of the genotype matrix is an independent draw from the corresponding entry of the

IAF matrix F as: xij|fij ∼ Binomial(2, fij). The goal of population structure inference

under the structure/admixture model is to estimate P and Q given X.

3.2.2 SCOPE

For scalable inference, SCOPE uses as its starting point a likelihood-free estimator of pop-

ulation structure previously proposed in ALStructure [37]. This estimator has two major

steps: latent subspace estimation (LSE) and alternating least squares (ALS). LSE attempts

to estimate the subspace spanned by the rows of Q [86] by computing a low-rank approxima-

tion to the matrix G = 1
m
XTX −D where each entry dj of the n× n diagonal matrix D is

obtained as dj = 1
m

∑m
i=1 2xij −x2

ij. The latent subspace of Q is estimated as the span of the

top k eigenvectors of G: v1, . . . ,vk. After obtaining the top k eigenvectors V = [v1, . . . ,vk],

ALStructure projects the data X onto V to obtain an estimate of F : F̂ = 1
2
XV V T . Trun-

cated alternating least squares (ALS) is used to factorize the estimate, F̂ , into estimates of

P and Q : F̂ = P̂ Q̂. Q̂ are the estimates of the individual admixture proportions.

A naive approach to compute the top k eigenvectors of G would involve first forming

the matrix G and then computing its top k eigenvectors which would require O(n2m +

n2k) (if a full SVD is performed, this step would require O(min(n,m)nm)). To perform

scalable LSE, SCOPE uses techniques from randomized linear algebra [38], specifically the

implicitly restarted Arnoldi method [54], to obtain the top k eigenvectors. This step involves

repeatedly multiplying estimates of the eigenvectors vl : l ∈ {1, . . . , k} with the genotype

matrix: ( 1
m
XTX −D)vl =

1
m
((Xvl)

TX)T −Dvl and can be performed without explicitly
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forming the matrix G. Instead, this approach requires repeatedly computing wl ≡ Xvl,

wT
l X, and Dvl which can be computed in O(nmk) time. We use the C++ Spectra library

(https://spectralib.org/) to implement these computations in SCOPE.

To efficiently compute P̂ and Q̂ using truncated ALS, the matrix P̂ is initialized ran-

domly with all values between 0 and 1 (0 ≤ p̂il ≤ 1). We iteratively solve for estimates of P

and Q, projecting the estimates onto the constraint space until convergence:

Q̂ =
1

2
(P̂ T P̂ )−1P̂

T
XV V T

P̂ =
1

2
XV V T Q̂(Q̂Q̂

T
)−1

All values in P̂ are truncated to be between 0 and 1 while Q̂ is projected onto the appropriate

simplex. Each step of the ALS algorithm has runtime O(nmk). We note here that we never

store F̂, but instead compute it implicitly per iteration. This allows us to reduce the memory

footprint of SCOPE as F̂ is a continuous, real-valued matrix with the same dimensions as the

genotype matrix. It is not feasible for most computers to be able to store this in memory. For

instance, to store our larger UK Biobank dataset (488,363 individuals and 569,346 SNPs),

one is estimated to require around 2,072 GB of memory.

Each of the computations in SCOPE require multiplying a genotype matrix with entries

consisting of only 0, 1, and 2 for diploid genotype. These operations can be efficiently per-

formed using the Mailman algorithm [34] that provides computational savings when there

are repeated multiplications involving a matrix with a finite alphabet. We utilize the Mail-

man algorithm in computations involving the genotype matrix in both LSE and ALS so that

the final time complexity of SCOPE is O( nmk
max(log3 n,log3 m)

).

3.2.3 Supervised Population Structure Inference

SCOPE can utilize allele frequencies from reference populations to infer corresponding ad-

mixture proportions. In this scenario, we assume P̂ , the population allele frequencies, are

known. As a result, one only needs to compute Q̂ using the supplied P̂ . This allows the
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admixture proportions corresponding to the reference populations to be inferred in a single

step of ALS once the LSE step is completed.

3.2.4 Permutation Matching of Inferred Results

The output of population structure inference methods can result in output that is permuted

even between different runs of the same method. It is critical to correctly match latent

populations between methods and runs in order to properly assess results. To perform

permutation matching, we employed a strategy similar to that of [88]. This permutation

matching problem is better known as the Assignment Problem, which can be solved efficiently

using linear programming. We first construct a score matrix using the distance metric created

in [88]. The optimal permutation match can then be found by optimizing the total score

from assignments through linear programming. We utilize the lpSolve (https://CRAN.R-

project.org/package=lpSolve) package in R to solve the linear program.

3.2.5 PSD Model Simulations

We perform simulations under the Structure or Pritchard-Stephens-Donnelly (PSD) model

[89]. In the PSD model, priors are placed on P and Q:

pil
iid∼ Beta

(
1− FST

FST

pA,
1− FST

FST

(1− pA)

)
, i ∈ {1, . . . ,m}, l ∈ {1, . . . , k}

q:,j
iid∼ Dirichlet(α1K), j ∈ {1, . . . , n}

The allele frequencies pil are drawn from the Balding-Nichols model [90], which is a Beta

distribution parametrized by the fixation index (FST ) and an initial allele frequency (pA). For

our simulations, we calculated FST and pA from our real datasets. Admixture proportions q:,j

are drawn at random from a Dirichlet distribution. We take the product of the two matrices

to form the IAF matrix, F = PQ, and draw each genotype from a Binomial distribution

parametrized by entries of F : xij ∼ Binomial(2, fij).
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Spatial Model Simulations

We also perform simulations under a spatial model similar to that in [91]. In the spatial

model, allele frequencies pil are drawn as in the PSD model, but the admixture proportions,

q, are drawn from a 1D geography.

z ≡ (1, ..., k)

yj
iid∼ Uniform(0, k + 1)

qlj =
fzl(yj)∑k
l=1 fzl(yj)

Populations are placed at integer values on a line. We get the resulting population position

vector, z ≡ (1, ..., k). Each individual has a position, yj drawn from a uniform distribution

between 0 and k + 1. Proportions for each population are generated by using a normal

distribution, where fzl denotes the normal density function using zl (l ∈ {1, . . . , k}) as the

mean and σ2 as variance. The resulting vector of proportions is then normalized to satisfy

the constraints on Q. We used σ2 = 4 for our simulations.

3.2.6 Assessment of Results

We assess our results using two metrics: average Jensen-Shannon divergence (JSD) and

average root-mean-square error (RMSE). We calculate the metrics between the true global

ancestry proportions, Q and the estimates, Q̂, after Q̂ has been permutation matched to

the true proportions.

RMSE(Q, Q̂) =
1√
nk

||Q− Q̂||F

JSD(Q, Q̂) =
1

2

[
KL(Q,

1

2
[Q+ Q̂]) +KL(Q̂,

1

2
[Q+ Q̂])

]
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|| · ||F represents the Frobenius norm. KL is the Kullback-Leibler divergence, which is defined

as:

KL(Q, Q̂) =
1

n

n∑
j=1

k∑
l=1

qlj log

(
qlj
q̂lj

)
In the JSD calculations, we replace values of 0 in Q or Q̂ with 1× 10−9 to avoid numerical

issues.

3.2.7 Datasets

We use the 1000 Genomes Project (TGP) [2, 87, 66], Human Origins (HO) [92], Human

Genome Diversity Project (HGDP) [93, 94], and the UK Biobank (UKB) [1] in this study.

The HGDP dataset is the complete Stanford HGDP SNP genotyping data filtered to only

include individuals in the H952 set [95], greater than 95% genotyping rate, and greater than

1% minor allele frequency (MAF), resulting in 940 individuals and 642,951 SNPs. The TGP

dataset is the 2012-01-31 Omni Platform genotypes filtered to only include unrelated indi-

viduals, greater than 95% genotyping rate, and greater than 1% MAF, resulting in 1,718

individuals and 1,854,622 SNPs. The HO dataset was filtered for human-only samples,

greater than 99% genotyping rate, and greater than 5% MAF, resulting in 1,931 indiviuals

and 385,089 SNPs. For the UK Biobank, we filtered the UK Biobank Axiom Array geno-

types for greater than 1% MAF, long range linkage disequilibrium (LD), and pairwise LD

pruning in 50 kilobase windows, 80 variant step size, and an r2 threshold of 0.1, resulting in

488,363 individuals and 568,346 SNPs. This is similar to the UK Biobank manuscript’s first

round of quality control for principal component analysis [1] with the differences of using all

individuals and no genotype filter. We also use the UK Biobank’s final set of PCA SNPs [1],

which consists of 147,604 SNPs, to explore higher number of latent populations. We calcu-

late metrics such as FST from the provided population and superpopulation labels provided

by each dataset. To perform our supervised analyses, we use the common SNPs between the

datasets involved. All genotype processing was performed using PLINK [57]. Links to the

publicly available datasets as well as scripts to apply our preprocessing are available in code
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repository for SCOPE.

3.2.8 Visualization of Results

We visualize our inferred admixture proportions as stacked bar plots. Estimates from all

methods were permutation matched to enable easy comparison. For our PSD simulations,

we performed hierarchical clustering with complete linkage on a Euclidean distance matrix

calculated from the true admixture proportion matrix (Q) to obtain the order of samples.

For our spatial simulations, we sorted by decreasing membership of the first population. For

our real datasets, we perform the same hierarchical clustering strategy used for our PSD

simulations, but use the estimates from ADMIXTURE (Q̂) in place of the true admixture

proportions. For the HGDP, TGP, and UK Biobank, we first took the average proportions

for each SIRE group and performed hierarchical clustering on the averages to determine

the order of the SIRE groups. We then performed hierarchical clustering within each SIRE

group to determine the order of individuals within groups. For large datasets, we utilized

genieclust [96], a scalable method for hierarchical clustering.

3.2.9 Benchmarking

We compared SCOPE to ADMIXTURE v1.3.0 [25], fastSTRUCTURE [84], TeraStruc-

ture [85], and ALStructure v0.1.0 [37], and sNMF v1.2 [97].

ADMIXTURE computes maximum-likelihood estimates while TeraStructure and fast-

STRUCTURE compute approximate posterior estimates in a Bayesian model using varia-

tional inference. ALStructure, the framework which SCOPE builds upon, utilizes a two-stage

strategy of first performing dimensionality reduction (latent subspace estimation) followed

by matrix factorization (alternating least squares).

Each method was run with 8 threads with the exception of fastSTRUCTURE and AL-

Structure, which do not have multi-threaded implementations. Default parameters were

used. TeraStructure has an additional ’rfreq’ parameter, which was set to 10% of the num-
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ber of SNPs as recommended by its authors. For SCOPE, we used convergence criteria of

either 1,000 iterations of the ALS algorithm or a change between iterations less than 1×10−5,

which we calculate as the RMSE between the estimated admixture matrices between two

iterations. All experiments were performed on a server with two AMD EPYC 7501 32-Core

Processors and 1 terabyte of RAM.

3.3 Results

3.3.1 Accuracy

We assessed the accuracy of SCOPE using simulations under the Pritchard-Stephens-Donnelly

(PSD) model [49] to study accuracy under a standard population genetics model and a basic

model of spatial structure [91] to study the robustness of SCOPE and other methods in the

presence of model violations. We simulated several independent datasets using parameters

calculated from two real datasets: the 1000 Genomes Project (TGP) [2] and the Human

Genome Diversity Project (HGDP) [98] (benchmarking sections of Methods). It is impor-

tant to note that each simulation dataset was created independently of the others and are

not subsets of the largest dataset. Thus, performance should only be compared between

methods run on the same dataset.

Under the PSD model, which matches the assumptions of the methods tested, ADMIX-

TURE is the most accurate followed by SCOPE and ALStructure (Figures 3.1, B.1, B.2, B.3,

B.4). Among the scalable methods, TeraStructure and SCOPE, SCOPE tends to be more ac-

curate in terms of both Jensen-Shannon divergence (JSD) (Table 3.1) and root-mean-square

error (RMSE) (Table 3.2). We also assessed accuracy under a spatial model, which violates

the assumptions of the PSD model by inducing a spatial relationship between the admixture

proportions (Figures 3.2, B.5, B.6, B.7). Under this scenario, SCOPE, ALStructure, and

sNMF are typically the most accurate (Tables 3.1, 3.2).

We also observe similar trends when calculating Kullback-Leibler (KL) divergence (Tables

B.1, B.2), but opt to use Jensen-Shannon divergence as a primary accuracy measurement
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Figure 3.1: Population structure inference for simulations under PSD model gen-
erated using 1000 Genomes Phase 3 data. PSD model parameters were drawn from
TGP data to generate a simulation dataset with 10,000 samples and 10,000 SNPs. The true
admixture proportions and resulting inferred admixture proportions from each method are
shown. Colors and order of samples are matched between each method to the truth.

34



Table 3.1: Jensen-Shannon divergence measurements for methods on simulated
data. Jensen-Shannon divergence (JSD) was computed against the ground truth admixture
proportions for each simulation. Values are displayed as percentages rounded to one decimal
place. Estimated proportions of 0 were set to 1× 10−9 (see Methods). A ’-’ denotes that the
method was not run due to projected time or memory usage. Bold values denote the best
value for each dataset.

Dataset Type Base Dataset k n m ADMIXTURE fastStructure TeraStructure ALStructure sNMF SCOPE
PSD HGDP 6 10,000 10,000 2.4 6.3 13.7 3.6 2.4 3.6
PSD TGP 6 10,000 10,000 0.8 11.3 8.8 1.9 2.4 1.9
PSD TGP 6 10,000 1,000,000 0.03 8.1 0.2 - - 0.2
PSD TGP 6 100,000 1,000,000 - - 0.3 - - 0.2
PSD TGP 6 1,000,000 1,000,000 - - - - - 0.2

Spatial HGDP 6 10,000 10,000 6.5 33.9 5.7 2.1 2.3 2.6
Spatial TGP 6 10,000 10,000 6.8 31.1 3.4 2.4 4.0 3.3
Spatial TGP 10 10,000 100,000 12.4 34.7 6.3 8.1 5.7 5.6
Spatial TGP 10 10,000 1,000,000 - - 10.0 - - 8.2

Table 3.2: Root-mean-square error measurements for methods on simulated data.
Root-mean-square error (RMSE) was computed against the ground truth admixture propor-
tions for each simulation. RMSE is displayed in percentage and rounded to the first decimal
place. A ’-’ denotes that the method was not run due to projected time or memory usage.
Bold values denote the best value for each dataset.

Dataset Type Base Dataset k n m ADMIXTURE fastStructure TeraStructure ALStructure sNMF SCOPE
PSD HGDP 6 10,000 10,000 4.0 10.3 16.6 5.6 4.1 5.6
PSD TGP 6 10,000 10,000 1.8 15.9 13.7 3.2 4.1 3.2
PSD TGP 6 10,000 1,000,000 0.2 12.4 0.9 - - 0.3
PSD TGP 6 100,000 1,000,000 - - 1.0 - - 0.4
PSD TGP 6 1,000,000 1,000,000 - - - - - 0.5

Spatial HGDP 6 10,000 10,000 11.9 31.1 10.2 5.7 5.7 6.5
Spatial TGP 6 10,000 10,000 12.5 29.1 6.8 7.5 9.4 7.3
Spatial TGP 10 10,000 100,000 10.8 22.8 8.8 8.5 6.7 6.7
Spatial TGP 10 10,000 1,000,000 - - 6.6 - - 7.2
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Figure 3.2: Population structure inference for simulations under a spatial model
generated using 1000 Genomes Phase 3 data. Model parameters were drawn from TGP
data to generate a simulation dataset with 10,000 samples and 10,000 SNPs under a spatial
model (see Methods). The true admixture proportions and resulting inferred admixture
proportions from each method are shown. Colors and order of samples are matched between
each method to the truth.
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due to the asymmetric nature of KL divergence, which changes depending on the order of

inputs. We also assessed whether SCOPE can consistently arrive at similar solutions across

runs regardless of the stochastic approximations used in SCOPE’s algorithm. We ran five

replicates of SCOPE from 2-40 inferred populations on a HGDP PSD simulation (Figure

B.8a), TGP PSD simulation (Figure B.8b), HGDP dataset (Figure B.8c), and HO dataset

(Figure B.8d). We observe in our simulated datasets that SCOPE in consistent across both

JSD and RMSE between solutions up to the simulated number of populations. Both accuracy

measures decrease when inferred more populations than simulated. For the HGDP and HO

datasets, we observer that SCOPE is mostly consistent even up to 40 inferred populations.

On ocassion, we see slight inconsistency, but this is largely due to one replicate differing from

the other (Figure B.9).

3.3.2 Runtime and memory

Using simulated and real datasets, we compared the runtime of SCOPE to ADMIXTURE,

fastStructure, TeraStructure, sNMF, and ALStructure (Table 3.3). Not all of the compared

methods could be run on all datasets within practical constraints of time and memory.

On the largest PSD datasets that each method could be run on, SCOPE is over 150

times faster than ADMIXTURE (10,000 individuals by 1 million SNPs), over 500 times

faster than fastStructure (10,000 individuals by 1 million SNPs), about 100 times faster than

ALStructure (10,000 individuals by 100,000 SNPs), over 110 times faster than TeraStructure

(100,000 individuals by 1 million SNPs), and as fast as sNMF (10,000 individuals by 10,000

SNPs). SCOPE is also capable of running on a dataset containing one million SNPs and

individuals in just over 24 hours (≈ 1 day) whereas TeraStructure is extrapolated to require

about 500 hours (≈ 20 days) based on times reported in its manuscript [85] as well as our

experiments (see benchmarking sections of Methods).

The runtime of all methods increases under the spatial model. In this scenario, SCOPE

is over 1800 times faster than ADMIXTURE (10,000 individuals by 100,000 SNPs), about

210 times faster than fastStructure (10,000 individuals by 100,000 SNPs), over 155 times
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Table 3.3: Runtimes and fold-speedups of methods on simulations and real
datasets. ADMIXTURE, TeraStructure, sNMF, and SCOPE were run using 8 threads.
ALStructure and fastStructure were run on a single thread due to their lack of multithread-
ing implementations. Default parameters were used. TeraStructure’s ’-rfreq’ parameter was
set to 10% of the number of SNPs. Times are rounded to the nearest minute and displayed
in hours:minutes. The fold-speedup (runtime of method in seconds divided by runtime of
SCOPE in seconds) achieved by SCOPE is denoted beneath each time in parentheses and
rounded to the nearest integer. Bold values denote the best value for each dataset. Runtimes
for SCOPE under one minute are denoted as ”< 1 min.” A ’-’ denotes that the method was
not run due to projected time or memory usage.

Dataset Type Base Dataset k n m ADMIXTURE fastStructure TeraStructure ALStructure sNMF SCOPE
PSD HGDP 6 10,000 10,000 0:14 3:44 0:11 0:30 < 1 min < 1 min

(48) (746) (36) (101) (1)
PSD TGP 6 10,000 10,000 0:17 1:22 0:12 0:23 < 1 min < 1 min

(206) (987) (144) (271) (1)
PSD TGP 6 10,000 1,000,000 35:12 114:51 20:31 - - 0:14

(156) (509) (91)
PSD TGP 6 100,000 1,000,000 - - 237:02 - - 2:06

(113)
PSD TGP 6 1,000,000 1,000,000 - - - - - 24:37

Spatial HGDP 6 10,000 10,000 5:52 4:06 0:03 1:39 < 1 min < 1 min
(440) (308) (3) (124) (1)

Spatial TGP 6 10,000 10,000 3:11 3:19 0:07 1:55 ∼ 1 min < 1 min
(239) (249) (9) (144) (1)

Spatial TGP 10 10,000 100,000 284:47 33:03 4:29 24:51 0:33 0:09
(1808) (210) (28) (158) (4)

Spatial TGP 10 10,000 1,000,000 - - 15:22 - - 1:47
(9)

Real HGDP 10 940 642,951 4:24 4:39 0:40 0:55 0:16 0:08
(31) (33) (5) (7) (2)

Real HO 14 1,931 385,089 13:28 24:49 1:37 2:11 0:30 0:07
(122) (224) (15) (20) (4)

Real TGP 8 1,718 1,854,622 31:33 8:53 4:20 11:16 - 0:57
(33) (9) (5) (12)

Real UKB 4 488,363 569,346 - - - - - 25:57

Real UKB 20 488,363 147,604 - - - - - 23:42

Real UKB 40 488,363 147,604 - - - - - 51:25
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faster than ALStructure (10,000 individuals by 100,000 SNPs), about 9 times faster than

TeraStructure (10,000 individuals by 1 million SNPs), and 4 times faster than sNMF (10,000

individuals by 100,000 SNPs) on the largest dataset each method could be run on. Over all

of the datasets, SCOPE is up to 1800 times faster than existing methods and three to 144

times faster than TeraStructure. Furthermore, SCOPE scales linearly with the number of

latent populations inferred (Figure B.10). Additional threads can also be used by SCOPE

to speed-up runtime up until a fundamental I/O bound is reached (Figure B.11).

SCOPE has a reasonable memory footprint: for large datasets for which only TeraS-

tructure and SCOPE were feasible, SCOPE uses slightly less memory than TeraStructure

with the memory usage of SCOPE scaling linearly in the size of genotype matrix (i.e. the

number of individuals times the number of SNPs) (Table B.3). SCOPE requires less than

250 GB for the UK Biobank dataset (488,363 individuals and 569,346 SNPs) and 750 GB for

the dataset consisting of one million individuals and SNPs. When using smaller SNP sets

such as the UK Biobank’s PCA set (147,604 SNPs), SCOPE uses about 60 GB of memory

(488,363 individuals and 147,604 SNPs).

3.3.3 Accuracy of supervised analysis

Out of the methods tested, only SCOPE and ADMIXTURE are able to use supplied allele

frequencies to perform population structure inference in a supervised fashion (Tables 3.4,

B.4). In the PSD model simulations, we observe a small improvement to both RMSE and

JSD relative to unsupervised population structure inference (Figures B.12, B.13, B.14, B.15,

B.16). Under the spatial model simulations, the use of supervision obtains much greater

accuracy compared to unsupervised inference (Figures 3.3, B.17, B.18, B.19).

3.3.4 Application to real genotype data

We applied SCOPE to several real, genomic datasets: TGP (1,718 indviduals and 1,184,622

SNPs) with 8 latent populations (k = 8) (Figure B.20), HGDP (940 indviduals and 642,951

SNPs) with 10 populations (k = 10) (Figure B.21), Human Origins (HO) (1,931 indviduals
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Figure 3.3: Supervised population structure inference for simulations under a
spatial model generated using 1000 Genomes Phase 3 data. Model parameters were
drawn from TGP data to generate a simulation dataset with 10,000 samples and 10,000 SNPs
under a spatial model. Both methods were provided the true population allele frequencies
as input. Colors and order of samples are matched between each method to the truth.
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Table 3.4: Accuracy of supervised population structure inference using supplied
allele frequencies on simulations. True allele frequencies were supplied to SCOPE to use
in supervised population structure inference. Root-mean-square error (RMSE) and Jensen-
Shannon Divergence (JSD) were computed against the true admixture proportions. Esti-
mated proportions of 0 were set to 1× 10−9 for JSD calculations (see Methods). Values are
displayed in percentages and rounded to the first decimal place. Bold values denote the best
value for each dataset.

Supervised Unsupervised
Dataset Type Base Dataset k n m RMSE JSD RMSE JSD

PSD HGDP 6 10,000 10,000 2.9 1.5 5.6 3.6
PSD TGP 6 10,000 10,000 2.0 0.9 3.2 1.9
PSD TGP 6 10,000 1,000,000 0.2 0.1 0.3 0.2
PSD TGP 6 100,000 1,000,000 0.2 0.1 0.4 0.2
PSD TGP 6 1,000,000 1,000,000 0.2 0.1 0.5 0.2

Spatial HGDP 6 10,000 10,000 2.4 0.6 6.5 2.6
Spatial TGP 6 10,000 10,000 1.7 0.3 7.3 3.3
Spatial TGP 10 10,000 100,000 0.6 0.3 6.7 5.6
Spatial TGP 10 10,000 1,000,000 0.3 0.1 8.2 7.2

and 385,089 SNPs) [92] with 14 populations (k = 14) (Figure B.22), the UK Biobank (488,363

indviduals and 569,346 SNPs) with 4 populations (k = 4) (Figure 3.4), and the UK Biobank

(488,363 indviduals and 147,604 SNPs) with 20 populations (k = 20) (Figure B.24) and 40

populations (k = 40) (Figure B.25) (see Methods for quality control). We chose the number

of latent populations to be consistent with previous studies on these datasets [37, 85]. For

the UK Biobank analysis, we chose four latent populations to infer continental ancestry

groups for the larger SNP set and 20 and 40 latent populations to explore SCOPE’s ability

to infer larger number of latent populations on real data. In terms of runtime and memory,

we continued to observe trends consistent with our simulations where SCOPE is orders

of magnitude faster than other methods while consuming reasonable amounts of memory

(Tables 3.3, B.3). We note that the runtime for inference on the larger UK Biobank dataset

is about the same as the runtime for our 1 million individual and SNP simulation despite

the UK Biobank being approximately a quarter of its size, consistent with the increase in

runtimes with model deviations as seen in the context of spatial simulations.

Since there is no ground truth to assess accuracy on these datasets, we used concordance

between SIRE and inferred admixture proportions as a metric. We trained multinomial
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logistic regression models to predict continental ancestry for the TGP (5 populations) and

HGDP (7 populations) using the inferred admixture proportions from each method (Table

B.5). We find that all methods perform similarly on both datasets. For the UK Biobank,

SCOPE is able to obtain 88.27% accuracy when using labels provided by UK Biobank (22

labels) and 95.75% accuracy when ambiguous/heterogeneous labels (e.g. Other, Mixed) are

removed and population labels are collapsed to continental groupings (8 labels). We did not

perform this analysis for the HO dataset due to several population labels only containing

one sample.

We additionally assessed SCOPE’s ability to infer finer population structure using the

British individuals in the UK Biobank. We trained ordinary least squares models to predict

the self-reported birth location GPS coordinate using the inferred proportions from the

different runs of SCOPE under different numbers of latent populations (4, 20, and 40 latent

populations) (Table B.6). Increasing the number of latent populations generally improves

the prediction accuracy when measured through coefficient of determination (R2). With

four latent populations, the R2 is 0.007 and 0.008 for latitude and longitude prediction,

respectively. This increases to 0.2-0.3 and approximately 0.15 when increasing the number

of latent populations to 20 and 40. We also examined the prediction accuracy in terms of

residual distance (difference between predicted and reported location). The 95% quantile for

the residual distances decreases from ≈334 kilometers to ≈290 kilometers when increasing

the number of inferred populations from 4 to 20 or 40.

We also utilized the supervised mode of SCOPE using known population allele frequen-

cies from TGP superpopulations to infer continental ancestry for all individuals in the UK

Biobank. We find that the supervised mode of SCOPE largely agreed with the unsupervised

inference (Figures 3.4, B.23).
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Figure 3.4: Continental ancestry inference on the UK Biobank. We ran population
structure inference using SCOPE on the UK Biobank (488,363 individuals and 569,346 SNPs)
both supervised using 1000 Genomes Phase 3 allele frequencies (top) and unsupervised with
4 latent populations (middle). For reference, we plot the self-identified race/ethnicity (bot-
tom). For visualization purposes, we reduced the number of self-identified British individuals
to a random subset of 5, 000 individuals. Colors and order of samples are matched between
each row of the figure. The full figure without individuals removed can be found in Figure
B.23.
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3.4 Discussion

We have presented SCOPE, a scalable method for inferring population structure from biobank-

scale genomic data. We show that SCOPE remains accurate while being scalable in terms

of runtime and memory requirements. SCOPE is also able to perform supervised analyses

that leverage allele frequency estimates from previous studies to improve interpretability,

runtime, and accuracy.

SCOPE enables new analyses by improving the scalability of admixture proportion in-

ference. The inclusion of more individuals and/or genomic sites allows more rare latent

population structure to be discovered in addition to improving estimation of the true la-

tent population frequencies. These are often the cases where scaling to biobank-level data

becomes a necessity. Furthermore, many admixture tools are often used as an exploratory

analysis being run with different numbers of latent populations (i.e. k). Being able to

perform several runs quickly becomes important for initial analysis.

The use of SCOPE is not without limitations for real data analysis and interpretation.

For instance, while larger non-trivial numbers of latent populations (k) such as 20 (Figure

B.24) and 40 (Figure B.25) from the UK Biobank explored in this study increase our ability

to dissect finer scale population structure, they remain very difficult to interpret. Further-

more, when exploring these settings, care must be taken to curate a well-defined SNP set.

For example, we see a decrease in prediction accuracy when moving from 20 to 40 latent

populations in the UK Biobank. This may be attributed to the fact that the UK Biobank’s

PCA SNP set was curated to differentiate continental population structure rather than in-

tracontinental structure. We also observed that SCOPE is consistent when inferring a large

number of latent populations as exemplified by our replicate studies on the HGDP (Figure

B.8c) and HO (Figure B.8d) datasets, suggesting there is more fine-scale population struc-

ture being detected and opens the question of what these latent populations may correspond

to. While the ability to use supervised analysis as we did for the UK Biobank can greatly

improve interpretability, supervision with SCOPE largely depends on the accuracy of the

reference dataset and frequencies used. Finally, there is still the open question of choosing
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the appropriate number of latent populations (k). While SCOPE allows one to run several

different values for k, we do not provide any criteria to choose a specific value of k. We defer

deeper analysis of these questions for future studies.

The methodology used in SCOPE can also be extended in several ways. Several methods

that perform structure inference on other genomic datasets [99, 100] utilize semi-supervised

approaches where there are both known and unknown populations. A possible approach

for semi-supervision using SCOPE is to perform a multi-stage inference procedure where

supervised inference is first applied and unsupervised inference is applied on the residual or

unexplained structure. Most current methods, including SCOPE, ignore additional informa-

tion within the data such as correlation patterns (i.e. linkage disequilibrium or LD). Some

methods such as fineSTRUCTURE [101] can perform linkage-disequilibrium aware popu-

lation structure inference but are challenging to scale. Methods that can model LD while

retaining scalability is a key step in advancing population structure inference.

Though not directly related to the admixture model, there are several approaches to

finding broader forms of structure that are not explicitly in the form of admixture propor-

tions. For instance, possible usage of non-linear dimensionality reduction techniques such as

UMAP[102] could provide promising ways to extend beyond current methods, which solely

utilize linear methods such as PCA. Other approaches to detecting fine-scale structure in-

clude using identity-by-descent (IBD) [103] or tree-based methods [104]. Finding ways to

scalably bridge these different approaches with the admixture model is still an open question.

Finally, extensions of the techniques used in SCOPE can be used to infer relevant structure

in other domains such as metagenomics and single-cell transcriptomics.

3.5 Data and Code Availability

SCOPE can be found at https://github.com/sriramlab/SCOPE. Scripts for simulations, vi-

sualization, assessment, downloading of pubicly available data, and real data filtering, and

additional code used in this study can be found at the repository as well. UK Biobank data
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is the only dataset used in this study that is not publicly available, but can be obtained by

application (https://www.ukbiobank.ac.uk/).
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CHAPTER 4

A simple statistical testing framework for detecting

differences in variance and covariance in gene

expression networks

4.1 Background

A major goal in molecular biology is the characterization of gene expression and how it is al-

tered in response to perturbations. Many of the studies involving gene expression alterations

tend to focus on changes in mean expression, but there is increasing evidence that changes

in variability [105, 106, 107, 108, 109, 110, 111, 112, 113, 114, 115] and gene co-expression

[116, 117, 118, 119, 120, 121] play important roles in biological processes.

Previous studies suggest that expression variability plays an key role in incomplete pen-

etrance [105, 108]. It has also been implicated in several developmental phenotypes such

as embyro development [106] and cell fate [105]. Several diseases also exhibit changes in

expression variance such as schizophrenia [109, 110, 111] and leukemia [112]. Furthermore,

expression variability is suggested to have roles in evolution [113, 114] and adaptation to per-

turbations [122] such as drug response [115]. Meanwhile, much more studies have focused on

gene co-expression changes between conditions, particularly in the context of disease such as

cancer [118, 119] and brain disorders [120, 121]. These studies often attribute characteristics

of the phenotype of interest to disruptions in the functions of gene networks and interactions

between the genes inside them.

There are several available tools for performing differential analysis on mean gene ex-
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pression [123, 124], gene variability [125], and gene co-expression [117, 126]. However, these

tools focus on detecting such differences between individual genes or pairs of genes between

conditions.

As opposed to testing individual genes or gene pairs, we present a simple statistical

testing framework to detect perturbations in variance or co-expression/covariance within

sets of genes, as a whole, across conditions. Several important gene sets can be derived

such as gene networks [41]. Our approach utilizes the fact that the variance of a gene’s

expression and covariance between two genes’ expression can be estimated by simply squaring

each feature or taking the product of the two features, respectively, after normalizing and

demeaning each gene. Principal component analysis (PCA) can then be used on the resulting

matrices to summarize the network’s gene (co)variance. The resulting projections or principal

component scores can then be used as in hypothesis testing to statistically test for differences

in a network between two conditions in terms of variance or covariance.

This work extends the concept of eigengenes [127] from the context of gene expression.

Eigengene analysis primarily focuses on the module eigengene, which is defined as defined as

the first principal component of the gene expression matrix for a module/network. For sim-

plicity, we will use the term ’eigengene’ to specifically refer to the module eigengene. Several

characteristics of the network can be quantified using eigengene analysis [128]. One specific

application of eigengene analysis is to perform differential expression analysis by performing

statistical tests (e.g. t-test) between groups using the eigengene values [129]. Our proposed

testing framework utilizes a similar strategy of performing PCA, but instead decomposes

transformed versions of the gene expression matrix to specifically identify changes in vari-

ance and covariance. As a result, our testing framework is analogous to differential expression

analysis using eigengenes, but instead, tests for differences in variance or covariance.

We apply our testing framework to simulations under a variety of combinations of differ-

ent mean, variance, and/or covariance changes in gene expression to assess the power and

calibration of our testing framework. Under these simulations, we show that this statistical

framework is well-powered for differences in variance or covariance and exclusively detects
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variance or covariance differences despite the presence of related effects (e.g. mean effects).

In addition to simulations, we generate positive and negative controls from previously de-

veloped differential variance [125] for individual genes and differential covariance methods

[126, 117] for pairs of genes to verify that our framework extends to real data.

We apply our testing framework to uncover mean, variance, and covariance differences

in several previously discovered gene networks derived from weighted gene co-expression

analysis (WGCNA) [41] for psychiatric diseases. In our analyses, we find instances of several

combinations of mean, variance, and covariance differences including scenarios with no mean

differences, but difference in variance and covariance, further highlighting the importance

of looking beyond mean differences. We additionally apply our method to breast cancer

methylation data from The Cancer Genome Atlas (TCGA) [5] to uncover variance differences

related to vital status. Lastly, we apply our testing framework to stock market data to reveal

variance and covariance differences between presidencies. The application to methylation

data and stock market data exemplifies our testing framework’s ability to generalize to

several data types, including non-omic data.

4.2 Methods

4.2.1 Statistical testing framework

Given two groups, A and B, and an n ×m (individuals by genes) normalized gene expres-

sion matrix for a network, G, one can generate two matrices that correspond to individual

estimates of variance or covariance. We wish to detect whether there are differences in G

between conditions, A and B, in terms of variance or covariance. We propose the following

statistical testing procedure. Let gi be the gene expression for a gene/column in G. Let

ḡi,A and ḡi,B be the mean gene expression for gene i in groups A and B, respectively. We

can create a demeaned gene expression vector g̃i by demeaning by the appropriate group

mean. We repeat this procedure for every gene i ∈ {1, ...,m} to create G̃, a centered gene

expression matrix that has been demeaned by group.
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The n ×m squared matrix used to test for variance differences be generated by simply

squaring every term in G̃. The product matrix can be created by taking pairwise products

for every gene in G̃, resulting in a n × m(m−1)
2

matrix of pairwise products. PCA is then

performed on the newly generated matrix. In the case of multiple groups, each group is

demeaned prior to apply the transformations.

The principal components scores or projections of the first principal component (eigen-

gene) can then be used as a outcome variables for a linear model while the input variable

consists of the group membership. A simple Wald test can then be performed on the coef-

ficient of this linear model to determine whether there are differences in the network. To

test for variance differences, one constructs the linear model using the projections of the

PCA performed on the squared matrix while covariance differences can be detected by con-

structing the linear model using the projections from the PCA performed on the product

matrix.

PCA is performed using the implicitly-restarted Lanczos method implemented in the

irlba package in R [130]. This algorithm allows us to scalably obtain the top principal

components on large matrices such as the product matrix. We specifically use the irlba

function to perform singular value decomposition to perform the PCA.

4.2.2 Simulations

We performed 1,000 simulations with different seeds for each simulation. We additionally

used the R package mvtnorm [131] to simulate from a multivariate normal distribution.

4.2.2.1 Simulating mean effects

We simulated mean effects by generating two groups from multivariate normal distributions

with the identity matrix for the covariance matrix. To simulate a difference in means, we

simulated one group with the zero vector for the mean while the other group had a constant

vector with µ for all entries, where µ is the magnitude of the mean difference.
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4.2.2.2 Simulating variance effects

To simulate variance differences, we generated two groups with zero vectors for the mean

vectors and a diagonal matrix for the covariance matrix. For one group, we drew m random

numbers from a random uniform distribution between 0 and 5, where m is the number of

features/genes. For the second group, we added a constant shift σ2 to the diagonal of the

first group. Samples were drawn from each group, accordingly.

4.2.2.3 Simulating covariance effects

We simulated covariance differences by using a Cholesky decomposition followed by a Kro-

necker product. We first generate two bivariate correlation matrices, ρ1,ρ2 that have 1 on

the diagonals. One group has the off-diagonal or correlation values set to −0.99 while the

other group has a constant shift added to the correlation. Using bivariate correlation ma-

trices allows us to simulate pairs of correlated genes while maintaining independence from

other pairs.

First, the Cholesky decomposition is performed on the two correlation matrices, ρ1,ρ2,

to obtain L1 and L2. We then take the Kronecker product between the identity matrix

and L1 and L2 to obtain, K1 and K1, respectively. We then draw from a standard normal

distribution and multiply the resulting values with K1 and K1 to obtain the observed values.

4.2.3 Analysis of psychiatric disorder bulk RNA-seq data

Normalized data and functional annotations of the bulk RNA-seq data can be found from

the original study’s manuscript [132]. We applied our transformation procedures to generate

the squared matrix and pairwise product matrix for each module across all samples. We

then performed pairwise testing using a linear module containing the group, age, sex, and

intercept for each model using the standard lm function in R. We used the summary function

to obtain the Wald test results and used the p.adjust function across all test to obtain the

false discovery rate (FDR).
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4.2.4 Analysis of breast cancer methylation data

We used TCGAbiolinks [133] to download all methylation beta value matrices from the Il-

lumina Human Methylation 450 array in the TCGA-BRCA project. We additionally down-

loaded all clinical and biospeciment supplements available for these patients. We filtered the

data to only contain primary tumor samples. We then removed individuals not in Asian,

Black or African American, or White ancestries due to low counts. We also filtered samples

to only include females and no missing values for initial weight of the tumor sample. We

removed any methylation probes with more than 5% missingness and transformed the beta

values to M-values by applying the logit transform (base-2). We then regressed out initial

weight, OCT embedding, ancestry, age, and ethnicity from the M-values.

For each set of genes we analyzed, we found all probes on the methylation array that lied

within the gene set. For the P53 pathway, we took the union of the hallmark P53 pathway

and the KEGG P53 signaling pathways. For Bao et al. 2019 genes, we simply took the

list of 13 genes from their study (C2orf40, CCND2, EZR, HIF3A, ITPRIPL1, KCNH8,

KRT19, NDRG2, PCDHGA12, PCDHGA3, SIAH2, STAC2, TPD53). We did the same for

the genes in Kristiansen et al. 2013 (RASSF1A, CDH1, CCND2, ESR1, APC). We applied

our testing framework to each probe set while regressing out nitial weight, OCT embedding,

ancestry, age, and ethnicity once again.

4.2.5 Analysis of stock market data

We obtained the daily adjusted close data from 01/03/2020 to 07/19/2022 using the pdfetch

package in R for the following 30 stocks: BRK-B, TSLA, AMZN, AAPL, MSFT, ATVI, PEP,

NTDOY, PFE, DIS, LULU, K, KMB, JNJ, NKE, ADDYY, GOOG, FB, IBM, HAS, GS,

NSRGY, INTC, AMD, GPS, GLW, TSN, NFLX, MAT, KO. The data was then converted

to percentage gains over the previous day. We then applied our testing framework to this

data with no additional covariates except an intercept.
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4.2.6 Datasets

Datasets can be found in the Gene Expression Omnibus or Array Expression. The datasets

from Gandal et al. can be found at GSE28521, GSE28475, GSE35978, GSE53987, GSE17612,

GSE12649, GSE21138, GSE54567, GSE54568, GSE54571, GSE54572, GSE29555, GSE11223,

and E-MTAB-184. Normalized data and processing scripts as done in this study and Gandal

et al. can be found in their manuscript. The TCGA breast cancer methylation data can

be found publicly through the Genomics Data Commons. Stock market data can be pulled

from publicly available databases such as Yahoo Finance.

4.2.7 Code Availability

The R package and examples for installing and applying our testing framework can be found

at https://github.com/alecmchiu/EGExtend.

4.3 Results

4.3.1 Detecting differences in variance or covariance in gene networks between

conditions

Given groups of individuals and a normalized gene expression matrix for a gene set (e.g.

gene network), we generate two additional matrices that correspond to individual estimates

of variance or covariance. We first demean each gene by the appropriate group mean. This

explicit removal of mean effects allows us to exclusively detect changes in variance or co-

variance. Once demeaned, we generate the element-wise squared version of the demeaned

matrix, which we refer to as the squared matrix. We also generate a matrix containing the

pairwise product of every column combination of the demeaned matrix, which we refer to as

the product matrix.

To perform a statistical test, we perform PCA on the squared or product matrix and

use the resulting principal component scores/projections as an outcome variable to a linear
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(a) (b) (c)

Figure 4.1: All tests are calibrated under each effect of interest. We performed
simulations containing either mean differences (Figure 4.1a), variance differences (Figure
4.1b), or covariance differences (Figure 4.1c). 1, 000 simulations were performed on each
point using a simulation dataset of 500 genes and 100 individuals. The black dashed line
represents p = 0.05.

model with the input variable being the group membership. We then perform a Wald test

on the coefficient of the group membership variable. To test for differences in variance,

one performs the procedure on the squared matrix while performing the procedure on the

product matrix will detect differences in covariance.

4.3.2 Simulations and controls reveal power to detect differences across several

settings

To verify that our testing procedure calibrates properly, we perform a series of simulations

across different ranges of parameters. To ensure that our simulations of mean effects were

proper, we additionally performed a mean test, which applies our procedure using PCA

on the original gene expression matrix rather than the squared or product matrix. The

mean test is equivalent to the established test of performing a t-test on the eigengene of the

standard gene expression matrix [129].

We first performed simulations across differing magnitudes of mean, variance, and covari-

ance differences (Figure 4.1) using 100 individuals, 500 features, 250 non-zero interactions,

and 1000 replicates for each setting. For each type of simulation, we generated data for two
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groups and added systematic shifts to ensure mean (Figure 4.1a), variance (Figure 4.1b),

or covariance (Figure 4.1c) differences. For our mean simulations, we simulated data from

two groups using a multivariate normal with the identity matrix for the covariance matrix.

For the mean vector, we set one group to have the zero vector for the mean while the other

group had a mean vector shifted between 0-0.75. For the variance simulations, we similarly

generated data for two groups using a multivariate normal. However, we used a mean vector

of zero for both and a diagonal matrix with the diagonal randomly generated from from a

uniform distribution between 0 and 5. One group would use this diagonal matrix as a co-

variance matrix while the other would use the diagonal matrix with a shift between 0-0.5 as

its covariance matrix. Lastly, our covariance simulations we used a Cholesky decomposition

followed by a Kronecker product from two bivariate correlation matrices with each univariate

normal representing a group. One group was set to have correlation value -0.99 while the

other group had correlation shifted by a value between 0-0.5.

We ultimately find that each test is well calibrated for the specific phenomena targeted.

Furthermore, the simulations reveal that each test is able to isolate either mean, variance,

or covariance differences regardless of the presence of other effects (Figure 4.1).

We additionally show how the number of samples (Figure C.1), number of features (Figure

C.2), number of features/genes with differences (Figure C.3), and percentage of samples in

each group (Figure C.4) affects the power of our tests when other parameters are fixed. As

we increase the number of samples, number of features, and number of features/gene with

differences, we find that power increases as expected. Meanwhile, the power of the tests

increases, as expected, as sample sizes between groups approaches the balanced setting.

While our testing framework is calibrated under simulations, we also assessed the frame-

work against real data for which individual feature level differences had been found. For

variance differences, we compared the results of MDSeq [125], a method comparing disper-

sion parameters between groups for individuals genes, for discovering differences in vari-

ance between sun-exposed and non-exposed skin tissue from Gene-Tissue expression project

(GTEx) [134] as reported in their original study. In addition, we also obtained results from
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a basic F-test comparing the variance of two groups implemented in base R on the GTEx

data. For covariance differences, we compared against DiffCor [126], a method that employs

a Fisher Z-transformation on the Pearson correlation coefficient and performs a Z-test on the

difference between groups, on two types of cancer [135] as performed in the original study for

DiffCor. We additionally ran the CILP testing framework [117] on this data as well. CILP

applies a Wald test between groups on the pairwise of products of features.

To assess our framework’s ability to extend to real data, we generated artificial gene

sets composed of either all significant (positive) genes or gene pairs or all non-significant

(negative) obtained from running the individual feature methods (Table C.1). We randomly

generated 1, 000 artificial gene sets for each method under both settings. The sizes of each

gene set was drawn randomly between 50-44,850 features. Amongst the negative control

gene sets, our testing framework never yielded a positive result at either the 0.05 or 0.1

significance levels. For the positive controls, our testing framework yielded a minimum of

91% and 98% significant tests at the 0.05 and 0.1 significance levels, respectively.

We also note that our method can be compared to two analogous works: network preser-

vation analysis found in the WGCNA framework [136] and differential gene correlation anal-

ysis (DGCA) [137], a method for discovering differential gene correlation pairs. Network

preservation analysis aims to seek if a network is preserved well within the data by per-

forming a permutation test by shuffling genes between networks. However, this maintains

the structure between groups and tests the robustness of the gene set rather than the re-

lationship between the groups. DGCA works similarly to DiffCor in employing a Fisher

Z-transformation followed by a permutation test, but also proposes a differential network

test for correlation/covariance analogous to our framework by comparing the median Z-

statistic in a gene set between two groups. We applied the DGCA test for comparing two

groups and found it did not calibrate in our simulations (Figure C.5).
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4.3.3 Differences in covariance and variance in psychiatric disorders with shared

patterns of gene expression

We applied our testing framework to dataset found in Gandal et al. 2018 [132]. This

dataset consists of bulk RNA-seq data from 625 cerebral cortical samples divided between

266 controls, 15 alcoholism (ETOH), 41 autism (ASD), 83 major depressive disorder (MDD),

81 bipolar (BD), and 139 schizophrenia (SCZ) individuals. This study applied WGCNA [41]

to identify 13 gene network modules. These 13 networks were broadly classified into different

neuron types. Four modules (turquoise, salmon, purple, green) are neuron-specific modules.

Two modules (greenyellow, blue) was found to be microglia-specific. Three modules were also

found to cell-type specific for other brain-related cell-types. The yellow module is astrocyte-

specific, the tan module is endothelial-specific, and the brown module is oligodendrocyte-

specific.

Some modules were also found to be enriched in other specific functions. The turquoise

module was found to be enriched in genes harbouring rare, non-synonymous mutations found

in ASD. The purple module is enriched in mitrochondrial genes associated with neuron firing

rates. The blue module was enriched in G protein–coupled receptors, cytokine-cytokine

interactions, and hormone activity pathways. The red module is enriched in sequence-specific

DNA binding. The brown module is enriched in mylination. The magenta module is enriched

for nucleoplasm parts and chromatin binding. The black module is enriched in RNA binding

and mRNA splicing. The pink module is enriched in DNA catabolism.

Similar to the original study, we use a random intercept model followed by a Wald test on

coefficients for the group to account for the multiple group membership for some individuals.

We additionally test all combinations of pairs as opposed to just the control as done in the

original paper. After multiple testing correction, we find 26 significant differences in variance

and 30 significant differences in covariance at the FDR < 0.05 significance level (Figure 4.2,

4.3, C.6).

Analogous to the original paper, we find that certain modules are disease-specific in terms

of mean gene expression. However, we find that they are also disrupted in terms of variance
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Figure 4.2: Disease-specific modules disrupted on multiple levels. We found that
several modules are disease specific and disrupted on multiple levels such as mean differences
(Figure 4.2a), variance differences (Figure 4.2b), or covariance differences (Figure 4.2c). The
second group in each label denotes the reference group in the comparison. A pound sign,
single asterisk, double asterisks, and triple asterisks denote significance at 0.1, 0.05, 0.01,
and 0.001 after multiple testing correction, respectively.
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and covariance as well (Figure 4.2). Five modules (magenta, black, turquoise, pink, and

purple) display increased changes in terms of mean, variance, and covariance for alcoholism

while the greenyellow module shows increased changes in terms of all three phenomena

specifically for ASD.

We find that variance and covariance differences are able to discriminate diseases that

share disruption in mean effects (Figure 4.3). The salmon and yellow modules both show

disruption for alcoholism and ASD in terms of mean differences. The salmon module also

displays changes in variance for both ASD and alcoholism, but only ASD has increases in

covariance. The yellow module shows increases in variance for only alcoholism.

In addition to overall trends based on disease, we find differences in diseases that have

high transcriptome overlap (Figure 4.4). SCZ and BD have a reported transcriptome correla-

tion near 0.75, SCZ and ASD have a correlation near 0.5, and ASD and BD have a correlation

near 0.4 [132]. Between BD and SCZ, only one difference in mean expression is found for the

greenyellow module (FDR = 0.0648). Investigating for variance differences, additionally

yields an increase in variance of the green (FDR = 0.0521), pink (FDR = 0.0923), red

(FDR = 0.0881), and black (FDR = 0.0108) modules for BD relative to SCZ, despite show-

ing no difference in mean expression for any of these modules. The green (FDR = 0.0883)

and black (FDR = 0.0622) modules also show an enrichment in BD in terms of covariance.

We find that ASD has several disease-specific modules (Figure 4.2, 4.3). However, we ad-

ditionally find variance and covariance differences that are overlooked when only looking at

mean differences. ASD shows decreases in variance in the blue module (FDR = 0.0350) and

covariance in the blue (FDR = 0.0004), black (FDR = 0.0234), and red (FDR = 0.0406)

module relative to BD, but no difference in terms of any of these modules in terms of mean

expression. Similarly, ASD has a decrease in covariance in the blue module (FDR = 0.00201)

compared to SCZ, but no differences in mean or variance for the blue module.
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Figure 4.3: Variance and covariance differences discriminate diseases. We found
that two modules are that disrupted for multiple diseases on the mean level (Figure 4.3a)
become disease-specific when examining variance (Figure 4.3b) or covariance differences (Fig-
ure 4.3c). The second group in each label denotes the reference group in the comparison. A
pound sign, single asterisk, double asterisks, and triple asterisks denote significance at 0.1,
0.05, 0.01, and 0.001 after multiple testing correction, respectively. Cytoscape network dia-
grams for key characteristics of the salmon module (Figure 4.3d) and yellow module (Figure
4.3e) are also shown. Network diagrams show ASD relative to BD. Nodes shown must past
a Z-score threshold of 1.96 (Figure 4.3e) or 3 (Figure 4.3d) in either mean or variance differ-
ences and a covariance difference. Node color represents mean value, border color represents
variance value, and edge color represents covariance value.
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Figure 4.4: Disruption in diseases with highly correlated transcriptomes show dif-
ference in variance or covariance. We found that diseases that show high transcriptome
correlation exhibit difference in several modules including ones where there are no disrup-
tions on the mean level (Figure 4.4a) but do exhibit differences in variance (Figure 4.4b)
or covariance (Figure 4.4c). The second group in each label denotes the reference group in
the comparison. A pound sign, single asterisk, double asterisks, and triple asterisks denote
significance at 0.1, 0.05, 0.01, and 0.001 after multiple testing correction, respectively. Cy-
toscape network diagrams for key features of SCZ relative to BD are shown for the green
(Figure 4.4d) and black (Figure 4.4e) modules. Nodes shown must past a Z-score threshold
of 3 in either mean or variance differences and a covariance difference. Node color represents
mean value, border color represents variance value, and edge color represents covariance
value.
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4.3.4 Applications to other data types

Similar to the original eigengene mean testing framework, our transformations do not assume

to be operating on expression data. WGCNA and eigengene analysis have both been applied

to several other data types such as methylation [138, 139, 140, 141]. Similarly, our testing

framework extends to other data types as well. We exemplify this by applying our testing

framework to breast cancer methylation data from The Cancer Genome Atlas (TCGA) and

stock market data.

4.3.4.1 Differences in variances for methylation in vital status-related genes

We analyzed 737 breast cancer samples from TCGA for mean, variance, and covariance

differences across three sets of methylation probes between live and dead patients. The first

set of probes involved genes within the P53 gene pathway, a critical pathway in breast cancer

[142, 143], (290 probes). The second set of probes were probes found in a 13-gene signature

found to be indicative of low survival from Bao et al. 2019 [144] (586 probes). The third

set of probes were involved in a 5-gene signature from Kristiansen et al. 2013 [145] found

to be indicative of various clinical factors (203 probes). In all three probe sets, variance was

found to be significantly increased (p < 0.05) (Figure C.7) in patients who did not survive

while there were no significant mean or covariance effects.

4.3.4.2 Application to non-omic data

We analyzed daily stock market returns for 30 stocks from 01/03/2020 to 07/19/2022 (640

days). We obtained closed values and converted them to percentage gains or losses over

the previous day’s close. We labeled each date under the presidency the fell under, Trump

(01/03/2020 to 01/20/2021) or Biden (01/21/2021 to 07/19/2022) and ran our testing frame-

work on the stock market data using the presidency as the class. We uncovered significant

changes in variance (p = 2.1× 10−7)) and covariance (p = 5.3× 10−5) under Trump relative

to Biden, but no significant change in mean returns (p = 0.38) (Figure C.8).
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4.4 Discussion

We propose a simple testing framework that extends mean differential expression testing

using eigengene analysis to test for differences in variance or covariance in sets of genes. The

testing framework consists of transforming normalized data, running PCA, and performing

linear regression. We show through simulations that our testing procedure is calibrated and

extends to controls generated from differences detected in real data from previous estab-

lished feature-level methods. We further apply our testing framework to several psychiatric

diseases to discover novel differences in variance or covariance in gene networks relevant to

differentiating various psychiatric diseases.

Our testing framework allows researchers to prioritize certain functions and modules for

diseases. For instance, modules with differences on multiple levels (e.g. mean, variance,

covariance) can be prioritized since they are disrupted on multiple levels (Figure 4.2). We

also find that differences in variance and covariance can disentangle diseases with shared

mean effects as is the case between ASD and alcoholism (Figure 4.3). Lastly, our exploration

of psychiatric disorders reveals differences in variance or covariance for modules that show

no differences in mean. This illustrates the important point that relevant modules that are

disrupted can be overlooked by only looking at differences in mean effects.

Our testing procedure relies on general statistical principles and has no assumptions

restricting it to gene expression. Therefore, this test can be applied to several other biological

data types such as methylation or even stock market data as we have shown. Differences in

variance or covariance for many diseases in such data types has largely been unexplored and

we hope our work helps motivate more analyses in these data types.

Since we utilize the eigengene framework, our use of linear regression is not the only

extension of eigengene analysis that can be used. Several studies use other tests such as

multiple group comparison tests (e.g. ANOVA, Tukey HSD test) [146]. The median test

from DGCA [137] failed to calibrate in our simulations likely due to the fact that our simu-

lations are mainly composed of feature pairs with no covariance difference, resulting in poor
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performance. That being said, the DGCA test performed well at smaller effect sizes, high-

lighting the importance of using the correct test for one’s scenario. In fact, several proposed

testing frameworks such as the DGCA median test can be combined with our eigengene

framework to form a new testing procedure. Several other concepts relevant to eigengene

analysis such as connectivity [147] can also potentially be used in conjunction with our trans-

formations. Functions for such downstream eigengene analyses can be found in the WGCNA

R package [41] and work seamlessly with our framework when provided with the relevant

transformed matrix.

The summarizing of a matrix into a single vector also allows for a new approach to quan-

titative trait loci (QTL) mapping. Several works have explored expression QTLs (eQTLS) as

well as variance [148, 149] and covariance/co-expression QTLs [117, 150]. However, the ap-

proaches have largely been dedicated to single genes or pairs of genes rather than a network

or collection of genes. Previous approaches to perform summarization include averaging a

matrix into a single vector [151, 152, 153, 154, 155], but the use of the eigengene offers new

ways to examine each type of QTL in a new way.

A limitation of our testing framework is that it relies on having discrete groups in order

to remove any changes in means between the group. This is what ultimately allows our

testing framework to exclusively test for either variance or covariance differences. An open

question for this testing framework is how we can extend it to be applicable to continuous

phenotypes such as age. While one can derive discrete groups through processes such as

binning, specificity and ability to detect smaller changes are lost.

A constant topic of discussion in the dimensionality reduction community is often what

the true size of latent dimension should be [156, 157, 158]. In classical eigengene analysis,

PCA is used to reduce to a single dimension explaining the most variance. This is a conser-

vative approach as important trends that explain smaller amounts of variability often appear

in deeper principal components. However, there is much work exploring how multiple prin-

cipal components can be used or combined for statistical testing [159, 160, 161]. How many

principal components and how they should be combined in the context our transformations
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remains an open question.

Lastly, how we can leverage covariance or variance differences in an unsupervised fashion

remains an open question. Our testing framework exists as a supervised analysis as it

requires group labels to detect variance and covariance differences. However, the same

transformations we utilize (i.e. element-wise squaring) could be utilized as forms of feature

augmentation for unsupervised analyses such as clustering. Such ideas are not unheard of as

there are forms of PCA such as kernel PCA [162], which utilize similar ideas of transforming

the data, but have limitations in terms of interpretability. Similarly, techniques such as

t-SNE [163] and UMAP [164] can also utilize non-linear effects such as changes in variance

or covariance but lack interpretability.
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CHAPTER 5

Closing Remarks

5.1 Conclusions

We have presented three scalable methods for detecting structue within large-scale genomic

data. We present ProPCA, a scalable probabilistic principal component analysis method,

that utilizes the discrete structure of genotypes to accelerate matrix-vector multplication

through the Mailman algorithm [34]. We demonstrate that ProPCA is accurate and efficient

across both simulations and real datasets. Furthermore, we estimate population structure

within the UK Biobank and leverage the probabilistic model of ProPCA along with the

inferred structure to perform a statistical test to identify genomic sites under recent putative

selection.

We also present SCOPE, a scalable method for inferring population structure in the form

of admixture proportions. SCOPE utilizes the previously proposed model from ALStructure

[37] and accelerates its inference using similar strategies as ProPCA such as the Mailman

algorithm. We further accelerate ALStructure by using randomized eigendecomposition, a

strategy often used for fast decompositions such as PCA. We show that SCOPE is orders

of magnitude faster than existing methods while maintaining accuracy and memory require-

ments through comparisons on both simulated and real genomic datasets. We additionally

allow SCOPE to perform supervised analyses using allele frequency estimates from previous

studies to improve interpretability, runtime, and accuracy.

Lastly, we present a simple statistical testing framework to investigate structure changes

in variance or covariance between two groups in a set of genes by extending mean differential

expression testing from eigengene analysis. Our framework consists of applying transforma-
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tions on normalized data, performing PCA through randomized eigendecomposition, and

conducting a statistical test. We show through simulations that our testing procedure is

calibrated and apply it on psychiatric disorder RNA-seq data to uncover several differences

in variance and covariance.

5.2 Future Work

The work presented here provides several directions for new analyses and extensions to de-

velop more novel methods. The Mailman algorithm [34] employed in both ProPCA and

SCOPE can be incorporated into several genomic methods to speed-up inference. For exam-

ple, association testing can be formulated as a matrix-vector multiplication problem. The

algorithm can also be integrated into other PCA methods similar to the combination of the

Arnoldi method and the Mailman algorithm used in SCOPE. The probabilistic model of

ProPCA also provides for several extensions such as a natural method of handling missing

data or incorporating other information such as linkage disequilibrium.

SCOPE can also be extended in several ways. Several methods that perform structure

inference on other genomic datasets [100, 99] utilize semi-supervised approaches that allow

it to handle both known and unknown populations. One approach for enabling SCOPE to

perform semi-supervised analysis is using a multi-stage inference procedure where supervised

inference is first applied and unsupervised inference is applied on the residual or unexplained

structure. Another open problem is the incorporation of linkage disequilibrium into the

method. Most methods, including SCOPE, ignore this information. While there are methods

such as fineSTRUCTURE [101] that can utilize this information, scaling the inference of these

methods remains an unsolved challenge.

Finally, our testing framework is general enough to be applied to several other data

types. While we demonstrate its use on methylation and stock market data, we hope it is

utilized in other contexts such as microbiome data or imaging data. A broader question

brought up by our exploration of structure differences from variance and covariance is how
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such differences can be incorporated into unsupervised analyses such as clustering. There are

existing methods such as kernel PCA [162], t-SNE [39], and UMAP [40] that can non-linear

effects, but these methods often lack interpretability and the ability to scale.

Finally, we hope that these methods provide new biological insight in large-scale datasets

yet to come. We primarily focus on our analyses on the UK Biobank, as it is the largest

repository of genomic data available to us, but several other biobanks are yet to come such

as the Million Veterans Project [3] and BioBank Japan [165].
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APPENDIX A

Supplementary Material - Scalable probabilistic PCA

for large-scale genetic variation data

Section A.1 contains additional information on the White British analysis. Section A.2

compares our selection statistic to other existing selection statistics. Section A.3 explores

the time-scales of our selection hits. Section A.4 explores the application of ProPCA to

missing data. Section A.5 details the implementation of ProPCA. Section A.6 explains our

variant of the Mailman algorithm for left multiplication. Section A.7 details the convergence

of ProPCA in the noiseless setting. Section A.8 explores the contribution of the Mailman

algorithm to scalability.

A.1 White British Selection Scan and Analysis

Among the significant loci that we did not highlight in the main text, there are several genic

loci have biological significance.

Transcriptome-wide association studies (TWAS) suggest that gene expression at HERC6

is associated with gout (p = 3.8 × 10−123) [166]. Epidemiological studies in the UK also

have shown that Wales, the geographic region associated with differences in HERC6 allele

frequencies, is among the regions of the UK with the highest prevalence and incidence in the

UK [167]. The specific variant that is putatively under selection at this locus, rs112873858,

does not appear to be significantly associated with gout in the UK Biobank however (logistic

regression p = 0.2395).

HERC2 (hect domain and RLD2), contains a single SNP in HERC2 that is a primary

69



determinant of light eye color in modern Europeans [168] and has been previously shown

to be under selection [169]. A number of other SNPs in the HERC2 locus have also been

shown to be associated with iris color [170]. In the UK Biobank, we find that the SNP with

the most significant p-value in HERC2, rs1129038, is associated with childhood sunburn

occasions (p = 6× 10−134) as well as skin and hair pigmentation (p = 9.4× 10−103) (Tables

A.8, A.9).

SKI is a proto-oncogene located at a region close to the p73 tumor suppressor gene [171].

It is implicated in the TGF-β signaling pathway [172] and has been shown to play a role in a

variety of cancers [171, 173]. However, our specific locus does not appear to be significantly

associated with any cancer in the UK Biobank.

Our combined selection statistic also resulted in an additional genic loci we did not

highlight in the main text. The AMPH locus is located in the gene that codes for the

amphiphysin protein, which is associated with the cytoplasmic surface of synaptic vesicles

[174]. The gene is also implicated in stiff person syndrome and breast cancer [174]; however

we were unable to find any significant associations with traits in the UK Biobank.

A.2 Comparison of Selection Statistics

Several approaches have been previously proposed [53, 175, 176] to discovering signals of

putative selection based on PCA. These approaches look for variants with large differences in

alleles frequencies between populations or individuals differentiated along an axis (principal

component). Typically, the PCs correspond to population structure so that these methods

correspond to tests for SNPs that are not well described by the PCs. The proposed statistics

attempt to detect SNPs as outliers relative to the structure captured by either a single PC

or the space spanned by k PCs. The differences across all these statistics arise from the

statistical assumptions of the underlying model of population structure.

[175] examines several statistics to rank SNPs based on the PC loadings and uses an

outlier approach to determine putative targets of selection. [53] formulates a hypothesis
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testing framework to show that, under a model of drift, their proposed statistic for the k-th

PC has a chi-squared distribution with one degree of freedom. [176] employs a chi-squared

Malahanobis distance distance as a means of outlier detection after regressing each SNP by

the k principal components.

Our proposed statistic is similar to the statistic proposed in [176] in its use of an outlier

detection approach, i.e., looking for SNPs that are not well-described by the first K PCs.

To aid interpretability, we further project the residual variance along each of the k PCs, in

turn, to identify the specific axes of variation along which the SNP tends to be an outlier.

A.3 Time-scale of selection hits

To better understand the time-scale of the episode of selection that our proposed statistic is

sensitive to, we examined the estimated allelic ages of the mutations at the hits detected by

our statistic. We obtained estimates of allelic ages using the Human Genome Dating Atlas

of Variant Age [78]. We restricted our analysis to ages estimated from variants genotyped in

the 1000 Genomes Project [66]. Further, the underlying method for estimating variant ages

assumes that the alternate allele is the derived allele. When this assumption is violated, the

resulting estimates may not be valid. Thus, we restricted our analysis to variants at which

the alternate allele is the derived allele to obtain a total of 42 variants (out of our initial list of

63 hits that are significant across each of the five PCs as well as the combined statistic). The

mean ages of these alleles was estimated to be around 11, 555 generations using the mutation

clock, 18, 946 generations using the recombination clock, and 19, 007 generations using the

combined clock. However, there is substantial variation in the allelic ages estimates. For

eample, 17 of the variants have ages less than 5, 000 generations using the combined clock.

We compared our allelic ages estimates to those of the hits from a recent work designed

to detect recent episodes of positive selection [77]. We restricted our analysis to the list of

variants from the UK10K with SDS scores > 4. This resulted in 1620 variants out of a total of

4, 451, 435 variants with SDS scores available (top 4×10−4 of the SDS scores). We then used
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the allelic ages for each of these variants available from the Human Genome Dating Atlas

again restricting our analysis to those variants where the alternate allele matches the derived

allele yielding a list of 920 variants. The mean ages for these variants are approximately

7, 620 generations (mutation clock), 12, 471 generations (recombination clock), and 11, 944

generations (combined clock). We note that there is considerable variation in the ages across

variants. Figure A.9 shows that the variants identified by the SDS statistic tend to younger

on average than those from our statistic (mean age of 12, 471 generations for SDS vs 18, 700

for our statistic). This difference is nominally statistically significant using a Mann-Whitney-

Wilcoxon test (p = 0.002,0.001, and 8 × 10−4 for each of the mutation, recombination, and

combined clocks). We caution however that the hits in each of the lists are unlikely to be

statistically independent (for example, there are multiple variants that are present in the

LCT locus). Further, there is considerable uncertainty associated with the age of these

variants and a more careful analysis would need to account for this uncertainty.

A.4 Application of ProPCA to missing data

A.4.1 PCA with Missing Data

The use of a probabilistic model allows for handling missing entries in the genotype matrix.

We assume that the genotype data is missing at random (MAR) [177], i.e., the missingness

depends only on the other observed values. We partition the observed data G into observed

and unobserved entries. In the missing data setting, the observation model becomes:

gi|xi, ϵi = µ+Cxi + ϵi (A.1)

Here µ is a length m vector denoting the mean genotype vector. Unlike the fully observed

setting where the maximum likelihood estimate of µ is equal to the sample mean g, in the

missing data setting, we need to estimate µ within the EM algorithm.
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O = { (i, j) | gij is observed },

Oj = { i | (i, j) ∈ O },

Oi = { j | (i, j) ∈ O },

xj = jth column of X,

ci = ith row of C written as a column,

µi = the mean of gij where j ∈ Oi

A.4.2 EM for PCA with Missing Data

E Step: xj = (
∑
i∈Oj

cic
T
i )

−1
∑
i∈Oj

ci(yij − µi) (A.2)

M Step: ci = (
∑
j∈Oi

xjx
T
j )

−1
∑
j∈Oi

(yij − µi)xj (A.3)

µi =
1

|Oi|
∑
j∈Oi

(gij − cTi xj) (A.4)

Using the same ideas of the Mailman algorithm, the EM algorithm for missing data has a

running time of O( nmk
max(log3 n,log3 m)

+nmissingk
2) per iteration. Since the percentage of missing

data is quite low, we can use the probabilistic model to efficiently handle missing data.

We evaluated the effectiveness of this extended model using simulated genotypes with

missing data (Figure A.11). We compared the accuracy of the PCs estimated using the

extended model to the PCs estimated by running the EM algorithm on genotype data that

was imputed through a random draw from a binomial distribution parameterized by the

allele frequencies.

We simulated ten sets of complete genotypes with 50,000 SNPs and 10,000 individuals

from 5 and 10 populations, each at differing FST levels from 0.001 to 0.01 at intervals of

0.001. We simulated missing data by randomly removing 5% and 20% of the genotypes. To
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estimate the variance of our method, we averaged over 10 datasets.

For each method tested, we computed the MEV between the PCs inferred from the

missing data and the PCs computed by applying SVD to the original genotype data with no

missing values. Figure A.11 shows that the PCs inferred from the ProPCA implementation

that explicitly handles missing data are more accurate than the PCs computed by running

ProPCA on imputed genotypes (Figures A.11a, A.11b). Furthermore, we see that ProPCA

can infer PCs comparable to running mean imputation followed by a full SVD (Figure A.11c).

A.5 Implementation details

Application of the Mailman algorithm to the EM algorithm For a genotype matrix

G where m > ⌈log3(n)⌉, we partition G =
(
GT

1 . . .GT
B

)T into B = ⌈ m
log3(n)

⌉ sub-matrices

each of size ⌈log3(n)× n⌉ and decompose each Gb = UnP b.

The M-step (Equation 2.5) requires computing Gα for k distinct vectors α. We compute

Gα =


G1α

G2α
...

GBα

. Since each of the products Gbα, b ∈ {1, . . . , B} can be computed in O(n)

operations (given Un, and P b), the entire matrix-vector product Gα can be computed in

O( nm
log3(n)

) time.

The E-step (Equation 2.4) requires computing βTG for k distinct vectors β. We compute

this product as
∑B

b=1 β
T
b Gb in O( nm

log3(n)
) time where each term in the sum is computed using

our novel variant of the Mailman algorithm.

Likelihood Computation To check for convergence, we need to compute the likelihood

of the parameters in each iteration of the EM algorithm which is equivalent to the computing

the squared Frobenius norm of the error matrix, i.e., ||Y −CX||2F .
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||Y −CX||2F = tr[ (Y −CX)(Y −CX)T ]

= −2tr(YTCX) + tr(XTCTCX) + const

Let Z = CTY . Z and X are k × n matrices so that the first term in the sum above

(tr(ZTX)) can be computed inO(nk) time. Z can be computed inO( nmk
max(log3(n),log3(m)

) using

the Mailman algorithm. Thus, the likelihood can be computed in O( nmk
max(log3(n),log3(m)

+ nk).

We note that the columns of the Maximum Likelihood Estimate (MLE) of C do not

correspond to the principal components of Y but instead span the principal subspace of

the top k eigenvectors of Y. We can orthogonalize the matrix C to obtain the principal

components in time O(mk2), using e.g., the Q-R decomposition.

Efficient implementation of the Mailman algorithm There are several considerations

in an efficient practical implementation of the Mailman algorithm. While the multiplication

with the U matrix is obtained by a recursion, we convert this into an iterative algorithm.

Another important factor arises from the fact that the Mailman algorithm needs access to

elements in the input vector that are not necessarily located in consecutive memory addresses.

This can lead to frequent cache misses that can substantially reduce the efficiency of the

implementation. To get around this limitation, we implemented a batched version of the

Mailman algorithm. This version uses the idea that typically we need to multiply more

than one vector at a time, e.g., we often need to compute k = 5 PCs. Our implementation

operates on the batch of input vectors at a time using the resulting locality among the input

vectors. We use a default batch size of 10 although other batch sizes could also be used.

Memory considerations In the mailman algorithm, the matrixUn is only used implicitly

and need not be stored. The P matrix has the property that each column has exactly one

entry that is one while all the other entries are zero. P can be stored as a length n vector

p indicating the locations of the one entry in each column of P . Since each element of the
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p vector is an integer, such that pi ∈ [1, n], i ∈ {1, . . . , n}, we can store p in ⌈log2(n)⌉ bits.

This can be efficiently represented by storing 2 or more elements of p in a single four byte

integer. The storing and retrieval of an element can be performed by bit operations which

increase the computational complexity moderately while reducing the memory requirements

considerably.

A.6 Novel variant of the Mailman algorithm for left multiplication

The EM algorithm requires alternate left and right multiplication of genotype matrix G in

the E- and M-steps respectively. One approach to using the Mailman algorithm for each

step consists of partitioning G along the columns and the rows respectively followed by

computing decompositions of each of the resulting sub-matrices. This approach, however,

doubles the memory requirement of the resulting algorithm. Instead, we propose a variant

of the Mailman algorithm for left multiplication of a matrix with a vector that uses the same

decomposition as for right multiplication.

Recall that for right multiplication, we would like to compute c = Ab for an arbitrary

real-valued vector b and a m×n matrix A whose entries take values in {0, 1, 2}. We assume

that m = ⌈log3(n)⌉. The Mailman algorithm decomposes A as A = UmP . Here Um is

the m × m0 matrix whose columns containing all m0 = 3m possible vectors over {0, 1, 2}

of length m. P is a m0 × n matrix. We set an entry Pi,j to 1 if column j of A matches

column i of Um: A(j) = U
(i)
m . All other entries of P are set to zero. The decomposition of

any matrix A into Um and P can be done in O(nm) time. Given this decomposition, the

desired product c is computed in two steps, each of which has O(n) time complexity [34]:

d = Pb, c = Umd

We now describe an algorithm to compute fT = eTA using the same decomposition
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A = UmP . As in the setting of right multiplication, this algorithm proceeds in two steps:

gT = eTUm, fT = gTP

For the first step, we have:

gT = eTUm =
(
e1 eT

2:m

) 0T
3m−1 1T

3m−1 2T
3m−1

Um−1 Um−1 Um−1


=

(
eT
2:mUm−1 e113m−1 + eT

2:mUm−1 e12
T
3m−1 + eT

2:mUm−1

)
(A.5)

Here e1 is the first element of e and eT
2:m is a vector of length m−1 consisting of elements

2 to m of vector e.

This gives us a recursive algorithm to compute g with base case :

emU 1 = em

(
0 1 2

)
=

(
0 em 2em

)
(A.6)

The time complexity of this algorithm is given by T (m) ≤ 3m + T (m − 1) ≤ 3m+1 =

3× 3⌈log3(n)⌉ = O(n).

For the second step, note that each column of P has exactly one non-zero entry (with

value equal to one). Thus, each entry of f can be computed in constant time so that f can

be computed in O(3m) = O(n) time.

Thus, the total time complexity of computing f is O(n) instead of O(n log3(n)) using

naive matrix-vector multiplication.

For a general matrix A where m > ⌈log3(n)⌉, we partition A =


A1

A2

...

AB

 into B =

⌈ m
log3(n)

⌉ sub-matrices each of size ⌈log3(n) × n⌉ and decompose each Ab = UnP b. To now
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compute fT = eTA, we compute
∑B

b=1 e
T
b Ab. Each product can be computed in O(n) time

so that f can be computed in O( nm
log3(n)

).

A.7 Convergence of ProPCA in the noiseless setting

There are several techniques to analyze the convergence properties of ProPCA. Under the

assumption that the linear Gaussian model is true, convergence results of the EM algorithm

can be invoked [178]. An alternate view of convergence in the setting where σ2 → 0 arises

from viewing the EM updates as mathematically equivalent to alternating least squares [179].

In this view, we can show that the spectral norm of the reconstruction error, i.e., the error

between the data matrix Y and its rank-k approximation CX, decreases to the optimal

value at a rate that is exponential in the number of iterations. Our arguments follow from

a combination of previous theoretical results.

The range of the matrix C(t) obtained at the end of iteration t of the EM algorithm is

the same as the range of the matrix Y Y Tt
C0 (Theorem 5 of Szlam et al. 2017). Setting

C0 = Y Ω where Ω where Ω is a n × l matrix (l = 2k) with entries drawn independently

from a standard normal distribution. Let Q(t) denote the orthonormal basis for the range of

C(t). Then E
[
∥Y −Q(t)Q(t)TY

]
∥ ≤ (1 + α)

1
2t+1σk+1 (Corollary 10.10 of Halko et al., 2009).

Here σk+1 is the (k + 1)st largest singular value of Y and α is a constant that depends on

the m,n and k.

A.8 Exploring the contribution of the Mailman algorithm to scal-

ability

To explore the contribution of the Mailman algorithm to the scalability, we explored vari-

ants of the EM algorithm underlying ProPCA that differ in the implementation of the core

genotype matrix-vector multiplication. In addition to the Mailman algorithm for genotype

matrix-vector multiplication (EM-Mailman), we considered an implementation where the
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genotypes are stored as a matrix of doubles using the Eigen matrix library [180] (EM1) as

well as another implementation where the genotypes are stored in a compact representa-

tion in which each genotype is represented using two bits (EM2). The representation in

EM2 is expected to be memory-efficient relative to EM1. However, since EM1 represents

genotypes directly as a matrix object in Eigen, we expect EM1 to be computationally more

efficient. Figure A.12 supports this intuition. EM1 could only be applied to sample sizes

of up to 70, 000 before reaching our memory limit. While EM2 can run sample sizes up to

1, 000, 000, it is more than two orders of magnitude slower than EM-Mailman. While EM1

is substantially faster, EM-Mailman is about three times faster. We expect that, even if

memory were not a constraint, the Mailman algorithm would remain faster than the basic

EM algorithm. We note that the Mailman algorithm is only 3-4 times faster than the basic

EM algorithm instead of the log factor predicted by theory. We suspect that a reason for

this gap is that the Mailman algorithm, as implemented, has not been optimized for specific

computing architectures unlike standard matrix algorithms.
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Figure A.1: ProPCA is efficient at computing large numbers of PCs. Comparison
of methods when calculating differing numbers of principal components. We computed
principal components ranging from 1-40 on a dataset containing 20 populations separated
at Fst = 0.01, 10, 000 individuals, and 50, 000 SNPs. All methods were run with default
settings.
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Figure A.2: ProPCA has faster per-iteration runtimes versus FastPCA: Comparison
of average per-iteration runtimes over simulated genotype data containing 100, 000 SNPs,
six subpopulations, Fst = 0.10 and individuals varying from 10, 000 to 1, 000, 00. We were
unable to leverage the source code for FlashPCA2 for this comparison.
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Figure A.3: ProPCA is computationally efficient relative to other methods. We
compute the total time taken to estimate the top five principal components as a function
of a measure of accuracy (MEV) for ProPCA compared to FastPCA and FlashPCA2. We
performed these comparisons on simulated genotype data containing 50, 000 SNPs, 10, 000
individuals, six subpopulations, and Fst ∈ {0.001, 0.005, 0.01}.
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Figure A.4: ProPCA memory usage scales linearly. We display the memory usage in
gigabytes of each method when computing the top 5 principal components. Figure A.4a
show the average memory usage from each method over 10 runs on a dataset containing six
populations separated at FST = 0.01, 100, 000 SNPs, and individuals varying from 100,000
to 1,000,000. Figure A.4b shows a similar result, but with 100, 000 individuals and SNPs
varying from 100,000 to 1,000,000 over a single run. All methods were run using default
settings. We were unable to run bigstatsr for the SNPs experiment due to a bug that causes
the method to crash in the presence of monomorphic SNPs.
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Figure A.5: ProPCA estimates principal components that are qualitatively indis-
tinguishable from a full SVD on 1000 Genomes Phase 1 data. We applied our
method to genotype data from Phase 1 of the 1000 Genomes project. On a dataset of 1, 092
individuals and 442, 350 SNPs, ProPCA computes the top five PCs in about 17 seconds on
a single core. The top two PCs computed by ProPCA and by running SVD on this data set
are qualitatively indistinguishable. EM refers to ProPCA.
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Figure A.6: Scatterplot pairs between the projections of the first five principal
components of the unrelated White British: Plotting pairs of the first five principal
components reveals structure amongst the unrelated White British. This structure dimin-
ishes as we increase the number principal components used.
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Figure A.7: Principal component scores of the unrelated White British overlaid
on a map of the UK: Using birth location data available in the UK Biobank, we placed
a scatter plot colored by principal component score to reveal geographic variation captured
by the principal components.
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Figure A.8: The selection statistic is calibrated in the unrelated White British: We
plot the theoretical quantiles of the χ2

1 distribution against each of the empirical quantiles
observed from the first five principal components. All five principal components follow the
theoretical distribution well until the upper tail. We additionally show the calibration of the
combined statistic against the theoretical quantiles of the χ2

5 distribution.
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Figure A.9: Boxplot of estimated allelic ages of putative signals of selection: Using
allelic age estimates from the Human Genome Dating Atlas of Variant Age, we compared
the estimated allelic ages of the significant signals of selection in Field et al. 2016 (SDS score
> 4) and signals found by our own selection statistic. The x-axis denotes different clock
models used to estimate allelic ages while allelic age estimates are denoted in generations
on the y-axis. The joint clock model estimates allelic age using information from both the
recombination and mutational clock models.

88



●

●

●

●

●

●

0.4

0.6

0.8

1.0

0 100 200
Sample Size (x1000)

P
ro

po
rt

io
n 

of
 T

ot
al

 H
its

Figure A.10: Proportion of total number of selection signal hits as a function
of sample size: To further illustrate the importance of large sample sizes for biological
discovery, we analyzed how many selection signals we could discover as a function of sample
size. We randomly subsampled 10,000, 50,000, 100,000, and 200,000 individuals from the
White British populations and performed our selection scan. The x-axis denotes sample size
in thousands and the y-axis denotes the proportions of total hits discovered.
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Figure A.11: ProPCA infers more accurate principal components (PCs) in the
presence of missing data compared to imputed genotypes: We compared the MEV
from eigenvectors calculated from both modes of ProPCA with ground truth eigenvectors
from performing a full SVD.We evaluated performance at 5% and 20% randommissing values
at 5 (A.11a) and 10 principal components (A.11b). We additionally compared ProPCA to
mean imputation followed by a full SVD (A.11c). The data consists of simulated genotype
data of 50, 000 SNPs from 10, 000 individuals from 5 populations for 5 PCs and 10 populations
for 10 PCs separated by a range of Fst values. This process was repeated ten times to measure
variability. Error bars denoting one standard deviation are shown for each point.
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Figure A.12: The Mailman matrix-vector multiplication contributes to the scala-
bility of ProPCA: We compare the time taken to compute the top five principal compo-
nents by the EM algorithm underlying ProPCA when used in conjunction with the Mailman
algorithm and without. We performed these comparisons on simulated genotype data con-
taining 100, 000 SNPs, six subpopulations, Fst = 0.10 and individuals varying from 10, 000
to 1, 000, 000. Figure A.12a compares the runtime of the EM algorithm with the Mailman
matrix-vector multiplication to an EM algorithm where the genotypes are represented as a
matrix of doubles (EM1). With this representation, the EM algorithm could only be applied
to sample sizes of at most 70, 000 individuals due to memory constraints. Figure A.12b
compares the runtime of the EM algorithm with the Mailman matrix-vector multiplication
to an EM algorithm where genotypes are represented in a compact representation (EM2).
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PC5 PC10 PC15 PC20 PC25 PC30 PC35 PC40
bigsnpr 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000

FlashPCA2 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
PLINK2 0.9816 1.0000 0.9990 0.9999 0.9981 0.9998 0.9999 1.0000
ProPCA 0.9825 0.9994 0.9932 0.9975 0.9991 0.9999 1.0000 1.0000
TeraPCA 0.9996 0.9943 0.6714 0.5000 0.9247 0.9505 0.9429 0.9548
FastPCA 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 NA NA

Table A.1: Comparison of accuracy of methods to estimate principal components
on the genotype data from the 1000 Genomes Phase 1 project. We compared the
accuracy of the ProPCA algorithm, bigsnpr, FlashPCA2, PLINK2, TeraPCA, and FastPCA
when applied to 1092 individuals in the 1000 Genomes Phase 1 project. We report MEV
averaged over ten trials. FastPCA gave us a segmentation fault for estimation of ≥ 35 PCs.
We ran all methods using default settings.
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PC1 PC2 PC3 PC4 PC5
Longitude -0.39 (0) -0.06 (6.29e-188) -0.18 (0) 0.03 (4.88e-42) -0.11 (0)
Latitude 0.38 (0) -0.41 (0) 0.16 (0) -0.05 (1.06e-141) 0.32 (0)

Table A.2: Pearson correlation between principal components and birth location
coordinates in the unrelated White British. Pearson correlation between the principal
components and birth location coordinates reveals that the principal components unveil
geographic variation. P-values from Pearson correlation t-test is shown in parentheses on
the right.
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λGC PC1 PC2 PC3 PC4 PC5 Combined
Statistic 0.961 0.970 0.979 0.955 0.958 0.962
Galinsky 1.017 0.904 0.900 0.791 0.794 0.877

Table A.3: Selection statistics are not substantially inflated. We calculated the λGC

values for each principal component and the combined statistic to check for inflation. In the
unrelated White British set, the calculated values show that our selection statistics are not
substantially inflated (top row). Furthermore, we show that the previously related statistic
proposed by Galinsky et al. 2016 does not calibrate as well as our statistics based on λGC

values (bottom row).
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Table A.4: Table of significant SNPs found by selection scan on unrelated White
British. Our selection scan on the unrelated White British population resulted in 59 sig-
nificant SNPs. Our significance threshold was a Bonferroni corrected p < 0.05. Bonferroni
corrected p-values are shown.

SNP PC1 PC2 PC3 PC4 PC5

rs79907870 1 0.00799562 1 1 1

rs6670894 1 0.01540734 1 1 1

rs7570971 2.64E-09 1 0.05250026 1 1

Affx-17900027 4.70E-05 1 0.94915971 1 1

rs1375132 0.00063193 1 0.92775578 1 1

rs1446585 1.70E-07 1 0.00158508 1 1

rs2322659 0.00089443 1 0.22033712 1 1

rs2236783 3.40E-06 1 0.03538101 1 1

rs309125 3.38E-06 1 0.01891111 1 1

rs6716536 2.43E-05 1 0.05178926 1 1

rs13131593 1 1 1 1 4.93E-05

rs7660102 1 1 1 1 2.39E-05

rs11729638 1 1 0.16162614 1 8.50E-06

rs6853255 1 1 0.70035187 1 0.00103318

Affx-35294751 0.00073162 1 0.00026216 1 2.53E-07

rs10776483 0.00046787 0.02786821 0.00024183 1 3.89E-07

rs11096955 0.00030116 1 4.18E-08 1 1.14E-07

rs11096956 0.000265 0.01418271 0.00029435 1 2.50E-07

rs11096957 0.00038658 1 4.61E-08 1 1.21E-07

rs73236616 7.69E-05 0.80738365 4.96E-06 1 3.14E-09

rs5743614 2.80E-09 0.00085802 3.82E-09 1 1.75E-18

rs4833095 1.80E-09 0.00034064 1.56E-09 1 4.64E-18

rs5743566 8.29E-05 1 6.60E-06 1 5.37E-09

rs5743560 7.09E-05 1 7.21E-06 1 1.23E-09

rs5743810 1 1 1 1 1.23E-05

rs6531668 1 1 1 1 4.23E-05

rs73236633 9.99E-05 0.9429865 0.0002819 1 3.26E-08

rs73236649 0.00022931 1 0.00014038 1 8.51E-08

rs6851685 4.57E-08 0.0160796 4.90E-06 1 8.14E-15

rs4833106 1 1 1 1 0.01083497

rs112873858 1 1 1 8.29E-05 1

rs79194719 1 0.02475552 1 0.0193468 1

rs77635680 1 0.00068717 1 0.03656091 1

rs7773997 1.34E-06 1 1 1 1

rs3778607 1.53E-05 1 1 1 1

rs872071 4.99E-05 1 1 1 1

Continued on next page
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Continued on previous page

SNP PC1 PC2 PC3 PC4 PC5

rs9378805 0.00018458 1 1 1 1

rs62389423 8.80E-36 1 1 1 0.00696174

rs1473909 0.00289641 1 1 1 1

rs6918152 0.00291115 1 1 1 1

rs9267810 0.0330364 1 1 1 1

rs2269424 0.02367807 1 1 1 1

rs1061807 0.02433184 1 1 1 1

rs9267817 0.0191211 1 1 1 1

rs1035798 0.04542733 1 1 1 1

rs12380860 1 0.02669599 1 1 1

rs1129038 1 0.00245893 1 1 1

rs12913832 1 0.00161319 1 1 1

rs62048361 1 0.01231594 1 1 1

rs61747071 1 0.00648571 1 1 1

rs516246 0.00267139 1 1 1 1

rs492602 0.00217383 1 1 1 1

rs681343 0.00231481 1 1 1 1

rs601338 0.00234875 1 1 1 1

rs602662 0.01882034 1 1 1 1

rs485186 0.02395844 1 1 1 1

rs504963 0.01839202 1 1 1 1

rs503279 0.0163532 1 1 1 1

rs676388 0.04348389 1 1 1 1
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CHR POS rsid Gene PC1 Other Gene Hits in Window
2 135837906 rs7570971 RAB3GAP1 2.64E-09 RAB3GAP1,R3HDM1,LCT
4 38799710 rs4833095 TLR1 1.80E-09 TLR10,TLR1,TLR6,FAM114A1
6 421281 rs62389423 8.80E-36 IRF4,EXOC2
6 32139813 rs9267817 0.019121 HLA
19 49206417 rs492602 FUT2 0.002174 FUT2
CHR POS rsid Gene PC2 Other Gene Hits in Window
1 2240074 rs79907870 SKI 0.007996 SKI
1 116977051 rs6670894 0.015407
4 38799710 rs4833095 TLR1 0.000341 TLR10,TLR1,FAM114A1
5 164861910 rs77635680 0.000687
9 13954710 rs12380860 0.026696
15 28365618 rs12913832 HERC2 0.001613 HERC2
16 53720436 rs61747071 RPGRIP1L 0.006486 RPGRIP1L
CHR POS rsid Gene PC3 Other Gene Hits in Window
2 136407479 rs1446585 R3HDM1 0.001585 R3HDM1,LCT
4 38799710 rs4833095 TLR1 1.56E-09 TLR10,TLR1,TLR6,FAM114A1
CHR POS rsid Gene PC4 Other Gene Hits in Window
4 89323743 rs112873858 HERC6 8.29E-05 HERC6
5 164847509 rs79194719 0.019347
CHR POS rsid Gene PC5 Other Gene Hits in Window
4 38798935 rs5743614 TLR1 1.75E-18 TLR10,TLR1,TLR6,FAM114A1
6 421281 rs62389423 0.006962

Table A.5: Principal component selection scan reveals 12 unique loci under selec-
tion across the top five principal components. We obtained 59 selection hits across the
first five principal components of the unrelated White British subset of the UK Biobank. We
clustered these hits into 12 unique loci by aggregating all significant hits into 1 Mb windows
centered around the most significant hits. Other genes with significant hits that are within
the 1 Mb window are listed in the last column.
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Region rs79907870 rs6670894 rs9856661 rs112873858 rs116352364 rs77635680 rs118079376 rs12380860 rs4986790 rs12913832 rs61747071
Cardiff and Vale of Glamorgan 1.45E-05 0.1969244 1 1 1 0.01750364 1 0.00700611 0.41743406 5.48E-08 3.95E-08
Central Valleys 3.70E-08 1.09E-12 1 1 1 9.32E-05 1 4.86E-14 0.05081134 4.46E-07 1.96E-09
Gwent Valleys 9.68E-05 1 1 1 1 1 1 1.06E-09 1 0.00194891 1.67E-11
Bridgend and Neath Port Talbot 5.05E-09 2.15E-06 1 1 1 0.42357784 1 6.56E-05 1 0.0187777 8.11E-07
South West Wales 8.00E-07 4.27E-07 1 1 1 0.00616006 1 2.09E-07 1 6.69E-06 3.64E-11
Flintshire and Wrexham 0.00857823 1 0.00108963 0.08038258 0.00050635 9.87E-16 5.11E-07 0.0284304 1 1 1
Swansea 6.66E-06 7.73E-06 1 1 0.6076096 0.01796713 1 0.00011823 1 2.27E-07 8.98E-05
Conwy and Denbighshire 3.98E-05 1 1 2.72E-08 3.14E-05 6.35E-10 0.07236678 1 1 1 1
Wirral 1 1 1 9.19E-06 0.01890679 0.21626338 1 1 1 1 1
Gwynedd 1 1 0.15212484 1 1 1.70E-07 0.64368483 0.00047818 1 1 1
Calderdale and Kirklees 1 1 1 1 1 0.00013276 1 1 1 1 1
Stoke-on-Trent 1 1 1 1 1 0.01602871 1 1 1 1 1
Shropshire CC 1 1 1 1 1 7.97E-10 1 1 1 1 1
Powys 1 1 1 1 1 1 1 0.00278546 1 1 1
Tyneside 1 1 0.42547449 1 0.86933517 1 1 1 2.80E-07 0.25743043 0.01778222
Liverpool 1 0.59063574 1 1 1 0.40703851 1 1 0.0217454 1 1
Aberdeen City and Aberdeenshire 1 1 1 1 1 1 1 1 0.0138983 1 1
Glasgow City 1 1 1 1 1 1 1 1 5.78E-36 1 1
Bristol, City of 1 1 1 1 1 1 1 1 1.39E-05 0.02274959 1
Bath and North East Somerset, North Somerset and South Gloucestershire 1 1 1 1 1 1 1 1 4.27E-05 0.20396962 1
Angus and Dundee City 1 1 1 1 1 1 1 1 0.00142624 1 1
North Lanarkshire 1 1 0.71591595 1 1 1 1 1 0.00874928 1 1
Edinburgh, City of 1 1 1 1 1 1 1 1 3.10E-18 1 1
Perth & Kinross and Stirling 1 1 1 1 1 1 1 1 1.49E-05 1 1
Sefton 1 1 1 1 1 1 1 1 0.00819986 1 1
South Lanarkshire 1 1 1 1 1 1 1 1 0.00037579 1 1
Inverclyde, East Renfrewshire and Renfrewshire 1 1 1 1 1 1 1 1 0.00021506 1 1
Clackmannanshire and Fife 1 1 1 1 1 1 1 1 2.40E-08 1 1
Falkirk 1 1 1 1 1 1 1 1 0.03926723 1 1
Na h-Eileanan Siar (Western Isles) 1 1 1 1 1 1 1 1 0.00188611 1 1

Table A.6: Allele frequency tests between NUTS3 regions at novel loci confirms
differences between geographic regions. We performed a two-tailed proportion test
for our novel loci between the allele frequency in each individual region from the NUTS3
classification of the United Kingdom against the frequency from every other region. We
corrected the p-values using the Bonferroni correction (11 loci × 163 regions). The corrected
p-values for regions passing the significance threshold are shown in the table.
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CHR POS rsid Gene P Other Gene Hits in Window PC1 PC2 PC3 PC4 PC5
1 2240074 rs79907870 SKI 0.046830 SKI 1.27 35.48 4.63 2.15 1.38
2 136407479 rs1446585 R3HDM1 1.66E-14 RAB3GAP1,R3HDM1,UBXN4,LCT 56.55 2.40 38.63 2.12 5.02
3 54077256 rs9856661* 0.020002 0.94 9.18 12.43 0.72 23.45
4 89323743 rs112873858 HERC6 2.18E-05 HERC6 0.02 7.65 2.70 44.40 6.36
4 38799710 rs4833095 TLR1 6.22E-53 TLR10,TLR1,TLR6,FAM114A1 65.50 41.64 65.78 7.13 104.60
5 162948205 rs116352364* 0.000162 0.00 13.68 21.83 16.15 5.27
5 164861910 rs77635680 3.81E-11 2.81 40.26 5.00 32.52 8.16
6 32526736 rs111586361 HLA-DRB5 0.003826 HLA-DRB5 24.43 0.29 11.32 1.25 12.94
6 421281 rs62389423 7.11E-47 IRF4,EXOC2 185.64 13.97 12.09 8.97 35.75
7 38463542 rs118079376* AMPH 0.000817 AMPH 1.08 0.01 6.36 18.80 27.26
9 120475302 rs4986790* TLR4 2.35E-05 TLR4 20.37 25.98 1.68 0.67 12.29
15 28365618 rs12913832 HERC2 0.012037 HERC2 0.07 38.60 5.57 3.42 0.16
16 53720436 rs61747071 RPGRIP1L 0.012396 RPGRIP1L 0.76 35.88 4.67 6.39 0.05
19 49206417 rs492602 FUT2 0.000505 FUT2 38.02 12.08 0.33 3.03 1.08

Table A.7: Combined selection statistic across the top five principal components
reveals four additional novel loci. We discover four additional novel loci using our
combined selection statistic from the first five principal components. Loci not found in the
individual PC selection statistics are denoted by an asterik in the rsid column. The chi-
squared statistic (one degree of freedom) for each principal component is shown in the last
five columns of the table.
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SNP Genes in Window P Phenotype
rs12913832 HERC2 0 pigment_HAIR_blackmale

0 pigment_HAIR_blonde
0 pigment_HAIR_darkbrown
0 pigment_HAIR
9.70E-103 pigment_HAIR_red
0 pigment_SKIN
1.50E-138 pigment_SUNBURN
0 pigment_TANNING

rs492602 FUT2 2.50E-09 blood_HIGH_LIGHT_SCATTER_RETICULOCYTE_COUNT
1.80E-53 blood_MEAN_PLATELET_VOL
5.20E-11 blood_MEAN_SPHERED_CELL_VOL
9.70E-18 blood_PLATELET_COUNT
1.10E-08 body_HEIGHTz
7.50E-13 bp_DIASTOLICadjMEDz
1.20E-12 bp_SYSTOLICadjMEDz
9.40E-19 disease_CARDIOVASCULAR
2.60E-21 disease_HI_CHOL_SELF_REP
1.60E-09 disease_HYPERTENSION_DIAGNOSED
8.80E-12 lung_FEV1FVCzSMOKE

rs62389423 IRF4,EXOC2 6.80E-29 blood_EOSINOPHIL_COUNT
4.70E-19 blood_LYMPHOCYTE_COUNT
2.20E-16 blood_WHITE_COUNT
2.40E-68 body_BALDING1
2.00E-66 body_BALDING4
3.20E-31 cancer_ALL
0 pigment_HAIR_blackmale
0 pigment_HAIR_blonde
0 pigment_HAIR_darkbrown
0 pigment_HAIR
1.90E-33 pigment_HAIR_red
0 pigment_SKIN
0 pigment_SUNBURN
0 pigment_TANNING

rs7570971 RAB3GAP1,R3HDM1,LCT 1.90E-08 blood_EOSINOPHIL_COUNT
1.70E-09 blood_RED_COUNT
2.60E-15 lung_FVCzSMOKE

rs9267817 HLA 2.50E-10 blood_MEAN_PLATELET_VOL
6.30E-13 blood_MONOCYTE_COUNT
3.70E-16 blood_RBC_DISTRIB_WIDTH
1.00E-13 body_HEIGHTz
7.00E-10 bp_SYSTOLICadjMEDz
2.40E-13 impedance_BASAL_METABOLIC_RATEz
6.10E-27 lung_FEV1FVCzSMOKE

Table A.8: Selection hits are associated with phenotypes in the UK Biobank. We
ran genome-wide association tests for 64 phenotypes in the full release of the UK Biobank
for each of our loci. Phenotypes shown reached a p-value of genome-wide significance level
(0.05× 10−6).
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SNP Genes in Window Phenotype Code P Phenotype
rs12913832 HERC2 INI1737 6.61E-24 Childhood_sunburn_occasions
rs492602 FUT2 INI3064 1.28E-09 Peak_expiratory_flow_(PEF)

INI50 2.00E-11 Standing_height
HC269 1.55E-14 high_cholesterol
HC273 4.35E-08 essential_hypertension
HC357 3.96E-10 duodenal_ulcer
INI1289 4.42E-09 Cooked_vegetable_intake
INI20015 1.51E-08 Sitting_height
INI24019 3.36E-09 Particulate_matter_air_pollution_(pm10);_2007
HC188 4.85E-17 cholelithiasis/gall_stones
HC215 8.22E-13 hypertension
HC225 6.19E-14 cholecystitis

rs5743614 TLR10,TLR1,TLR6,FAM114A1 HC382 4.97E-11 asthma
HC49 1.18E-14 hayfever/allergic_rhinitis
INI24019 1.25E-64 Particulate_matter_air_pollution_(pm10);_2007

rs62389423 IRF4,EXOC2 INI30120 1.62E-11 Lymphocyte_count
INI30150 1.17E-14 Eosinophill_count
INI30210 4.74E-08 Eosinophill_percentage
INI50 1.26E-08 Standing_height
INI134 3.57E-09 Number_of_self-reported_cancers
INI1737 8.62E-164 Childhood_sunburn_occasions
INI1873 6.06E-18 Number_of_full_brothers
INI24004 1.66E-12 Nitrogen_oxides_air_pollution;_2010
INI24006 7.33E-17 Particulate_matter_air_pollution_(pm2.5);_2010
INI24017 6.46E-13 Nitrogen_dioxide_air_pollution;_2006
cancer1003 2.41E-87 skin_cancer
cancer1060 2.05E-99 non-melanoma_skin_cancer
FH1001 3.98E-18 Lung_cancer

rs7570971 RAB3GAP1,R3HDM1,LCT INI3062 1.11E-08 Forced_vital_capacity_(FVC)
INI23100 1.37E-08 Whole_body_fat_mass
INI24019 5.36E-12 Particulate_matter_air_pollution_(pm10);_2007

rs9267817 HLA INI30100 1.36E-10 Mean_platelet_(thrombocyte)_volume
INI30150 3.16E-16 Eosinophill_count
INI46 1.31E-09 Hand_grip_strength_(left)
INI50 1.51E-24 Standing_height
HC303 5.00E-49 malabsorption/coeliac_disease
INI20015 1.63E-14 Sitting_height
INI21002 7.44E-12 Weight
INI23098 2.31E-11 Weight
INI24019 1.33E-10 Particulate_matter_air_pollution_(pm10);_2007
FH1065 7.46E-11 High_blood_pressure
HC215 3.20E-10 hypertension

Table A.9: Selection hits are associated with phenotypes from the Global Biobank
Engine. We queried the Global Biobank Engine for associations from our loci. The Global
Biobank Engine contains GWAS results for many more phenotypes than those available
in the UK Biobank. Phenotypes shown are significant at genome-wide significance level
(0.05× 10−6).
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APPENDIX B

Supplementary Material - Inferring population

structure in biobank-scale genomic data
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Figure B.1: Population structure inference for simulations under PSD model gen-
erated using Human Genomes Diversity Project data. PSD model parameters were
drawn from HGDP data to generate a simulation dataset with 10,000 samples and 10,000
SNPs. The true admixture proportions and resulting inferred admixture proportions from
each method are shown. Colors and order of samples are matched between each method to
the truth.
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Figure B.2: Population structure inference for simulations under PSD model gen-
erated using 1000 Genomes Phase 3 data. PSD model parameters were drawn from
TGP data to generate a simulation dataset with 10,000 samples and 1 million SNPs. The
true admixture proportions and resulting inferred admixture proportions from each method
are shown. Colors and order of samples are matched between each method to the truth.
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Figure B.3: Population structure inference for simulations under PSD model gen-
erated using 1000 Genomes Phase 3 data. PSD model parameters were drawn from
TGP data to generate a simulation dataset with 100,000 samples and 1 million SNPs. The
true admixture proportions and resulting inferred admixture proportions from each method
are shown. Colors and order of samples are matched between each method to the truth.
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Figure B.4: Population structure inference for simulations under PSD model gen-
erated using 1000 Genomes Phase 3 data. PSD model parameters were drawn from
TGP data to generate a simulation dataset with 1 million samples and SNPs. The true
admixture proportions and resulting inferred admixture proportions are shown. Colors and
order of samples are matched between SCOPE and the true admixture proportions.
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Figure B.5: Population structure inference for simulations under a spatial model
generated using Human Genome Diversity Project data. Model parameters were
drawn from HGDP data to generate a simulation dataset with 10,000 samples and 10,000
SNPs under a spatial model (see Methods). The true admixture proportions and resulting
inferred admixture proportions from each method are shown. Colors and order of samples
are matched between each method to the truth.
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Figure B.6: Population structure inference for simulations under a spatial model
generated using 1000 Genomes Phase 3 data. Model parameters were drawn from TGP
data to generate a simulation dataset with 10,000 samples and 100,000 SNPs under a spatial
model (see Methods). The true admixture proportions and resulting inferred admixture
proportions from each method are shown. Colors and order of samples are matched between
each method to the truth.
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Figure B.7: Population structure inference for simulations under a spatial model
generated using 1000 Genomes Phase 3 data. Model parameters were drawn from TGP
data to generate a simulation dataset with 10,000 samples and 1 millions SNPs under a spatial
model (see Methods). The true admixture proportions and resulting inferred admixture
proportions from each method are shown. Colors and order of samples are matched between
each method to the truth.
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Figure B.8: Agreement between different runs of SCOPE. We ran five replicates of
SCOPE on our 6 population HGDP PSD simulation (B.8a), our 6 population TGP PSD
simulation (B.8b), the HGDP dataset (B.8c), and the HO dataset (B.8d) from 2 to 40
inferred populations. Each boxplot is created from the 10 possible combinations of the
five replicates. Jensen-Shannon divergence (top) and root-mean-square error (bottom) are
calculated for each of combination.
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Figure B.9: Excluding one replicate decreases variability between runs. We repeated
the calculations as in Figure B.8, but excluded one replicate. When excluding one of the five
replicates, the variability between different runs of SCOPE decreases.
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Figure B.10: Runtime scales linearly with increasing number of latent popula-
tions. SCOPE was run on the HGDP (B.10a) and HO (B.10b) datasets with 2 to 40 latent
populations (k). We ran five replicates for each value of k. The dashed line represents the
least squares estimate for each dataset. Each run of SCOPE was performed using 8 threads.
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Figure B.11: Runtime scales sublinearly with number of threads. SCOPE was run
on our PSD simulation dataset with 10,000 individuals, 1 million SNPs, and 6 latent popula-
tions. We varied the number of threads used from 1-32 and repeated the experiment 5 times
for each number of threads. Means and one standard deviation are shown in the figure.
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Figure B.12: Supervised population structure inference for simulations under the
PSD model generated using 1000 Genomes Phase 3 data. PSD model parameters
were drawn from TGP data to generate a simulation dataset with 10,000 samples and 10,000
SNPs. Both were methods provided the true population allele frequencies as input. Colors
and order of samples are matched between each method to the truth.
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Figure B.13: Supervised population structure inference for simulations under the
PSD model generated using Human Genome Diversity data. PSD model parameters
were drawn from HGDP data to generate a simulation dataset with 10,000 samples and
10,000 SNPs. Both were methods provided the true population allele frequencies as input.
Colors and order of samples are matched between each method to the truth.
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Figure B.14: Supervised population structure inference for simulations under the
PSD model generated using 1000 Genomes Phase 3 data. PSD model parameters
were drawn from TGP data to generate a simulation dataset with 10,000 samples and 1
million SNPs. Both were methods provided the true population allele frequencies as input.
Colors and order of samples are matched between each method to the truth.
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Figure B.15: Supervised population structure inference for simulations under the
PSD model generated using 1000 Genomes Phase 3 data. PSD model parameters
were drawn from TGP data to generate a simulation dataset with 100,000 samples and 1
million SNPs. Both were methods provided the true population allele frequencies as input.
Colors and order of samples are matched between each method to the truth.
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Figure B.16: Supervised population structure inference for simulations under the
PSD model generated using 1000 Genomes Phase 3 data. PSD model parameters
were drawn from TGP data to generate a simulation dataset with 1 million individuals SNPs.
SCOPE was provided the true population allele frequencies as input. Colors and order of
samples are matched between SCOPE and the truth.
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Figure B.17: Supervised population structure inference for simulations under a
spatial model generated using Human Genome Diversity Project data. Model pa-
rameters were drawn from HGDP data to generate a simulation dataset with 10,000 samples
and 10,000 SNPs under a spatial model. Both methods were provided the true population
allele frequencies as input. Colors and order of samples are matched between each method
to the truth.
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Figure B.18: Supervised population structure inference for simulations under a
spatial model generated using 1000 Genomes Phase 3 data. Model parameters were
drawn from TGP data to generate a simulation dataset with 10,000 samples and 100,000
SNPs under a spatial model. Both methods were provided the true population allele fre-
quencies as input. Colors and order of samples are matched between each method to the
truth.
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Figure B.19: Supervised population structure inference for simulations under a
spatial model generated using 1000 Genomes Phase 3 data. Model parameters
were drawn from TGP data to generate a simulation dataset with 10,000 samples and 1
million SNPs under a spatial model. Both methods were provided the true population allele
frequencies as input. Colors and order of samples are matched between each method to the
truth.
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Figure B.20: Population structure inference of 1000 Genomes Phase 3 data using
8 latent populations. Colors are matched between each method and ADMIXTURE.
Samples are ordered through hierarchical clustering (see Methods). The superpopulations
and superpopulations are shown for reference.
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Figure B.21: Population structure inference of Human Genomes Diversity Popu-
lation data using 10 latent populations. Colors are matched between each method and
ADMIXTURE. Samples are ordered through hierarchical clustering (see Methods). HGDP
superpopulation is shown for reference.
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Figure B.22: Population structure inference of Human Origins data using 14 la-
tent populations. Colors and order of samples are matched between each method and
ADMIXTURE. ADMIXTURE was ordered through hierarchical clustering (see Methods).
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Figure B.23: Population structure inference on the UK Biobank with all individ-
uals. We ran population structure inference using SCOPE (488,363 individuals and 569,346
SNPs) in both supervised mode using 1000 Genomes Phase 3 allele frequencies (top) and
unsupervised with 4 latent populations (middle). For reference, we plot the self-identified
race/ethnicity (bottom). Colors and order of samples are matched between each row of
the figure. This is an extended version of Figure 3.4 that includes all self-identified British
samples.
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Figure B.24: Population structure inference on the UK Biobank with 20 latent
populations. We ran population structure inference using SCOPE unsupervised with 20
latent populations on the UK Biobank (488,363 individuals and 147,604 SNPs) (top). For
reference, we plot the self-identified race/ethnicity (bottom). For visualization purposes,
we reduced the number of self-identified British individuals to a random subset of 5, 000
individuals. Colors and order of samples are matched between each row of the figure.
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Figure B.25: Population structure inference on the UK Biobank with 40 latent
populations. We ran population structure inference using SCOPE unsupervised with 40
latent populations on the UK Biobank (488,363 individuals and 147,604 SNPs) (top). For
reference, we plot the self-identified race/ethnicity (bottom). For visualization purposes,
we reduced the number of self-identified British individuals to a random subset of 5, 000
individuals. Colors and order of samples are matched between each row of the figure.
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Table B.1: Kullback-Leibler divergence measurements for methods on simulated
data with truth as first input. Kullback-Leibler divergence (KLD) was computed against
the ground truth admixture proportions for each simulation using truth as first input. Values
are displayed as percentages rounded to one decimal place. Estimated proportions of 0 were
set to 1× 10−9 (see Methods). A ’-’ denotes that the method was not run due to projected
time or memory usage. Bold values denote the best value for each dataset.

Dataset Type Base Dataset k n m ADMIXTURE fastStructure TeraStructure ALStructure sNMF SCOPE
PSD HGDP 6 10,000 10,000 8.3 124.6 48.4 12.3 8.8 12.3
PSD TGP 6 10,000 10,000 3.4 233.5 35.5 7.1 8.8 7.1
PSD TGP 6 10,000 1,000,000 0.2 320.8 0.9 - - 0.5
PSD TGP 6 100,000 1,000,000 - - 1.1 - - 0.6
PSD TGP 6 1,000,000 1,000,000 - - - - - 0.7

Spatial HGDP 6 10,000 10,000 49.22 630.6 20.9 25.6 15.3 31.5
Spatial TGP 6 10,000 10,000 62.8 596.7 9.25 60.6 25.7 58.6
Spatial TGP 10 10,000 100,000 134.0 778.1 27.2 116.9 47.91 85.2
Spatial TGP 10 10,000 1,000,000 - - 30.5 - - 85.6

Table B.2: Kullback-Leibler divergence measurements for methods on simulated
data with truth as second input. Kullback-Leibler (KLD) was computed against the
ground truth admixture proportions for each simulation using truth as second input. Values
are displayed as percentages rounded to one decimal place. Estimated proportions of 0 were
set to 1× 10−9 (see Methods). A ’-’ denotes that the method was not run due to projected
time or memory usage. Bold values denote the best value for each dataset.

Dataset Type Base Dataset k n m ADMIXTURE fastStructure TeraStructure ALStructure sNMF SCOPE
PSD HGDP 6 10,000 10,000 313.5 219.8 1560.7 476.9 311.5 476.0
PSD TGP 6 10,000 10,000 91.84 197.9 769.7 260.8 311.5 259.3
PSD TGP 6 10,000 1,000,000 1.6 175.9 16.0 - - 25.87
PSD TGP 6 100,000 1,000,000 - - 40.4 - - 35.6
PSD TGP 6 1,000,000 1,000,000 - - - - - 38.3

Spatial HGDP 6 10,000 10,000 24.9 127.2 30.4 8.0 8.8 9.9
Spatial TGP 6 10,000 10,000 25.1 111.0 10.8 12.3 15.0 11.8
Spatial TGP 10 10,000 100,000 56.8 136.8 33.7 32.3 23.9 22.9
Spatial TGP 10 10,000 1,000,000 - - 29.2 - - 29.5
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Table B.3: Memory usage of methods on simulated and real datasets. ADMIX-
TURE, TeraStructure, sNMF, and SCOPE were run using 8 threads. ALStructure and
fastStructure were run on a single thread due to their lack of multithreading implementa-
tions. TeraStructure’s ’-rfreq’ parameter was set to 10% of the number of SNPs. A ’-’ denotes
that the method was not run due to projected time or memory usage. Default parameters
were used otherwise. Memory is displayed in gigabytes (GB). Bold values denote the best
value for each dataset.

Dataset Type Base Dataset k n m ADMIXTURE fastStructure TeraStructure ALStructure sNMF SCOPE
PSD HGDP 6 10,000 10,000 0.12 0.17 0.12 7.30 0.04 0.14
PSD TGP 6 10,000 10,000 0.12 0.16 0.12 7.30 0.04 0.14
PSD TGP 6 10,000 1,000,000 10.66 10.66 9.96 - - 12.60
PSD TGP 6 100,000 1,000,000 - - 94.38 - - 93.47
PSD TGP 6 1,000,000 1,000,000 - - - - - 746.19

Spatial HGDP 6 10,000 10,000 0.12 0.17 0.12 7.30 0.04 0.14
Spatial TGP 6 10,000 10,000 0.12 0.16 0.12 7.30 0.04 0.14
Spatial TGP 10 10,000 100,000 1.17 1.33 1.05 33.20 0.38 1.28
Spatial TGP 10 10,000 1,000,000 - - 10.30 - - 12.69
Real HGDP 10 940 642,951 1.94 1.99 1.17 24.38 0.36 1.30
Real HO 14 1,931 385,089 1.83 1.89 1.21 27.45 0.38 1.53
Real TGP 8 1,718 1,854,622 6.20 6.18 4.44 145.49 - 6.34
Real UKB 4 488,363 569,346 - - - - - 230.57
Real UKB 20 488,363 147,604 - - - - - 60.92
Real UKB 40 488,363 147,604 - - - - - 62.01

Table B.4: Accuracy of supervised population structure inference for SCOPE and
ADMIXTURE using supplied allele frequencies on simulations. True allele frequen-
cies were supplied to each method. Root-mean-square error (RMSE) and Jensen-Shannon
Divergence (JSD) were computed against the true admixture proportions. Estimated pro-
portions of 0 were set to 1 × 10−9 for JSD calculations (see Methods). A ”-” denotes that
the method was not run for that dataset due to time or memory constraints. Values are
displayed as percentages. Bold values denote the best value for each dataset.

SCOPE ADMIXTURE
Dataset Type Base Dataset k n m RMSE JSD RMSE JSD

PSD HGDP 6 10,000 10,000 2.9 1.5 2.6 1.2
PSD TGP 6 10,000 10,000 2.0 0.9 1.6 0.6
PSD TGP 6 10,000 1,000,000 0.2 0.1 0.2 0.03
PSD TGP 6 100,000 1,000,000 0.2 0.1 0.2 0.03
PSD TGP 6 1,000,000 1,000,000 0.2 0.1 - -

Spatial HGDP 6 10,000 10,000 2.4 0.6 3.2 0.9
Spatial TGP 6 10,000 10,000 1.7 0.3 2.2 0.4
Spatial TGP 10 10,000 100,000 0.6 0.3 0.7 0.3
Spatial TGP 10 10,000 1,000,000 0.3 0.1 0.2 0.1
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Table B.5: Prediction accuracy of self-identified race and ethnicity using inferred
admixture proportions. We trained multinomial logistic regression models using the
inferred admixture proportions from each method to predict SIRE labels. For TGP, we
predicted 5 superpopulation labels corresponding to continental ancestry from 8 inferred
latent populations. For HGDP, we predicted 7 continental ancestry populations from 10
inferred latent populations. Training accuracy as a percentage is reported. sNMF was not
able to be run on TGP due to its disk space requirements.

Method TGP HGDP
ADMIXTURE 100 46.4
ALStructure 100 47.6
fastStructure 99.4 41.8
TeraStructure 100 47.8

sNMF - 47.6
SCOPE 100 47.2

Table B.6: Prediction accuracy of birth location GPS coordinates for British indi-
viduals in the UK Biobank. We trained ordinary least squares models using admixture
proportions inferred by SCOPE from the three different runs on the UK Biobank. Two
separate models were trained to predict the longitude coordinate and latitude coordinate.
Quantiles of the difference between predicted birth location and reported birth location are
displayed after the two R2 columns and are reported in kilometers.

Number of Latent Populations R2 (Latitude) R2 (Longitude) Minimum 25% 50% 75% 90% 95% 99% Maximum
4 0.007 0.008 0.989 66.859 159.390 211.687 287.527 336.069 382.546 854.593
20 0.300 0.150 0.028 60.358 108.489 181.209 241.689 292.441 386.268 892.224
40 0.230 0.149 0.079 63.429 117.495 189.312 252.232 297.463 392.643 871.836
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APPENDIX C

Supplementary Material - A simple statistical testing

framework for detecting differences in variance and

covariance in gene expression networks

(a) (b)

Figure C.1: Tests increase in power as sample sizes increase. We performed simu-
lations containing either variance differences of 0.1 (Figure C.1a) or covariance differences
of 0.2 (Figure C.1b). 1, 000 simulations were performed on each point using a simulation
dataset of 500 genes. The dashed line represents p = 0.05.
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(a) (b)

Figure C.2: Tests increase in power as number of features increases. We per-
formed simulations containing either variance differences of 0.1 (Figure C.2a) or covariance
differences of 0.2 (Figure C.2b). 1, 000 simulations were performed on each point using a
simulation dataset of 100 samples. The dashed line represents p = 0.05.
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(a) (b)

Figure C.3: Tests increase in power as number of relevant genes/features increases.
We performed simulations containing either variance differences of 0.1 (Figure C.3a) or
covariance differences of 0.2 (Figure C.3b). 1, 000 simulations were performed on each point
using a simulation dataset of 100 samples and 500 genes. The dashed line represents p = 0.05.
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(a) (b)

Figure C.4: Tests have improved power when there are more even sample sizes
between groups. We performed simulations containing either variance differences of 0.1
(Figure C.4a) or covariance differences of 0.2 (Figure C.4b). 1, 000 simulations were per-
formed on each point using a simulation dataset of 100 samples and 500 genes. The dashed
line represents p = 0.05.
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Figure C.5: DGCA median test does not calibrate in simulations. We applied the
DGCA median test on our simulated frameworks and found that it does not calibrate as
expected compared to our proposed covariance test. Each point represents the percentage
of tests rejected out of a thousand simulations. The black dashed line represents p = 0.05.
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Figure C.6: Gene expression differences in remaining modules in psychiatric dis-
orders. We tested for mean differences (Figure C.6a), variance differences (Figure C.6b),
and covariance differences (Figure C.6c). The second group in each label denotes the ref-
erence group in the comparison. A pound sign, single asterisk, double asterisks, and triple
asterisks denote significance at 0.1, 0.05, 0.01, and 0.001 after multiple testing correction,
respectively.
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Figure C.7: Increased variance in methylation probe sets in dead breast cancer
patients. We applied our testing framework to three methylation probe sets. All found
increased variance in dead patients. Text above or below each bar represents p-values for
the respective test.
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Figure C.8: Application of testing framework to stock data reveals variance and
covariance differences between presidencies. We applied our testing framework to the
daily percentage returns of 30 stocks from 01/03/2020 to 7/19/2022. Figure C.8a displays
the overall effect size and corresponding p-values. Figure C.8b is a Cytoscape network plot
of stocks with an absolute Z-scored difference in covariance greater than 1.96. Node color
represents mean value, border color represents variance value, and edge color represents
covariance value. Figure C.8c shows the mean return of an equally weighted portfolio over
time.
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Control Type Method Number of Features Significant Tests (0.05) Significant Tests (0.1)
Positive Variance (MDSeq) 50-4,978 100% 100%
Positive Variance (F-test) 50-2,000 91% 98%
Positive Covariance (DiffCor) 50-30,628 99% 100%
Positive Covariance (CILP) 190-44,850 100% 100%
Negative Variance (MDSeq) 50-2,000 0% 0%
Negative Variance (F-test) 50-2,000 0% 0%
Negative Covariance (DiffCor) 190-44,850 0% 0%
Negative Covariance (CILP) 190-44,850 0% 0%

Table C.1: Positive and negative controls generated from individual feature meth-
ods on real data. We generated 1, 000 artificial gene sets composed all positive or all
negative features from individual feature or pair methods for variance or covariance, respec-
tively. MDSeq and an F-test were applied to GTEx sun-exposed and non-exposed skin cells
for generating variance gene sets. DiffCor and CILP were used to generate covariance gene
sets. The number of features refers to the number of columns in the matrix from which
eigengenes were obtained. The significant test columns denote the percentage of tests that
were significant by applying our variance or covariance testing framework.
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