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We describe components of a visual perception system to understand the geometry and semantics of the three-dimensional scene by utilizing monocular cameras and inertial measurement units (IMUs). The use of the two sensor modalities is motivated by the wide availability of the camera-IMU sensor packages present in mobile devices from phones to cars, and their complementary sensing capabilities: IMUs can track the motion of the sensor platform over a short period of time accurately, and provide a scaled and gravity-aligned global reference frame, while cameras can capture rich photometric signatures of the scene, and provide relative motion constraints between images up to scale.

We first show that visual 3D reconstruction can be improved by leveraging the global orientation frame – easily inferred from inertials. In the gravity-aligned global orientation frame, a shape prior can be imposed in depth prediction from a single image, where the normal vectors to surfaces of objects of certain classes tend to align with gravity or orthogonal to it. Adding such a prior to baseline methods for monocular depth prediction yields improvements beyond the state-of-the-art and illustrates the power of utilizing inertials in 3D reconstruction.

The global reference provided by inertials is not only gravity-aligned but also scaled, which is exploited in depth completion: We describe a method to infer dense metric depth from camera motion and sparse depth as estimated using a visual-inertial odometry system. Unlike other scenarios using point clouds from lidar or structured light sensors, we have
few hundreds to few thousand points, insufficient to inform the topology of the scene. Our method first constructs a piecewise planar scaffolding of the scene, and then uses it to infer dense depth using the image along with the sparse points. We use a predictive cross-modal criterion, akin to self-supervision, measuring photometric consistency across time, forward-backward pose consistency, and geometric compatibility with the sparse point cloud. We also launch the first visual-inertial + depth dataset (dubbed “VOID”), which we hope will foster additional exploration into combining the complementary strengths of visual and inertial sensors. To compare our method to prior work, we adopt the unsupervised KITTI depth completion benchmark, and show state-of-the-art performance on it.

In addition to dense geometry, the camera-IMU sensor package can also be used to recover the semantics of the scene. We present two methods to augment a point cloud map with class-labeled objects represented in the form of either scaled and oriented bounding boxes or CAD models. The tradeoff of the two shape representation resides in their generality and capability to model detailed structures. While being more generic, 3D bounding boxes fail to model the details of the objects, whereas CAD models preserve the finest shape details but require more computation and are limited to previously seen objects. Nevertheless, both methods populate an unknown environment with 3D objects placed in a Euclidean reference frame inferred causally and on-line using monocular video along with inertial sensors. Besides, both methods include bottom-up and top-down components, whereby deep networks trained for detection provide likelihood scores for object hypotheses provided by a nonlinear filter, whose state serves as memory. We test our methods on KITTI and SceneNN datasets, and also introduce the VISMA dataset, which contains ground truth pose, point-cloud map, and object models, along with time-stamped inertial measurements.

To reduce the drift of the visual-inertial SLAM system – a building block of all the visual perception systems we have built, we introduce an efficient loop closure detection approach based on the idea of hierarchical pooling of image descriptors. We also open-sourced a full-fledged SLAM system equipped with mapping and loop closure capabilities. The code is publicly available at https://github.com/ucla-vision/xivo.
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2.1 *Illustration of geo-supervised visual depth prediction.* Our visual depth predictor is an encoder-decoder convolutional neural network with skip connections. At inference time, the network takes an RGB image as the only input and outputs an inverse depth map. At training time, gravity extracted from inertial measurements biases the depth prediction *selectively*, which is informed by semantic segmentation produced by PSPNet. The other identical stream of the network and the photometric losses used for training are omitted in this figure.

2.2 *Qualitative results on KITTI Eigen split.* (best viewed at $5\times$ with color) Top to bottom, each column shows an input RGB image, the corresponding ground truth inverse depth map, the predictions of baseline models trained without and with our priors, AbsRel error maps of baseline models trained without and with our priors. All the models are trained on KITTI Eigen split. For the purpose of visualization, ground truth is interpolated and all the images are cropped according to [GBC16]. For the error map, darker means smaller error. Typical image regions where we do better (darker in the error map) include cars, roads and walls.

2.3 *Qualitative results on Make3D.* Left to right, each row shows an input RGB image, the corresponding ground truth disparity map and our prediction. Our model is *only* trained on KITTI and directly applied to Make3D.

2.4 *Qualitative comparison on VISMA validation.* Top to bottom, each column shows an input RGB image, the corresponding ground truth inverse depth map, results of GeoNet (baseline), OursVIO, and OursVIO++. Both OursVIO and OursVIO++ show largely improved results over the baseline, especially for images captured at extreme viewpoint (large in-plane rotation and top-down view). OursVIO++ (with gravity-induced priors) further improves over OursVIO (without priors) at planar regions, *e.g.*, the chair backs, where holes have been filled.
3.1 Depth completion with Visual-Inertial Odometry (VIO) on the proposed VOID dataset (best viewed in color at $5 \times$). Bottom left: sparse reconstruction (blue) and camera trajectory (yellow) from VIO. The highlighted region is densified and zoomed in on the top right. Top left shows an image of the same region which is taken as input, and fused with the sparse depth image by our method. On the bottom right is the same view showing only the sparse points, insufficient to determine scene geometry and topology. ............................................. 29

3.2 Learning to refine (best viewed at $5 \times$ with color). Our network learns to refine the input interpolated depth. Green rectangles highlight the regions for comparison throughout the course of training. The network first learns to copy the input and later learns to fuse information from RGB image to refine the interpolated depth (see row 1 pedestrian and row 2 street signs). ............................................. 35

3.3 Qualitative evaluation on KITTI benchmark. Row 1: input image and sparse depth. Row 2: results of [MCK19] taken from the KITTI online test results. Row 3: our results on the KITTI online test server. Warmer colors in the error map denote higher error. Green rectangles highlight regions for detail comparison. Our method performs better in general, particularly on thin structures and far regions. Also, the results of [MCK19] exhibit artifacts resembling scanlines of the Velodyne and “circles” for far away regions (highlighted in red). ............... 38

3.4 Sample sequences in VOID dataset (best viewed in color at $5 \times$). In each panel, the top inset shows 4 sample images of a video sequence in our VOID dataset; the bottom shows the sparse pointcloud reconstruction (blue) and camera trajectory (yellow) from our VIO. ............................................. 41

3.5 Error characteristics of our model on KITTI. The abscissa shows the distance of sparse data points measured by Velodyne, of which the percentage of all the data points is shown in red; the blue curve shows the mean absolute error of the estimated depth at the given distance, of which the 5-th and 95-th percentile enclose the light blue region. ............................................. 42
3.6 Qualitative evaluation on VOID benchmark. Top: Input RGB images. Bottom: Densified depth images back-projected to 3D, colored, and viewed from a different vantage point.

3.7 More Qualitative results on VOID dataset. In each panel, the left shows a sample RGB image fed to our depth completion network as input; the right shows the completed depth map back-projected to 3D, colored, and viewed from a different vantage point. Our method recovers the scene structure with details at various ranges in both indoor and outdoor settings.

3.8 Qualitative Pose Ablation Study KITTI Odometry Sequence 09 and 10. We perform an ablation study on our pose representation by jointly training our depth completion network and pose network on KITTI depth completion dataset and testing only the pose network on KITTI Odometry sequence 09 and 10. We obtain the camera trajectories by chaining the pairwise camera poses estimated by our pose network. We observe that the trajectory of our method using exponential parameterization trained with pose consistency (Sect. 3.5.3) is most closely aligned with the ground-truth trajectory.

4.1 Illustration of our system to detect objects-in-scenes. Top left: state of the system with reconstructed scene representation (cyan), currently tracked points (red), viewer trajectory from a previous loop (yellow) and current pose (reference frame). All cars detected are shown as point-estimates (the best-aligned generic CAD model) in green, including those previously-seen ones on side streets (far left). Top right: visualization of the implicit measurement process: Objects in the state are projected onto the current image based on the mean vehicle pose estimate (green boxes) and their likelihood score is computed (visualized as contrast: sharp regions have high likelihood, dim regions low). Cars in different streets, known to not be visible, are visualized as dashed boxes and their score not computed. Bottom: Top view of the state from the entire KITTI-00 sequence (best viewed at 5×).
4.2 Evolution of the state (Green) against ground-truth annotation (Blue) (best viewed at \(5 \times\), left to right, top to bottom). When first seen (top left) cars ‘A’ and ‘B’ are estimated to be side-by-side; after a few frames, however, ‘A’ and ‘B’ fall into place, but a new car ‘C’ appears to flank ‘B’. As time goes by, ‘C’ too falls into place, as new cars appear, ‘D’, ‘E’, ‘F.’ The error in pose (position and orientation) relative to ground truth can be appreciated qualitatively. Quantitative results are shown in Table 4.1. ................................. 68

4.3 Qualitative comparison with SubCNN. Top: Images with back-projected objects from our method (Green), the same with SubCNN (Yellow). Bottom: top-view of the corresponding portion of the scene. Ground truth is shown in Blue. .... 71

4.4 Class-specific scale prior. (a): A real car is detected by our system, unlike the toy car, despite both scoring high likelihood and therefore being detected by an image-based system (Yellow). As time goes by, the confidence on the real car increases (best viewed at \(5 \times\)) (b). See Video11 in the Sup. Mat. .......... 72

4.5 Occlusion management and short-term memory. (a): A chair is detected and later becomes occluded by the monitor (b). Its projection onto the image is shown in dashed lines, indicating occlusion. The model allows prediction of dis-occlusion (c) which allows resuming update when the chair comes back into view. See Video12 in Sup. Mat. ......................... 73

4.6 Indoor sequences. Top: An office area (Video14 in Sup. Mat.). Bottom: A Lounge area (Video15 in Sup. Mat.). ......................... 74

5.1 Left System flowchart. Green pathway: Faster R-CNN as a bottom-up proposal generation mechanism. Blue pathway: Top-down hypothesis validation process. Pink box: Faster R-CNN. Yellow box: Semantic filter. Right CNN as scoring mechanism. Dashed pathway (proposal generation) is inactive during hypothesis testing. See system overview of Sect. 5.3.1 for details. ................. 85
5.2 **Top** *Sample objects in the VISMA dataset.* Each mesh has $\sim5000$ faces and is placed in an object-centric canonical frame, simplified, and texture-mapped.

**Bottom** *(Pseudo) ground truth* from different viewpoints with the last panel showing an augmented view with models aligned to the original scene.

5.3 *Exemplary outdoor results* (best viewed in color at 5×). In each panel, top inset shows (left to right): edge map, Z-buffer, projection masks; bottom shows input RGB with predicted mean object boundary and CNN detection. Rightmost panel shows a visual comparison of ours (top) against Fig. 1 of [DFS17] (bottom), where we capture the boundaries of the cars better. Though only generic models from ShapeNet are used in these examples, pose estimates are fairly robust to shape variations.

5.4 *Qualitative results* (best viewed in color at 5×). Each column shows (top to bottom): One frame of the input video with CNN bounding box proposals with confidence $> 0.8$; Extracted edge map; Frame overlaid with predicted instance masks shaded according to Z-Buffer – darker indicates closer; Background reconstruction augmented with camera trajectory (orange dots) and semantic reconstruction from our visual-inertial-semantic SLAM; Ground truth dense reconstruction. Missed detections due to heavy occlusion (middle column) and indistinguishable background (right column) are resolved by memory and inference in a globally consistent spatial frame.

5.5 *Qualitative results on SceneNN.* (best in color at 5×) Each panel has the same meaning as Fig. 5.4. Last row shows estimated shape & pose (green) overlaid on ground truth mesh (gray). Partial projections due to broken models provided by SceneNN. 1st col: Moderate motion blur does not affect edge extraction. 2nd col: Background distraction does not affect shape & pose inference thanks to the holistic and semantic knowledge injected into low-level edge features. 3rd col: Missed detections due to truncation resolved by memory. 4th col: Duplicate detection from Faster R-CNN eliminated by memory and inference in a consistent spatial frame.
6.1 (a) **Construction of hierarchy** for an 8-long sequence of (key)frames and constant branching factor of 2. Dashed lines indicate temporal order. (b) **Hierarchical testing**: If $h^e$ does not score higher than the threshold, the whole sub-tree rooted at $h^e$ (shaded) will not be searched. In the case of sum- or max-pooling, this would *not* introduce loss of precision compared to searching only the lowest level nodes. .................................................. 101

6.2 (a) **Scaling**: Timings for concatenated *KITTI* sequences (approx. 40K images) with 1M and 10K vocabularies. (b) Comparison to *ORB-SLAM* with and without our data structure. Multiple trials yield nearly identical trajectories with and without our data structure, with no loop closures missed while achieving a 2-3x speedup. .................................................. 106

6.3 Timings of baseline and proposed algorithm with different topologies and pooling strategies on *KITTI* dataset 00 and 02 using *all* frames. $d_i b_j$ -X: a hierarchy with $i$ layers, a branching factor of $j$ and pooling strategy X. Adaptive sampling: spectral clustering in SE(3). Regular sampling: sampling at the average rate of adaptive sampling scheme. Baseline: inverted index search. Two different vocabulary sizes (10K and 1M) are considered. ...................... 108

6.4 Precision-recall curves of baseline and proposed algorithm with different topologies on *KITTI* dataset 00 and 02 using *all* frames. Two different vocabulary sizes (10K and 1M) are considered. Notations have the same meanings as in Fig. 6.3. 109

6.5 Sample results on the *TUM RGB-D* dataset using adaptive domain clustering (Sec. 6.2.2). The experiment setup is similar to that for the *Oxford* dataset in Sec. 6.3.5. Adaptive (yellow) improves with more exciting motion (left to right, up to down). Limited speedup relative to baseline due to very small dataset size. Variance shown is derived from multiple trials with sightly differing cluster assignments. ...................... 111
2.1 Error and Accuracy Metrics. $Z(x,y)$ is the predicted depth at $(x,y) \in \Omega$ and $Z^{gt}(z,y)$ is the corresponding ground truth. Three different thresholds ($1.25, 1.25^2$, and $1.25^3$) are used in the accuracy metric as a convention in the literature. 

2.2 Training with stereo pairs on KITTI. Methods marked with * are supervised by ground-truth depth, and +SIGL indicates that SIGL is imposed to the preceding method. 

2.3 Training with monocular videos on KITTI. Results of methods marked with * are inavailable, † indicates that the results are obtained by evaluating the prediction provided by the author of each corresponding method, and +SIGL indicates that SIGL is imposed to the preceding method. 

2.4 Ablation study on KITTI. 

2.5 Generalizability test on Make3D. 

2.6 Quantitative results on VISMA validation. 

3.1 Error Metrics for evaluating KITTI and VOID depth completion benchmarks, where $z_{gt}$ is the ground truth. 

3.2 KITTI depth completion benchmark. We compare our model to unsupervised methods on the KITTI depth completion benchmark [USS17]. Our VGG11 model outperforms state-of-the-art [YWS19] across all metrics while using 48.4% less parameters. Our light-weight (VGG8) model achieves similar performance and in fact marginally outperforms our VGG11 model despite having 34% fewer parameters than our VGG11 model. Moreover, our VGG8 model outperforms [MCK19] and across all metrics and [YWS19] on MAE, RMSE, and iMAE despite having 80% and 66% fewer parameters, respectively.
3.3 **KITTI depth completion ablation study.** We compare variants of our model on the KITTI depth completion validation set. Each model is denoted by its loss function. The results of Scaffolding Only is produced using linear interpolation over a triangular mesh; we assign average depth to regions with missing interpolated depth. It is clear that scaffolding alone (row 1) and our baseline model trained *without* interpolated depth (row 2, indicated by *) do poorly compared to our models that combine both (rows 3-6). Our full model using VGG11 produces the best overall results and achieves state-of-the-art on the test set Table 3.2. We note that our light-weight VGG8 model achieve similar performance and even marginally beating our VGG11 model on the RMSE metric despite having 34% fewer parameters.

3.4 **Depth completion on VOID with sparse input of varying density.** The VOID dataset contains VGA size images (480 × 640) of both indoor and outdoor scenes with challenging motion. For “Pose From”, SLAM refers to relative poses estimated by a SLAM system, and PoseNet refers to relative poses predicted by a pose network.

3.5 **VOID depth completion benchmark and ablation study.** We compare the variants of our pose network. SLAM Pose replaces the output of pose network with SLAM estimated pose to gauge an upper bound in performance. When using our pose consistency term with exponential parameterization, our method approaches the performance of our method when using SLAM pose.
3.6 Quantitative Pose Ablation Study KITTI Odometry Sequence 09 and 10. We perform an ablation study on our pose representation by jointly training our depth completion network and pose network on KITTI depth completion dataset and testing only the pose network on KITTI Odometry sequence 09 and 10. We evaluate the performance of each pose network using metrics described in Sect. 3.9.1. While performance of exponential parameterization and Euler angles are similar on ATE-5F, and RPE, exponential outperforms Euler angles in ATE and RRE on both sequences. Our model using exponential with pose consistency performs the best. .....

4.1 Quantitative evaluation on KITTI and comparison with SubCNN [XCL16]. The number of true positives having positional error (row), and angular error (column) less than a threshold is shown, along with Precision and Recall. Scores are aggregated across all 4895 ground-truth labeled frames in the dataset, with 598 annotated objects. The last 3 rows discard orientation error. .....

5.1 Surface error and pose error measured over 4 sequences from the VISMA dataset. Qualitative results on the other 4 sequences with coarse annotations can be found in the Sup. Mat. Translational error reads $\|T_{gt} - \hat{T}\|_2$ and rotational error reads $\|\log^\vee(\hat{R}^T R_{gt})\|_2$, where log : SO(3) $\mapsto so(3)$ and $\vee : so(3) \mapsto \mathbb{R}^3$. $(R_{gt}, T_{gt})$ and $(\hat{R}, \hat{T})$ are ground truth and estimated object pose respectively. .....

5.2 Surface error measured on a subset of the SceneNN dataset. .....

6.1 Average time-cost rate and speedup over 21 sequences of KITTI using all frames. 1st col: grouping strategies. 2nd col: pooling operations. 3rd col: average time-cost rate, which describes how the query time increases per 1k images inserted into the database. In 6.1a, 6.1b and 6.1c, a 10K vocabulary is used; in 6.1d, a 1M vocabulary is used. .....

xix
6.2 A comparison of search in flat and hierarchical structure on KITTI and Oxford dataset. Notations have the same meanings as in Tab. 6.1 except that 3rd column describes average time-cost rate over the 21 KITTI keyframe sequences and all 4 sequences in the Oxford dataset respectively. The keyframes are generated by running ORB-SLAM.

6.3 A comparison of search in flat and hierarchical structure on ukbench and INRIA Holidays. 1st col: grouping strategies. 2nd col: pooling operations. 3rd col: average query time. ukbench takes average number of top-4 retrieved images as score. INRIA Holidays takes mAP as evaluation metric.
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CHAPTER 1

Introduction

What does it mean, to see? The plain man’s answer would be, to know what is where by looking. In other words, vision is the process of discovering from images what is present in the world, and where it is.


We as human beings heavily rely on visual processing to survive – in fact, nearly two-thirds of the human brain is involved in processing visual information. As such, it is not surprising that researchers work very hard to understand how intelligence works by studying vision, and vice versa to build visual perception systems to mimic intelligence. In this thesis, we will focus on the construction of several artificial visual perception systems my colleagues and I have built over the past few years.

The various systems we built are designed to produce a wide spectrum of representations suitable for different tasks. The visual-inertial odometry and loop closure systems we built (Chapter 6) produce 6 degrees-of-freedom (6 DoF) poses of the sensor platform and a sparse point-cloud reconstruction of the environment aimed to address the localization problem, or in other words, to know where we are. The depth prediction and completion systems (Chapters 2 and 3) produce range maps as the scene representation to enable autonomous navigation and exploration. The object detection and mapping systems (Chapters 4 and 5) generate object-level maps (or semantic maps) of the surrounding environment for augmented reality (AR), virtual reality (VR), and robotic manipulation tasks.

While these systems produce all kinds of different representations, they share several
things in common: 1) the systems are built in such a way to complete the perception-control loop with the ultimate goal of achieving full autonomy bore in mind, and as such 2) we focus on producing representations in three-dimensional (3D) spaces, in which most intelligent agents reside 3) without using range sensors (e.g., lidar, radar, and RGB-D). Instead, we attempted to do so with only monocular cameras and inertial measurement units (IMUs) – a minimal setup to achieve metric space visual perception. It is well known that a moving monocular camera can produce ego-motion estimation and 3D reconstruction up to an unknown scale at best, the IMU, on the other hand, measures the linear acceleration and rotational velocity of the sensor platform and thus renders the metric scale observable. Besides, monocular cameras and IMUs are very low-cost, and quite ubiquitous – available on almost all smartphones, tablets, modern cars, drones, and robots, etc.

From the perspective of using multiple sensor-modalities, the systems present in this thesis can be seen as sensor-fusion systems in general. The fusion of visual and inertial information is not a new topic. In fact, there is a vast amount of visual-inertial sensor fusion for localization ([MR07, Jon09, TCS15] and references therein) – also known as visual-inertial odometry (VIO). However, the systems present in this work are not restricted to the localization problem – we focus on a much wider spectrum of applications including 1) localization of the sensor platform, 2) dense depth inference, and 3) detection and mapping objects in the scene. In all these applications, the scaled and gravity-aligned global reference frame inferred from the two sensors is leveraged, where dense metric depth of the scene is inferred, and class-labeled objects are identified and placed correctly in the scene to enable high-level tasks further.

We adopt the hypothesis-testing inference framework in most of the systems we built (e.g., SLAM, semantic mapping), which produces a posterior distribution rather than a point estimate of the quantity of interests. For instance, in the semantic mapping system, we invent the semantic filter – a variant of the bootstrap particle filter– to estimate the posterior of the semantic label and the pose of objects in the scene – totaling a five-dimensional random variable. Strong assumptions and simplifications are made to make the inference computationally tractable. However, it is not always easy to make such assumptions/simplifications.
On the other hand, deep neural networks as generic modeling tools perform quite well in lots of application domains, though most neural networks only produce a point estimate – leaving out the characterization of the uncertainty. To this end, we leverage the great representation power of deep neural networks and attempt to obtain prediction/point estimate of the dense scene geometry, which can be used at least as a prior or intermediate representation for other tasks.

1.1 Organization of the thesis

In Chapter 2, we proposed a system to exploit gravity, which can be accurately and robustly inferred from inertial measurements\(^1\), as a prior in learning-based reconstruction. To reconstruct the three-dimensional scene from a set of two-dimensional images is an ill-posed problem, especially for texture-less image regions where reliable correspondences across multiple images cannot be easily established. The conventional way to handle this is to introduce some priors, or regularizers, to the modeling process, such as piece-wise smoothness, which has been commonly used in the past several decades. Recent works in self-supervised depth prediction networks adopt the same strategy where: A piece-wise smoothness term (regularizer) and a photometric error term (data term) are minimized during training. To improve the quality of the reconstruction, we introduced two gravity-induced regularizers: One to penalize the deviation of the surface normal from the direction of gravity for horizontal planes such as roads, sidewalks, and countertops, etc.; the other to penalize the non-orthogonality of surface normals to the direction of gravity for vertical planes such as walls, billboards, and buildings, etc. The application of the regularizer is conditioned on the semantic meaning of the image regions, in other words, the regularizers are selectively applied. We experimented our proposed regularizers on both indoor and outdoor datasets, and observe systematic performance improvement over a wide spectrum of top-performing baseline models.

In Chapter 3, we extend the idea of using inertial measurements in image-based recon-

\(^1\)For a platform standing still, it is fairly easy to obtain the direction of gravity which is the dominant component of the reading of the accelerometer. For moving platforms equipped with both cameras and IMUs, the direction of gravity is usually inferred as part of the state of the VIO system.
struction even further. While in Chapter 2, inertials are only used to infer the direction of gravity which further induces the category-specific regularizers, in Chapter 3, inertials are tightly coupled with monocular videos to infer camera motion and sparse depth – both in metric scale. The sparse depth estimates are then fused with the raw images to produce dense depth maps. This procedure of fusing sparse depths with raw images to produce dense depths is known as depth completion and is essentially a sensor fusion problem. In contrast to the traditional sensor fusion framework where filtering techniques are deployed, we develop a novel learning pipeline in this chapter as the “fuser”. New techniques inspired by geometric intuitions are introduced to reduce the model complexity while achieving state-of-the-art performance.

Chapters 4 and 5 are dedicated to object-level mapping. In Chapter 4, we develop a system to detect objects in 3D. Different from most existing object detection systems which detect objects using a single image and output a set of 2D bounding boxes on the image plane, our system is able to reason both intrinsic (identity and scale) and extrinsic (6 DoF pose) attributes of objects in Euclidean space. We argue that our system is more useful for robotic tasks such as manipulation, since to do so one needs to know the location, orientation and spatial extent of the objects in the scene as only knowing 2D bounding boxes of objects on the image plane is insufficient. The idea behind this system is: (a) leverage on state-of-the-art visual-inertial navigation and CNN-based object detection algorithms; (b) formulate the problem of object reasoning in a hypothesis-testing framework; (c) use CNN in both bottom-up data-driven proposal generation and top-down hypothesis validation procedures to make inference efficient. Both quantitative and qualitative evaluations are provided.

Chapter 5 presents a different implementation of the object-level mapping system, where CAD models instead of scaled and oriented 3D bounding boxes are used to model the shape of the objects – trading off computational complexity with reconstruction details. With the new modeling assumptions, a bootstrap particle filter is introduced as the new inference machinery to fuse a 1) object likelihood term provided by an object detection network and a 2) edge likelihood term which is inspired by classic model-based tracking literature. The benefits include: 1) better localization of the objects, 2) more accurate shape modeling,
and 3) fine-grained occlusion inference. However, the modeling power comes at the price of generality: Only previously seen objects of which CAD models are available can be inferred by the system.

In Chapter 6, we tackle the problem of loop closure detection in vision-based navigation. Without loop closure, a vision-based navigation system suffers from drifting – as a probabilistic graph has been built incrementally over the course, there are no close-loop constraints to relate the current state of the agent to its memory (the map has been built in the past). The focus of Chapter 6 is to develop a hierarchical data structure to detect loop closure constraints efficiently with minimum or zero loss of performance. Comprehensive evaluation and extension to the more general image retrieval tasks are also provided.

Chapter 7 discusses the limitations of the systems present in the thesis and some possible improvements. Also, some interesting topics related to the thesis are briefly covered as potential pointers to my future research and development in the domain of robot vision, machine learning, and more specifically, multi-sensor fusion.
CHAPTER 2

Geo-Supervised Visual Depth Prediction

2.1 Introduction

The visual world is heavily affected by gravity, including the shape of many artifacts such as buildings and roads, and even natural objects such as trees. Gravity provides a globally consistent orientation reference that can be reliably measured with low-cost inertial sensors present in mobile devices from phones to cars. We call a machine learning system able to exploit global orientation, geo-supervised. Gravity can be easily inferred from inertial sensors without the need for dead-reckoning, and the effect of biases is negligible in the context of our application.

To measure the influence of gravity as a supervisory signal, we choose the extreme example of predicting depth from a single image. This is, literally, an impossible task in the sense that there are infinitely many three-dimensional (3D) scenes that can generate the same image. So, any process that yields a point estimate has to rely heavily on priors. We call the resulting point estimate a hypothesis, or prediction, and use public benchmark datasets to quantitatively evaluate the improvement brought about by exploiting gravity. Of course, only certain objects have a shape that is influenced by gravity. Therefore, our prior has to be applied selectively, in a manner that is informed by the semantics of the scene.

Our approach to geo-supervised Visual Depth Prediction is based on training a system end-to-end to produce a map from a single image and an estimate of the orientation of gravity in the (calibrated) camera frame to an inverse depth (disparity) map. In one mode of operation, the training set uses calibrated and rectified stereo pairs, together with a semantic segmentation module, to evaluate a loss function differentially on the images where
geo-referenced objects are present. In a second mode, we use monocular videos instead and minimize the reprojection (prediction) error. Optionally, we can leverage modern visual-inertial odometry (VIO) and mapping systems that are becoming ubiquitous from hand-held devices to cars.

The key to our approach is a prior, or regularizer, that selectively biases certain regions of the image that correspond to geo-referenced classes such as roads, buildings, vehicles, and trees. Specifically, points in space that lie on the surface of such objects should have normals that either align with, or are orthogonal to, gravity. This is in addition to standard regularizers used for depth prediction, such as left-right consistency and piecewise smoothness.

While at training time a semantic segmentation map is needed to apply our prior selectively, it is never passed as input to the network. Therefore, at test time it is not needed, and an image is simply mapped to the disparity.

The ultimate test for a prior is whether it helps improve end-performance. To test our prior, we first incorporated it into two top-performing methods, one binocular (Sect. 2.3.3.1) and one monocular (Sect. 2.3.3.3), in the KITTI benchmark [GLS13], and showed consistent performance improvement in all metrics. To further challenge our prior, we took two other baselines which were not the top performers. We then added our prior and tested the results against the top performers in the latest benchmark. We also performed generalizability tests (Sect. 2.5.5), ablation studies (Sect. 2.5.4) and demonstrated our approach with VIO on hand-held devices (Sect. 2.5.6).

2.2 Related work

Early learning-based depth prediction approaches [SCN06, SSN09, KWI13, KLK12] predict depth using local image patches and then refine it using Markov random fields (MRFs). Recent works [EPF14, LRB16] leverage deep networks to directly learn a representation for depth prediction where the networks are typically based on the multi-scale fully convolutional encoder-decoder structure. These methods are fully supervised and do not generalize well outside the datasets on which they are trained. Latest self-supervised methods [GBC16,
GMB17, ZBS17] have shown better performance on benchmarks with better generalization.

There is a large body of work [MWA18, YS18, WBZ18, ZGW18] on self-supervised monocular depth prediction following Godard et al. [GMB17] and Zhou et al. [ZBS17], which simply use the reprojection error as a learning criterion, as has been customary in 3D reconstruction for decades. Generic priors such as piecewise smoothness and left-right consistency are also encoded into the network as additional loss terms. Our work is in-line with these self-supervised approaches, but we also exploit class-specific regularizers beyond the generic ones.

In terms of exploiting the relation of different geometric quantities in an end-to-end learning framework, closely related works include [WSR16, QLL18, LYC18], where surface normals are explicitly computed by using either a network [WSR16] or some heuristics [QLL18]. While the former is computation intensive, the latter relies on heuristics and thus is suboptimal. In contrast, by using losses proposed in this paper, we directly regularize depth via the depth-gravity relation without a separate surface normal predictor. Besides, both [WSR16] and [LYC18] are supervised, while ours is self-supervised with the photometric loss and guided by global orientation and the semantics of the scene.

Earlier work on semantic segmentation [SJC08] relied on local features, and have been improved by incorporating global context using various structured prediction techniques [KK11, RKT09]. Starting from the work of Long et al. [LSD15], fully convolutional encoder-decoder networks have been a staple in semantic segmentation. Although we do not address semantic segmentation, we leverage per-pixel semantic labeling enabled by existing systems to aid depth prediction in the form of providing class-specific priors and an attention mechanism to selectively apply such priors, which is different from joint segmentation and depth prediction approaches [JGK17].

The idea of using class-specific priors to facilitate reconstruction is not new [HZC13, KLD14]. In [HZC13], class-specific shape priors in the form of spatially-varying anisotropic smoothness terms are used in an energy minimization framework to reconstruct small objects. Though promising, this system does not scale well. An efficient inference framework [KK11]
has been used with a CRF model over a voxel-grid to achieve real-time performance by [KLD14]. While all these methods explore class-specific priors in various ways, none has used them in an end-to-end learning framework. Also, all the methods above take range images as inputs, which are then fused with semantics during optimization, while ours exploits semantics at an earlier stage – when generating such range images which themselves can serve as priors for dense reconstruction and other inference tasks.

2.3 Methodology

In this section, we introduce our loss functions as regularizers added to existing models at training time, in addition to data terms (photometric loss) and generic regularizers (smoothness loss). We dub our loss semantically informed geometric loss (SIGL) because geometric constraints are selectively applied to certain image regions, where a semantic segmentation module informs the selection. Fig. 2.1 illustrates part of our training diagram. In Sect. 2.3.3, we review baseline models used in our experiments and show that the application of our losses on top of them improves performance (Sect. 2.5).

2.3.1 Semantically informed geometric loss

During training, we assume to be given a partition of the image plane into semantic classes \( c \in C \) that have a consistent geometric correlate. For instance, a pixel with image coordinates \( (x, y) \in \mathbb{R}^2 \) and class \( c(x, y) = \) “road” is often associated to a normal plane oriented along the vertical direction (direction of gravity), whereas \( c = \) “building” has a normal vector orthogonal to it. We also assume we are given the calibration matrix \( K \) of the camera capturing the images, so the pixel coordinates \( (x, y) \) on the image plane back-project to points in space via

\[
\mathbf{X} = \begin{bmatrix} X \\ Y \\ Z \end{bmatrix} = K^{-1} \begin{bmatrix} x \\ y \\ 1 \end{bmatrix} Z(x, y) \tag{2.1}
\]

where \( Z(x, y) \) is the depth \( Z \) of the point along the projection ray determined by \( (x, y) \).
Any subset $\Omega \subset \mathbb{R}^2$ of the image plane that is the image of a spatial plane with normal vector $N \in \mathbb{R}^3$, at distance $\|N\|$ from the center of projection, satisfies a constraint of the form $X_i^T N = 1$ for all $i$, assuming the plane does not go through the optical center. Stacking all the points into a matrix $\bar{X} = [X_1, X_2 \cdots X_M]^\top$, we have $\bar{X} N = 1$, where $1$ is a vector of $M$ ones, and $M = |\Omega|$ is the cardinality of the set $\Omega$. If the direction, but not the norm, of the vector $N$ is known, a scale-invariant constraint can be easily obtained by removing the mean of the points, so that (details in Sect. 2.3.2)

$$ (I - \frac{1}{M} 11^\top) \bar{X} N = 0. \quad (2.2) $$

The scale-invariant constraint above can be used to define a loss to penalize deviation from planarity:

$$ L_{HP}(\Omega_{HP}) = \frac{1}{|\Omega_{HP}|} \| (I - \frac{1}{|\Omega_{HP}|} 11^\top) \bar{X} \gamma \|_2^2. \quad (2.3) $$

where $N$ in Eq. (2.2) is replaced by the normalized gravity $\gamma$ due to the homogeneity of constraint (2.2), and the squared norm is taken assuming the network predicts per-pixel depth $Z(x,y)$ up to additive zero-mean Gaussian noise. $\Omega_{HP} \subset \mathbb{R}^2$ is a subset of the image plane whose associated semantic classes have horizontal surfaces, such as “road”, “sidewalk”, “parking lot”, etc. We call this loss “horizontal plane” loss, where the direction of gravity $\gamma$ can be reliably and globally estimated.

Similarly, a “vertical plane” loss can be constructed to penalize deviation from a vertical plane whose normal $N$ has both unknown direction and norm but lives in the null space of $\gamma$, i.e., $N \in \mathcal{N}(\gamma)$. Thus, the vertical plane loss reads

$$ L_{VP}(\Omega_{VP}) = \min_{N \in \mathcal{N}(\gamma), \|N\|=1} \frac{1}{|\Omega_{VP}|} \| (I - \frac{1}{|\Omega_{VP}|} 11^\top) \bar{X} N \|_2^2. \quad (2.4) $$

where the constraint $\|N\| = 1$ avoids trivial solutions $N = 0$ again due to the homogeneity of the objective; $\Omega_{VP}$ is a subset of the image plane whose associated semantic classes have vertical surfaces, such as “building”, “fence”, “billboard”, etc. The constrained minimization problem in the vertical plane loss $L_{VP}$ is due to the unknown direction of the surface normals and introduces some difficulties in training. We discuss approximations in Sect. 2.3.2.
Figure 2.1: Illustration of geo-supervised visual depth prediction. Our visual depth predictor is an encoder-decoder convolutional neural network with skip connections. At inference time, the network takes an RGB image as the only input and outputs an inverse depth map. At training time, gravity extracted from inertial measurements biases the depth prediction selectively, which is informed by semantic segmentation produced by PSPNet. The other identical stream of the network and the photometric losses used for training are omitted in this figure.

2.3.2 Explanation of the objectives

Our idea is essentially to use priors about surface normals to regularize depth prediction. An intuitive way to achieve this is to compute the surface normals from the depth values first and then impose regularity, which will eventually bias the depth predictor via backpropagation. However, such a method involves normal estimation from depth, which can be problematic, especially with a simplistic but noisy normal estimator [QLL18]. On the other hand, one could train a deep network to compute surface normals [WSR16], which is costly. Therefore, we do not compute surface normals but directly regularize the depth values via the scale-invariant constraint Eq. (2.2) which is a function of depth and the direction of gravity.

In what follows, we give an explanation of $L_{HP}$ Eq. (2.3) from a statistical perspective.

---

1For instance, one can compute the point-wise surface normal as the cross product of two vectors tangent to the surface, where the tangent vectors are approximated by connecting the underlying point to its nearest neighbors on the surface.
Let $M = |\Omega_{HP}|$ to avoid notation clutter and expand Eq. (2.3)

\[(I - \frac{1}{M} \mathbf{1} \mathbf{1}^\top) \bar{\mathbf{X}} \gamma \]

\[= \begin{bmatrix} 1 - \frac{1}{M} & \cdots & -\frac{1}{M} \\ \vdots & \ddots & \vdots \\ -\frac{1}{M} & \cdots & 1 - \frac{1}{M} \end{bmatrix} \begin{bmatrix} \mathbf{X}_1^\top \gamma \\ \mathbf{X}_2^\top \gamma \\ \vdots \end{bmatrix} = \begin{bmatrix} \vdots \\ (\mathbf{X}_i - \frac{1}{M} \sum_{j=1}^{M} \mathbf{X}_j)^\top \gamma \end{bmatrix}. \quad (2.5)\]

Let $\mu = \frac{1}{M} \sum_{j=1}^{M} \mathbf{X}_j$ be the sample mean of the 3D coordinates and the horizontal plane loss $L_{HP}$ reads

\[L_{HP}(\Omega_{HP}) = \frac{1}{M} \sum_{i=1}^{M} ((\mathbf{X}_i - \mu)^\top \gamma)^2 \quad (2.7)\]

which is the sample variance of the 3D coordinates projected to the direction of gravity $\gamma$ (coinciding with the surface normal for horizontal planes). To minimize $L_{HP}$ is to minimize the variance of the 3D coordinates along the surface normal.

Similarly, to minimize $L_{VP}$ Eq. (2.4) is to minimize the variance of the 3D coordinates along some direction perpendicular to gravity. However, if the direction is unknown, one needs to jointly solve the direction while minimizing $L_{VP}$, which explains the constrained quadratic problem in $L_{VP}$. Though this can be solved via eigendecomposition, the gradients of the solver – needed in backpropagation – are non-trivial to compute. In fact, representing an optimization procedure as a layer of a neural network is an open research problem [AK17].

To alleviate both numerical and implementation difficulties, we uniformly sample unit vectors from the null space of gravity and compute the minimum of the objective over the samples as an approximation to the loss. Empirically, we found using eight directions sampled every 45 degrees from 0 to 360 generally performs well.

### 2.3.3 View synthesis as supervision and baselines

To showcase the ability to improve upon existing self-supervised monocular depth prediction networks, we add our losses to two publicly available models – Godard [GMB17] (LR-Consistency) and Yin [YS18] (GeoNet) – as baselines and perform both quantitative
and qualitative comparisons. We additionally apply our losses to Zhan [ZGW18] (Stereo-Temporal) and Wang [WBZ18] (DDVO), the state-of-the-art methods in their respective training setting, stereo pairs/videos, and monocular videos. LR-Consistency is trained with rectified stereo image pairs, GeoNet and DDVO use monocular videos while Stereo-Temporal uses stereo videos. At test time, all training settings result in a system that takes a single image as input and predicts an inverse depth map as output. We show that by applying our losses to the baselines LR-Consistency and GeoNet, we achieve better performance than the state-of-the-art methods Stereo-Temporal and DDVO. Furthermore, we produce new state-of-the-art results by applying our losses to Stereo-Temporal and DDVO.

2.3.3.1 Training with stereo pairs

At training time, our first baseline model (LR-Consistency) takes a single left image as its input and predicts two disparity maps \( D^L, D^R : \mathbb{R}^2 \supset \Omega \rightarrow \mathbb{R}_+ \) for both left and right cameras. The network follows the fully convolutional encoder-decoder structure with skip connections. The total loss consists of three terms: Appearance loss, smoothness of disparity and left-right consistency, each of which is evaluated on both the left and the right streams across multiple scale levels. Here we address the view synthesis loss, which serves as the data term and is part of the appearance loss:

\[
L_{vs}^L = \frac{1}{|\Omega|} \sum_{(x,y) \in \Omega} \| I^L(x,y) - I^R(x + D^L(x,y), y) \|_1. \tag{2.8}
\]

The view synthesis loss is essentially the photometric difference of the left image \( I^L(x,y) \) and the right image warped to the left view \( I^R(x + D^L(x,y), y) \) according to the left disparity prediction \( D^L(x,y) \). The right view synthesis loss is constructed in the same way. Though only one disparity map is needed at inference time, it has been shown that predicting both left and right disparity maps and including the left-right consistency loss Eq. (2.9) are in general beneficial [GMB17].

\[
L_{lr}^L = \frac{1}{|\Omega|} \sum_{(x,y) \in \Omega} \| D^L(x,y) - D^R(x + D^L(x,y), y) \|_1. \tag{2.9}
\]
2.3.3.2 Training with stereo videos

In our second baseline Stereo-Temporal, stereo videos are used to train a monocular depth predictor, where two frames of a stereo pair and another frame one time step ahead are involved in constructing a stereo-temporal version of the photometric loss: For the stereo pair, Eq. (2.8) is applied while for the temporal pair, Eq. (2.10) (detailed below) is applied.

2.3.3.3 Training with monocular videos

To train our third and fourth baseline models (GeoNet and DDVO), a single reference frame $I_t$ is fed into the depth network and frames $I_{t'}, t' \in W_t$ in a temporal window centered at $t$ are used to construct the view synthesis loss, also known as reprojection error:

$$L_{vs} = \frac{1}{|W_t||\Omega|} \sum_{t' \in W_t} \sum_{(x,y) \in \Omega} \|I_t(x,y) - I_{t'}(\pi(\hat{g}_{t't}X))\|_1$$  \hspace{1cm} (2.10)

which is the difference between the reference frame $I_t$ and neighboring frames $I_{t'}$ warped to it. $X$ is the back-projected point defined in Eq. (2.1), $\pi$ is a central (perspective) projection, and $\hat{g}_{t't}$ is the relative camera pose up to an unknown scale predicted by an auxiliary pose network which takes both $I_t$ and $I_{t'}$ as its input. Note that the pose and depth networks are coupled via the view synthesis loss at training time; at test time, the depth network alone is needed to perform depth prediction with a single image as its input. Interestingly, in Sect. 2.5.6 we found that replacing the pose network with pose estimation from VIO produces better results compared to the multi-task learning diagram where pose and depth networks are trained simultaneously, which sheds light on the use of classic SLAM/Odometry systems in developing better learning algorithms.

A detailed discussion about other losses serving as regularization terms is beyond the scope of this paper and can be found in [GMB17, ZBS17, YS18, WBZ18].
2.4 Implementation Details

2.4.1 Semantic segmentation

At training time, we use PSPNet [ZSQ17] pre-trained on the CityScapes dataset [COR16] provided by the authors to obtain per-pixel labeling. For every pixel \((x, y) \in \mathbb{R}^2\), a probability distribution over 19 classes is predicted by PSPNet, of which the most likely class \(c(x, y) \in C\) determines the orientation of the surface where the back-projected point \(X\) sits. We group the 19 classes into 7 categories\(^2\) according to the CityScapes benchmark and test our losses on all of them. Empirically, we found that it is most beneficial to apply our losses to the “flat”, “vehicle” and “construction” categories and therefore all the comparisons on KITTI against baseline methods are made with these categories regularized. The influence of other categories is studied in Sect. 2.5.4.

2.4.2 Gravity

For imagery captured by a static platform equipped with an inertial measurement unit (IMU), one can use the gravity \(\gamma_b \in \mathbb{R}^3\) measured in the body frame (coinciding with the IMU frame) and simply apply the body-to-camera rotation \(R_{cb} \in \text{SO}(3)\) to obtain the gravity in the camera frame \(\gamma = R_{cb}\gamma_b\) which is then used in Eq. (2.3) and (2.4). For moving platforms, one resorts to robust VIO, which is well studied [MR07, TCS15]. In Sect. 2.5.6, we demonstrated our approach on a visual-inertial odometry dataset, where both camera pose and gravity are estimated online by VIO.

For our experiments on the KITTI dataset, thanks to the GPS/IMU sensor package which provides linear acceleration of the sensor platform measured both in the body frame \((\alpha_b \in \mathbb{R}^3)\) and the spatial frame \((\alpha_s \in \mathbb{R}^3)\), we are able to compute the spatial-to-body rotation \(R_{bs} \in \text{SO}(3)\) and then bring the gravity \(\gamma_s = [0, 0, 9.8]^{\top}\) from the spatial frame to the camera frame \(\gamma = R_{cb}R_{bs}\gamma_s\). In all settings, \(R_{cb}\) (the rotational part of the body-to-

\(^2\)“flat”: road, sidewalk; “human”: rider, person; “vehicle”: car, truck, bus, train, motorcycle, bicycle; “construction”: building, wall, fences; “object”: pole, traffic light, traffic sign; “nature”: vegetation, terrain; “sky”: sky.
camera transformation) is obtained via offline calibration procedures.

2.4.3 Training details

A GTX 1080 Ti GPU and Adam [KB14] optimizer are used in our experiments. Depending on different model variants and input image sizes, the training time varies from 8 hours to 16 hours. For LR-Consistency and GeoNet which were initially implemented in TensorFlow, we implemented our losses also in TensorFlow and applied them to the existing code bases. Code of Stereo-Temporal is available online, but in Caffe, thus we migrated their model to TensorFlow and applied our losses. We also implemented our losses in PyTorch, which were then applied to DDVO of which the PyTorch version was made available by the author. Our code is available at https://github.com/feixh/GeoSup.

2.5 Experiments

To enable quantitative evaluation, we exploit the KITTI benchmark, and test our approach against the state-of-the-art as described in detail below (Sect. 2.3.3.1 and Sect. 2.3.3.3). We also carried out ablation studies (Sect. 2.5.4) and tested the generalizability of our approach (Sect. 2.5.5). In addition to KITTI, which features planar motion in driving scenarios, we have conducted experiments on VISMA dataset [FS18] – an indoor visual-inertial odometry dataset captured under non-trivial ego-motion (Sect. 2.5.6).

2.5.1 KITTI Eigen split

We compare our approach with recent state-of-the-art methods on the monocular depth prediction task using the KITTI Eigen split [EPF14] in two training domains: stereo pairs/videos and monocular videos (Sect. 2.3.3). The Eigen split test set contains 697 test images selected from 29 of 61 scenes provided by the raw KITTI dataset. Of the remaining 32 scenes containing 23,488 stereo pairs, 22,600 pairs are used for training, and the rest is used for validation per the training split proposed by [GBC16]. To generate ground truth depth maps for val-
idation and evaluation, we take the Velodyne data points associated with each image and project them from the Velodyne frame to the left RGB camera frame. Each resulting ground truth depth map covers approximately 5% of the corresponding image and may be erroneous. To handle this, first, we use the cropping scheme proposed by [GBC16], which masks out the potentially erroneous extremities from the left, right and top areas of the ground truth depth map. Then we evaluate depth prediction only at pixels where ground truth depth is available. For visualization, we linearly interpolate each sparse depth map to cover the entire image (Fig. 2.2).

We additionally provide quantitative evaluations of variants of the models pre-trained on CityScapes and fine-tuned on KITTI. CityScapes dataset contains 22,973 training stereo pairs captured in various cities across Germany with a similar modality as KITTI. We cropped each input image to keep only the top 80% of the image, removing the reflective hood.

The error and accuracy metrics, which are initially proposed by [EPF14] and adopted by others, are used (Table 2.1). Also as a convention in the literature, performances evaluated with depth prediction capped at 50 and 80 meters are reported as suggested by [GMB17]. The choice of 80 meters is two-fold: 1) maximum depth present in the KITTI dataset is on the order of 80 meters and 2) non-thresholded measures can be sensitive to the significant errors in depth caused by prediction errors at small disparity values. For the same reason, depth prediction is capped at 70 meters in the Make3D experiment. Prediction capped at 50 meters is also evaluated since depth at the closer range is more applicable to real-world scenarios.

2.5.2 Training with stereo pairs

The first baseline we adopt is Godard [GMB17] (with VGG [SZ14] as feature extractor), to which SIGL is imposed at training time along with the view synthesis loss Eq. (2.8) and other generic regularizers used in [GMB17]. The model is trained from scratch with stereo pairs following the Eigen split and compared to both supervised [EPF14, LSL16] and self-
<table>
<thead>
<tr>
<th>Metric</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>AbsRel</td>
<td>$\frac{1}{</td>
</tr>
<tr>
<td>SqRel</td>
<td>$\frac{1}{</td>
</tr>
<tr>
<td>RMSE</td>
<td>$\sqrt{\frac{1}{</td>
</tr>
<tr>
<td>RMSE log</td>
<td>$\sqrt{\frac{1}{</td>
</tr>
<tr>
<td>log_{10}</td>
<td>$\frac{1}{</td>
</tr>
<tr>
<td>Accuracy</td>
<td>$%$ of $Z(x,y)$ s.t. $\delta = \max\left(\frac{Z(x,y)}{Z^{gt}(x,y)}, \frac{Z^{gt}(x,y)}{Z(x,y)}\right) &lt; \text{threshold}$</td>
</tr>
</tbody>
</table>

Table 2.1: *Error and Accuracy Metrics.* $Z(x,y)$ is the predicted depth at $(x,y) \in \Omega$ and $Z^{gt}(z,y)$ is the corresponding ground truth. Three different thresholds (1.25, 1.25^2, and 1.25^3) are used in the accuracy metric as a convention in the literature.

supervised methods [GMB17, ZGW18]. In addition, we apply our losses to variants of the baseline (with ResNet [HZR16] as feature extractor; w/ & w/o post-processing) and evaluate different training schemes (w/ & w/o pre-training on CityScapes). Quantitative comparisons can be found in Table 2.2, where the results with SIGL added as an additional regularizer follow the results of the baseline models and variants. In the column marked “Data”, K refers to Eigen split benchmark on the KITTI dataset, and CS refers to the CityScapes dataset. Methods marked with CS+K are pre-trained on CityScapes and then fine-tuned on KITTI Eigen split. pp denotes post-processing. Cap Xm means depth predictions are capped at X meters. Results of Zhan [ZGW18] Stereo-Temporal are taken from their paper. The rest of the results are taken from [GMB17] unless otherwise stated.

We want to remind the reader that the first baseline model atop which we built ours is VGG [GMB17] which initially performed worse than Stereo-Temporal [ZGW18] by a large margin, but by applying our losses to the baseline at training time we managed to boost its performance and make it perform even better than Stereo-Temporal at test time. Note that Stereo-Temporal also exploits temporal information in addition to stereo pairs for training while our first baseline built atop Godard does not.

As a second baseline, we apply our losses additionally to Stereo-Temporal to further push the state-of-the-art. Table 2.2 shows that our losses improve Stereo-Temporal across
<table>
<thead>
<tr>
<th>Method</th>
<th>Data</th>
<th>Error metric</th>
<th>Accuracy ($\delta &lt;$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>AbsRel SqRel RMSE RMSElog</td>
<td>1.25</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TrainSetMean*</td>
<td>K</td>
<td>0.361 4.826 8.102 0.377</td>
<td>0.638 0.804 0.894</td>
</tr>
<tr>
<td>Eigen [EPF14] Coarse*</td>
<td>K</td>
<td>0.214 1.605 6.563 0.292</td>
<td>0.673 0.884 0.957</td>
</tr>
<tr>
<td>Eigen [EPF14] Fine*</td>
<td>K</td>
<td>0.203 1.548 6.307 0.282</td>
<td>0.702 0.890 0.958</td>
</tr>
<tr>
<td>Liu [LSL16]*</td>
<td>K</td>
<td>0.201 1.584 6.471 0.273</td>
<td>0.680 0.898 0.967</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Godard [GMB17] VGG</td>
<td>K</td>
<td>0.148 1.344 5.927 0.247</td>
<td>0.803 0.922 0.964</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.139 1.211 5.702 0.239</td>
<td>0.816 0.928 0.966</td>
</tr>
<tr>
<td>Godard [GMB17] VGG</td>
<td>C8*K</td>
<td>0.124 1.076 5.311 0.219</td>
<td>0.847 0.942 0.973</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.114 0.885 4.877 0.203</td>
<td>0.858 0.950 0.978</td>
</tr>
<tr>
<td>Godard [GMB17] ResNet pp</td>
<td>C8*K</td>
<td>0.114 0.898 4.935 0.206</td>
<td>0.861 0.949 0.976</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.112 0.836 4.892 0.204</td>
<td>0.862 0.950 0.977</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Garg [GBC16]</td>
<td>K</td>
<td>0.169 1.080 5.104 0.273</td>
<td>0.740 0.904 0.962</td>
</tr>
<tr>
<td>Godard [GMB17] VGG</td>
<td>K</td>
<td>0.140 0.976 4.471 0.232</td>
<td>0.818 0.931 0.969</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.132 0.891 4.312 0.225</td>
<td>0.831 0.936 0.970</td>
</tr>
<tr>
<td>Zhan [ZGW18] Stereo-Temporal</td>
<td>K</td>
<td>0.135 0.905 4.366 0.225</td>
<td>0.818 0.937 0.973</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.131 0.829 4.217 0.224</td>
<td>0.824 0.937 0.973</td>
</tr>
<tr>
<td>Godard [GMB17] VGG</td>
<td>C8*K</td>
<td>0.112 0.680 3.810 0.198</td>
<td>0.866 0.953 0.979</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.108 0.658 3.728 0.192</td>
<td>0.870 0.955 0.981</td>
</tr>
<tr>
<td>Godard [GMB17] ResNet pp</td>
<td>C8*K</td>
<td>0.108 0.657 3.729 0.194</td>
<td>0.873 0.954 0.979</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.106 0.615 3.697 0.192</td>
<td>0.874 0.956 0.980</td>
</tr>
</tbody>
</table>

Table 2.2: Training with stereo pairs on KITTI. Methods marked with * are supervised by ground-truth depth, and +SIGL indicates that SIGL is imposed to the preceding method.

all error metrics with the accuracy metrics $\delta < 1.25^2$ and $\delta < 1.25^3$ being comparable. Another variant of Zhan’s model pre-trains on NYU-V2 [SHK12] in a fully supervised fashion and is therefore not pertinent to this comparison. Fig. 2.2 shows a head-to-head qualitative comparison of ours and the baseline models.

2.5.3 Training with monocular videos

To demonstrate the effectiveness of our loss in the second training setting (monocular videos), we impose SIGL to our third (Yin [YS18]) and fourth (Wang [WBZ18]) baseline. Using the KITTI Eigen split, we follow the training and validation 3-frame sequence selection
Figure 2.2: Qualitative results on KITTI Eigen split. (best viewed at 5× with color) Top to bottom, each column shows an input RGB image, the corresponding ground truth inverse depth map, the predictions of baseline models trained without and with our priors, AbsRel error maps of baseline models trained without and with our priors. All the models are trained on KITTI Eigen split. For the purpose of visualization, ground truth is interpolated and all the images are cropped according to [GBC16]. For the error map, darker means smaller error. Typical image regions where we do better (darker in the error map) include cars, roads and walls.

proposed by [ZBS17] where the first and third frames are treated as the source views and the central (second) frame is treated as the reference as in Eq. (2.10). Of the 44,540 total sequences, 40,109 are used for training and 4,431 for validation. We evaluate our system on the aforementioned 697 test images [EPF14]. The same training and evaluation scheme are also applied to other top-performing methods [ZBS17, MWA18] in addition to the selected baselines.

Table 2.3 shows detailed comparisons against state-of-the-art methods self-supervised using monocular video sequences. We compare against best-performing model variants of Wang [WBZ18] (PoseCNN & PoseCNN+DDVO) and Yin [YS18] (ResNet) with and without pre-training on CityScapes. By adding our losses to existing models, we observe systematic performance improvement across all metrics. Though initially performing worse than Wang [WBZ18] PoseCNN+DDVO, Yin [YS18] ResNet with the proposed losses even outperforms the original PoseCNN+DDVO. Moreover, we achieve new state-of-the-art by adding our losses to PoseCNN+DDVO trained on both CityScapes and KITTI. Fig. 2.2 illustrates representative image regions where we do better.
<table>
<thead>
<tr>
<th>Method</th>
<th>Data</th>
<th>Error metric</th>
<th>Accuracy ($\delta &lt;$)</th>
<th>Depth: cap 80m</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>AbsRel SqRel RMSE RMSElog</td>
<td>1.25 1.25² 1.25³</td>
<td></td>
</tr>
<tr>
<td>Zhou [ZBS17]</td>
<td>K</td>
<td>0.208 1.768 6.856 0.283</td>
<td>0.678 0.885 0.957</td>
<td></td>
</tr>
<tr>
<td>Mahjourian [MWA18]</td>
<td>K</td>
<td>0.163 1.240 6.220 0.250</td>
<td>0.762 0.916 0.968</td>
<td></td>
</tr>
<tr>
<td>Yin [YS18] ResNet</td>
<td>K</td>
<td>0.155 1.296 5.857 0.233</td>
<td>0.793 0.931 0.973</td>
<td></td>
</tr>
<tr>
<td>+SIGL</td>
<td>K</td>
<td>0.142 1.124 5.611 0.223</td>
<td>0.813 0.938 0.975</td>
<td></td>
</tr>
<tr>
<td>Wang [WBZ18] PoseCNN</td>
<td>K</td>
<td>0.155 1.193 5.613 0.229</td>
<td>0.797 0.935 0.975</td>
<td></td>
</tr>
<tr>
<td>+SIGL</td>
<td>K</td>
<td>0.147 1.076 5.640 0.227</td>
<td>0.801 0.935 0.975</td>
<td></td>
</tr>
<tr>
<td>Wang [WBZ18] PoseCNN+DDVO</td>
<td>K</td>
<td>0.151 1.257 5.583 0.228</td>
<td>0.810 0.936 0.974</td>
<td></td>
</tr>
<tr>
<td>+SIGL</td>
<td>K</td>
<td>0.146 1.068 5.538 0.224</td>
<td>0.809 0.938 0.975</td>
<td></td>
</tr>
<tr>
<td>Zhou [ZBS17]</td>
<td>CS+K</td>
<td>0.198 1.836 6.565 0.275</td>
<td>0.718 0.901 0.960</td>
<td></td>
</tr>
<tr>
<td>Mahjourian [MWA18]</td>
<td>CS+K</td>
<td>0.159 1.231 5.912 0.243</td>
<td>0.784 0.923 0.970</td>
<td></td>
</tr>
<tr>
<td>Yin [YS18] ResNet</td>
<td>CS+K</td>
<td>0.153 1.328 5.737 0.232</td>
<td>0.802 0.934 0.972</td>
<td></td>
</tr>
<tr>
<td>+SIGL</td>
<td>CS+K</td>
<td>0.147 1.076 5.468 0.222</td>
<td>0.806 0.938 0.976</td>
<td></td>
</tr>
<tr>
<td>Wang [WBZ18] PoseCNN+DDVO</td>
<td>CS+K</td>
<td>0.148 1.187 5.496 0.226</td>
<td>0.812 0.938 0.975</td>
<td></td>
</tr>
<tr>
<td>+SIGL</td>
<td>CS+K</td>
<td>0.142 1.094 5.409 0.219</td>
<td>0.821 0.941 0.976</td>
<td></td>
</tr>
</tbody>
</table>

Depth: cap 50m

<table>
<thead>
<tr>
<th>Method</th>
<th>Data</th>
<th>Error metric</th>
<th>Accuracy ($\delta &lt;$)</th>
<th>Depth: cap 50m</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>AbsRel SqRel RMSE RMSElog</td>
<td>1.25 1.25² 1.25³</td>
<td></td>
</tr>
<tr>
<td>Zhou [ZBS17]</td>
<td>K</td>
<td>0.201 1.391 5.181 0.264</td>
<td>0.696 0.900 0.966</td>
<td></td>
</tr>
<tr>
<td>Mahjourian [MWA18]</td>
<td>K</td>
<td>0.155 0.927 4.549 0.231</td>
<td>0.781 0.931 0.975</td>
<td></td>
</tr>
<tr>
<td>Yin [YS18] ResNet</td>
<td>K</td>
<td>0.147 0.936 4.348 0.218</td>
<td>0.810 0.941 0.977</td>
<td></td>
</tr>
<tr>
<td>+SIGL</td>
<td>K</td>
<td>0.135 0.834 4.193 0.208</td>
<td>0.831 0.948 0.979</td>
<td></td>
</tr>
<tr>
<td>Wang [WBZ18] PoseCNN†</td>
<td>K</td>
<td>0.149 0.920 4.303 0.216</td>
<td>0.813 0.943 0.979</td>
<td></td>
</tr>
<tr>
<td>+SIGL</td>
<td>K</td>
<td>0.140 0.816 4.234 0.212</td>
<td>0.818 0.945 0.980</td>
<td></td>
</tr>
<tr>
<td>Wang [WBZ18] PoseCNN+DDVO†</td>
<td>K</td>
<td>0.144 0.935 4.234 0.214</td>
<td>0.827 0.945 0.977</td>
<td></td>
</tr>
<tr>
<td>+SIGL</td>
<td>K</td>
<td>0.139 0.808 4.180 0.209</td>
<td>0.826 0.948 0.980</td>
<td></td>
</tr>
<tr>
<td>Zhou [ZBS17]</td>
<td>CS+K</td>
<td>0.190 1.436 4.975 0.258</td>
<td>0.735 0.915 0.968</td>
<td></td>
</tr>
<tr>
<td>Mahjourian [MWA18]</td>
<td>CS+K</td>
<td>0.151 0.949 4.383 0.227</td>
<td>0.802 0.935 0.974</td>
<td></td>
</tr>
<tr>
<td>+SIGL</td>
<td>CS+K</td>
<td>0.141 0.837 4.160 0.209</td>
<td>0.823 0.947 0.980</td>
<td></td>
</tr>
<tr>
<td>Wang [WBZ18] PoseCNN+DDVO†</td>
<td>CS+K</td>
<td>0.142 0.901 4.202 0.213</td>
<td>0.827 0.946 0.978</td>
<td></td>
</tr>
<tr>
<td>+SIGL</td>
<td>CS+K</td>
<td>0.135 0.832 4.119 0.206</td>
<td>0.836 0.949 0.980</td>
<td></td>
</tr>
</tbody>
</table>

Table 2.3: *Training with monocular videos on KITTI.* Results of methods marked with * are unavailable, † indicates that the results are obtained by evaluating the prediction provided by the author of each corresponding method, and +SIGL indicates that SIGL is imposed to the preceding method.
2.5.4 Ablation study

To study the contribution of each semantic category to the performance improvement, we performed an ablation study: We apply our losses to different semantic categories, one at a time, train the network until convergence, and show how the quality of depth prediction varies (Table 2.4). In Table 2.4, Godard et al. [GMB17] is the baseline model where only the most generic regularizers, e.g., smoothness, and consistency, are used. The second column indicates the semantic category of which the depth prediction is regularized using our losses in addition to the generic regularizers. For the meaning of the semantic categories, see Sect. 2.4.1.

It turns out that the “flat” category contributes most to the performance gain over the baseline model, which is expected because most of the KITTI images contain a large portion of roads and sidewalks. We also observed that regularization of the “construction” and “vehicle” category provides reasonable improvement while the “nature” category (trees and hedges) helps a little. Applying our priors to the “human”, “sky” and “object” categories does not consistently improve over the baseline, for the following reasons: “sky” does not have well-defined surface normals; “human” has deformable surfaces of which normals can point arbitrarily; “object” category consists of thin structures which project to few pixels rendering it hard to apply segmentation and our losses. The best is achieved when we apply our losses to “vehicle”, “construction” and “flat” categories, denoted by V+C+F in Table 2.4.

2.5.5 Generalize to other datasets: Make3D

To showcase the generalizability of our approach, we follow the convention of [GMB17, ZBS17, YS18, WBZ18]: Our model trained only on KITTI Eigen split is directly tested on Make3D [SSN09]. Make3D contains 534 images with 2272 × 1707 resolution, of which 134 are used for testing.³ Low resolution ground truth depths are given as 305 × 55 range maps and must be resized and interpolated for evaluation. We follow [GMB17] and [ZBS17] in

³Ideally we want to test on the whole Make3D dataset since we do not train on Make3D, but other methods to which we compare train on it. For a fair comparison, we only use the 134 images for testing.
<table>
<thead>
<tr>
<th>Method</th>
<th>Category</th>
<th>Error metric</th>
<th>Accuracy ($\delta &lt;$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>AbsRel SqRel RMSE RMSElog</td>
<td>1.25  1.25^2  1.25^3</td>
</tr>
<tr>
<td>Godard [GMB17]</td>
<td>/</td>
<td>0.148 1.344 5.927 0.247</td>
<td>0.803 0.922 0.964</td>
</tr>
<tr>
<td>Ours</td>
<td>Human</td>
<td>0.152 1.394 5.945 0.251</td>
<td>0.801 0.921 0.963</td>
</tr>
<tr>
<td>Ours</td>
<td>Sky</td>
<td>0.148 1.368 5.864 0.245</td>
<td>0.807 0.923 0.964</td>
</tr>
<tr>
<td>Ours</td>
<td>Object</td>
<td>0.146 1.335 5.986 0.249</td>
<td>0.800 0.920 0.963</td>
</tr>
<tr>
<td>Ours</td>
<td>Nature</td>
<td>0.146 1.292 5.826 0.247</td>
<td>0.804 0.923 0.964</td>
</tr>
<tr>
<td>Ours</td>
<td>Vehicle</td>
<td>0.143 1.304 5.797 0.241</td>
<td>0.814 0.927 0.966</td>
</tr>
<tr>
<td>Ours</td>
<td>Construction</td>
<td>0.142 1.252 5.729 0.240</td>
<td>0.810 0.928 0.967</td>
</tr>
<tr>
<td>Ours</td>
<td>Flat</td>
<td>0.141 1.270 5.779 0.239</td>
<td>0.814 0.927 0.966</td>
</tr>
<tr>
<td>Ours</td>
<td>V+C+F</td>
<td>0.139 1.211 5.702 0.239</td>
<td>0.816 0.928 0.966</td>
</tr>
</tbody>
</table>

Table 2.4: Ablation study on KITTI.

Applying a central cropping to generate a $852 \times 1707$ crop centered on the image. We use the standard $C1$ evaluation metrics for Make3D and measure our performance on depths less than 70 meters. Table 2.5 shows a quantitative comparison to the competitors, both supervised and self-supervised, with two different training settings. Note that the results of [KLK12, LSL16, LRB16] are directly taken from [GMB17]. Since the exact cropping scheme used in [GMB17] is not available, we re-implemented it closely following the description in [GMB17]. We trained our model on KITTI Eigen split and compared against models of [GMB17, ZBS17, YS18, WBZ18] also trained on Eigen split (as provided by the authors) for a fair comparison.

A careful inspection of the baseline models (Godard [GMB17] in stereo and Yin [YS18] in monocular supervision) versus ours reveals that the application of our losses does not hurt the generalizability of the baselines. Fig. 2.3 shows some qualitative results on Make3D. Though our model registers some failure cases in texture-less regions, a rough scene layout is present in the prediction. Regarding that the model is only trained on KITTI, of which the data modality is very different from that of Make3D, the prediction is sensible. But after all, a single image only affords to hypothesize depth, so we expect that any method using
### Table 2.5: Generalizability test on Make3D.

<table>
<thead>
<tr>
<th>Method</th>
<th>Supervision</th>
<th>AbsRel</th>
<th>SqRel</th>
<th>RMSE</th>
<th>log10</th>
</tr>
</thead>
<tbody>
<tr>
<td>TrainSetMean</td>
<td>Depth</td>
<td>0.893</td>
<td>15.517</td>
<td>11.542</td>
<td>0.223</td>
</tr>
<tr>
<td>Karsch [KLK12]</td>
<td>Depth</td>
<td>0.417</td>
<td>4.894</td>
<td>8.172</td>
<td>0.144</td>
</tr>
<tr>
<td>Liu [LSL16]</td>
<td>Depth</td>
<td>0.462</td>
<td>6.625</td>
<td>9.972</td>
<td>0.161</td>
</tr>
<tr>
<td>Laina [LRB16]</td>
<td>Depth</td>
<td>0.198</td>
<td>1.665</td>
<td>5.461</td>
<td>0.082</td>
</tr>
<tr>
<td>Godard [GMB17]</td>
<td>Stereo</td>
<td>0.468</td>
<td>9.236</td>
<td>12.525</td>
<td>0.165</td>
</tr>
<tr>
<td>Ours</td>
<td>Stereo</td>
<td>0.458</td>
<td>8.681</td>
<td>12.335</td>
<td>0.164</td>
</tr>
<tr>
<td>Zhou [ZBS17]</td>
<td>Mono</td>
<td>0.407</td>
<td>5.367</td>
<td>11.011</td>
<td>0.167</td>
</tr>
<tr>
<td>Yin [YS18]ResNet</td>
<td>Mono</td>
<td>0.376</td>
<td>4.645</td>
<td>10.350</td>
<td>0.152</td>
</tr>
<tr>
<td>Wang [WBZ18]PoseCNN+DDVO</td>
<td>Mono</td>
<td>0.387</td>
<td>4.720</td>
<td>8.09</td>
<td>0.204</td>
</tr>
<tr>
<td>Ours</td>
<td>Mono</td>
<td>0.356</td>
<td>4.517</td>
<td>10.047</td>
<td>0.144</td>
</tr>
</tbody>
</table>

such predictions would have mechanisms to handle model deficiencies.

#### 2.5.6 Evaluation on indoor datasets

To the best of our knowledge, none of the top-performing methods in self-supervised depth prediction have shown experimental results beyond planar motion, *i.e.*, driving scenarios such as KITTI and CityScapes, probably due to two reasons: Lack of rectified stereo pairs for training [GMB17, ZGW18] and difficulty to learn complex ego-motion along with depth prediction from video sequences [ZBS17, YS18, WBZ18].

However, with two modifications to the GeoNet model of Yin [YS18] – a multi-task learning approach where ego-motion and depth prediction are jointly learned, we managed to train our model and outperform GeoNet on publicly available VISMA [FS18] dataset which features monocular videos of indoor scenes captured by a hand-held visual-inertial sensor platform under challenging motion. As a first modification, we replace the pose network in GeoNet with pose estimation from a VIO system [TCS15], which makes the network easier to train (we call this model OursVIO). Second, to further improve the quality of predicted depth maps, we impose our gravity-induced regularization terms to OursVIO, where gravity...
Figure 2.3: Qualitative results on Make3D. Left to right, each row shows an input RGB image, the corresponding ground truth disparity map and our prediction. Our model is only trained on KITTI and directly applied to Make3D.

is also estimated online by VIO. Our second model is named OursVIO++.

VISMA dataset contains time-stamped monocular videos (30 Hz) from a PointGrey camera and inertial measurements (100 Hz) from an Xsens unit, which are used in both VIO and network training. RGB-D reconstructions (dense point clouds) of the same scenes from a Kinect are also available, along with the spatial alignment $g_{VIO\rightarrow RGBD} \in SE(3)$ from RGB-D to VIO provided by the author. To get ground truth depth for cross-modality validation, we apply $g_{VIO\rightarrow RGBD}$ to the dense point clouds which are then projected to the PointGrey video frames. PSPNet trained on ADE20K [ZZP17] produces segmentation masks for training.\(^4\) Of the 10K frames in VISMA, we remove static ones and construct 3-frame sequences (triplet) which are five frames apart in the original video to ensure sufficient parallax, resulting in 8,511 triplets in total. We randomly sample 100 triplets for validation and use the rest for training. Fig. 2.4 and Table 2.6 show comparisons of GeoNet, OursVIO and OursVIO++, all trained from scratch on VISMA until validation error stops decreasing. Both OursVIO and

\(^4\)Among the 91 categories in ADE20K which PSPNet is trained on, we select “floor”, “ceiling”, “wall”, “window”, “door”, “building”, “chair”, “cabinet”, “desk”, “table” to apply our losses.
<table>
<thead>
<tr>
<th>Method</th>
<th>Error metric</th>
<th>Accuracy ($\delta &lt; $)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AbsRel</td>
<td>SqRel</td>
</tr>
<tr>
<td>GeoNet</td>
<td>0.204</td>
<td>0.157</td>
</tr>
<tr>
<td>OursVIO</td>
<td>0.154</td>
<td>0.111</td>
</tr>
<tr>
<td>OursVIO++</td>
<td><strong>0.149</strong></td>
<td><strong>0.105</strong></td>
</tr>
</tbody>
</table>

Table 2.6: Quantitative results on VISMA validation.

OursVIO++ improve over the baseline model by a large margin. Moreover, OursVIO++ trained with our gravity-induced losses has the capability to further refine results of OursVIO trained without our losses.

## 2.6 Discussion

Gravity informs the shape of objects populating the scene, which is a powerful prior to visual scene analysis. We have presented a simple illustration of this power by adding a prior to standard monocular depth prediction methods that biases the normals of surfaces of known classes to align to gravity or its complement. Far more can be done: While in this work we use known biases in the shape of certain object classes, such as the fact that roads tend to be perpendicular to gravity, in the future we could learn such biases directly.
Figure 2.4: *Qualitative comparison on VISMA validation.* Top to bottom, each column shows an input RGB image, the corresponding ground truth inverse depth map, results of GeoNet (baseline), OursVIO, and OursVIO++. Both OursVIO and OursVIO++ show largely improved results over the baseline, especially for images captured at extreme viewpoint (large in-plane rotation and top-down view). OursVIO++ (with gravity-induced priors) further improves over OursVIO (without priors) at planar regions, e.g., the chair backs, where holes have been filled.
CHAPTER 3

Depth Completion from Visual-Inertial Odometry

3.1 Introduction

A sequence of images is a rich source of information about both the three-dimensional (3D) shape of the environment and the motion of the sensor within. Motion can be inferred at most up to a scale and a global Euclidean reference frame, provided sufficient parallax and a number of visually discriminative Lambertian regions that are stationary in the environment, and are visible from the camera. The position of such regions in the scene defines the Euclidean reference frame, with respect to which motion is estimated. Scale as well as two directions of orientation can be further identified by fusion with inertial measurements (accelerometers and gyroscopes) and, if available, a magnetometer can fix the last (Gauge) degree of freedom. Because the regions defining the reference frame have to be visually distinctive (“features”), they are typically sparse. In theory, three points are sufficient to define a Euclidean Gauge if visible at all times. In practice, because of occlusions, any Structure From Motion (SFM) or simultaneous localization and mapping (SLAM) system maintains an estimate of the location of a sparse set of features, or “sparse point cloud,” typically in the hundreds to thousands. These are sufficient to support a point-estimate of motion, but a rather poor representation of shape as they do not reveal the topology of the scene: The empty space between points could be empty, or occupied by a solid with a smooth surface radiance (appearance). Attempts to densify the sparse point cloud, by interpolation or regularization with generic priors such as smoothness, piecewise planarity and the like, typically fail since SFM yields far too sparse a reconstruction to inform topology. This is where the image comes back in.
Figure 3.1: Depth completion with Visual-Inertial Odometry (VIO) on the proposed VOID dataset (best viewed in color at 5×). Bottom left: sparse reconstruction (blue) and camera trajectory (yellow) from VIO. The highlighted region is densified and zoomed in on the top right. Top left shows an image of the same region which is taken as input, and fused with the sparse depth image by our method. On the bottom right is the same view showing only the sparse points, insufficient to determine scene geometry and topology.
Inferring shape is ill-posed, even if the point cloud was generated with a lidar or structured light sensor. Filling the gaps relies on assumptions about the environment. Rather than designing ad-hoc priors, we wish to use the image to inform and restrict the set of possible scenes that are compatible with the given sparse points. Some methods use “ground truth” dense depth to learn a map from images to (point-estimates of) depth [SSN09]. Since an image is compatible with infinitely many shapes, a point estimate makes little sense in our context; others have used the image to compute a prior on dense depth [YWS19].

Summary of contributions

We use a predictive cross-modal criterion to score dense depth from images and sparse depth. This kind of approach is sometimes referred to as “self-supervised.” Specifically, our method (i) exploits a set of constraints from temporal consistency (a.k.a. photometric consistency across temporally adjacent frames) to pose (forward-backward) consistency in a combination that has not been previously explored.

The challenge in using sparse depth as a supervisory (feedback) signal is precisely that it is sparse. Information at the points does not propagate to fill the domain where depth is defined. Some computational mechanism to “diffuse the information” from the sparse points to their neighbors is needed. Our approach proposes (ii) a simple method akin to using a piecewise planar “scaffolding” of the scene, sufficient to transfer the supervisory signal from sparse points to their neighbors. This yields a two-stage approach, where the sparse points are first processed to design the scaffolding (“meshing and interpolation”) and then “refined” using the images as well as priors from the constraints just described.

One additional contribution of our approach is (iii) to launch the first visual-inertial + depth dataset. Since inertial sensors are now ubiquitous and typically co-located with cameras in many mobile devices from phones to cars, we hope this dataset will foster additional exploration into combining the complementary strengths of visual and inertial sensors.

To evaluate our method, since no other visual-inertial + depth benchmark is available, and to facilitate comparison with similar methods, we adopt the KITTI benchmark, where
a Velodyne (lidar) sensor provides sparse points with scale, unlike monocular SFM, but like visual-inertial odometry (VIO). Although the biases in lidar are different from VIO, this can be considered a baseline. Note that we only use the monocular stream of KITTI (not stereo) for fair comparison.

Among more fine-grained modeling choices and innovations, we use (iv) various photometric measures including $L_1$ distance and SSIM, and represent motion using exponential coordinates. The result is a single network that is simpler than competing methods, yet achieves state-of-the-art performance in the “unsupervised” KITTI benchmark (a misnomer). The supervision in the KITTI benchmark is really fusion from separate sensory channels, combined with ad-hoc interpolation and extrapolation. It is unclear whether the benefit from having such data is outweighed by the biases it induces on the estimate, and in any case such supervision does not scale, so we forgo (pseudo) ground truth annotations altogether.

3.2 Related Work

**Supervised Depth Completion** minimizes the discrepancy between ground truth depth and depth predicted from an RGB image and sparse depth measurements. Methods focus on network topology [MCK19, USS17, YWS19], optimization [CWL18, DVP18, ZF18], and modeling [EFK18, HFY18]. To handle sparse depth, [MCK19] employed early fusion, where the image and sparse depth are convolved separately and the results concatenated as the input to a ResNet encoder. [JCW18] proposed late fusion via a U-net containing two NASNet encoders for image and sparse depth and jointly learned depth and semantic segmentation, whereas [YWS19] used ResNet encoders for late fusion. [EFK18] proposed a normalized convolutional layer to propagate sparse depth and used a binary validity map as a confidence measure. [HFY18] proposed an upsampling layer and joint concatenation and convolution to deal with sparse inputs. All these methods require per-pixel ground-truth annotation. What is called “ground truth” in the benchmarks is actually the result of data processing and aggregation of 11 consecutive frames. We skip such supervision and just infer dense
depth by learning the cross-modal fusion from the virtually infinite volume of un-annotated data.

**Unsupervised Depth Completion** include [MCK19, SNC19, YWS19] who predict depth by minimizing the discrepancy between prediction and sparse depth input as well as the photometric error between the input image and its reconstruction from other viewpoints available only during training. [MCK19] used Perspective-n-Point (PnP) [LMF09] and Random Sample Consensus (RANSAC) [FB81] to align monocular image sequences for their photometric term with a second-order smoothness prior. Yet, [MCK19] does not generalize well to indoor scenes that contains many textureless regions (e.g. walls), where PnP with RANSAC may fail. [SNC19] used a local smoothness term, but instead minimized the photometric error between rectified stereo-pairs where pose is known. [YWS19] also leveraged stereo pairs and a more sophisticated photometric loss (SSIM [WBS04]), and replaced the generic smoothness term with a conditional prior to measure compatibility between the prediction and a learned depth model obtained by training a separate network on ground-truth depth. This method can be considered semi-unsupervised, and requires ground truth for training the prior. Using a network trained on a specific domain (e.g. outdoors) as a prior for an unsupervised method will not generalize when given extra data on a different domain (e.g. indoors). In contrast, our method is fully unsupervised and do not use any auxiliary ground-truth supervision. Moreover, we show that our method outperforms [MCK19, YWS19] on the KITTI depth completion benchmark [USS17] while using many fewer parameters.

**Rotation Parameterization** To construct the photometric consistency loss during training, an auxiliary pose network is needed if no camera poses are available. While the translational part of the relative pose can be modeled as $T \in \mathbb{R}^3$, the rotational part belongs to the special orthogonal group $R \in SO(3) \doteq \{R \in \mathbb{R}^{3 \times 3} | R^\top R = I, \det(R) = +1 \}$ [MSK12], which is represented by a $3 \times 3$ matrix. [KGC15] uses quaternions, which require an additional norm constraint; this is a soft constraint imposed in the loss function, and thus is not guaranteed. [FWS19, YS18, ZBS17] use Euler angles which requires the composition of several matrices that may result in the rotation matrix to no longer be orthogonal. We use the exponential map on SO(3) to map the output of the pose network to a rotation matrix. Though theo-
retically similar, we empirically found that the exponential map is more beneficial than the Euler angles in Sect. 3.8.

Our contributions are a simple, yet effective two-stage approach resulting in a large reduction in network parameters while achieving state-of-the-art performance on the unsupervised KITTI depth completion benchmark; using exponential parameterization of rotation for our pose network; a pose consistency term that enforces forward and backward motion to be the inverse of each other, and finally a new depth completion benchmark for visual-inertial odometry systems with indoor and outdoor scenes and challenging motion.

3.3 Methodology

We reconstruct a 3D scene given an RGB image $I_t : \mathbb{R}^2 \supset \Omega \mapsto \mathbb{R}^3$ and the associated set of sparse depth measurements $z_s : \Omega \supset \Omega_s \mapsto \mathbb{R}_+^+$.

We begin by assuming that world surfaces are graphs of smooth functions (charts) locally supported on a piecewise planar domain (scaffolding). We construct the scaffolding from the sparse point cloud (“interpolated depth” in Fig. 3.2) to obtain $z_i$, then learn a completion model refining $z_i$ by leveraging the monocular sequences $(I_{t-1}, I_t, I_{t+1})$, of frames before and after the given time $t$, and the sparse depth $z_s$. We compose a surrogate loss $\mathcal{L} (3.3)$ for driving the training process, using an encoder-decoder architecture $f_\theta (\cdot)$ parameterized by weights $\theta$, where the input is an image with its scaffolding $(I_t, z_i)$, and the output is the dense depth $\hat{z} = f_\theta (I_t, z_i)$.

3.3.1 A Two-Stage Approach

As each sparse depth measurement can be viewed as a Dirac delta, [EFK18, HFY18, USS17] focused on propagating sparse depth through the network – a conventional convolution over the sparse depth input will give mostly zero activations. We, instead, circumvent this problem using our scaffolding.

However, the topology of the scene is not informed by the sparse depth input. We start
with a Delaunay triangulation [BDD96], resulting in a triangular mesh in Barycentric coordinates. We then approximate each surface using linear interpolation within the Barycentric coordinates. Our approach, therefore, is a two-stage pipeline, where we first generate a coarse approximation of the scene and then we feed the resulting depth image along with the associated RGB image to our network for refinement (Fig. 3.2). Our network achieves state-of-the-art performance on the unsupervised KITTI depth completion benchmark with half as many parameters as the prior art.

3.3.2 The Exponential Map

To construct our objective function (3.3), we leverage a pose network [KGC15] to regress the relative camera poses \( g = (R, T) \in \text{SE}(3) = \{(R, T)|R \in \text{SO}(3), T \in \mathbb{R}^3\} \). There exists a logarithmic map: \( \log : \text{SO}(3) \mapsto so(3) \), where \( so(3) \) is the tangent space of \( \text{SO}(3) \), and an exponential map: \( \exp : so(3) \mapsto \text{SO}(3) \) – allowing us to map back and forth between \( \text{SO}(3) \) and \( so(3) \). We use the logarithmic map to construct the pose consistency loss (3.9), and the exponential to map the output of the pose network \( \omega \doteq [\omega_1, \omega_2, \omega_3]^{\top} \in \mathbb{R}^3 \) as coordinates in \( so(3) \) to a rotation matrix:

\[
R(\omega) = \exp(\hat{\omega}) = I + \hat{\omega} \sin \| \omega \|_2 + \hat{\omega}^2 (1 - \cos \| \omega \|_2)
\]

(3.1)

where the hat operator \( \hat{\cdot} \) maps \( \omega \in \mathbb{R}^3 \) to a skew-symmetric matrix [MSK12]

\[
\hat{\omega} \doteq \begin{bmatrix}
0 & -\omega_3 & \omega_2 \\
\omega_3 & 0 & -\omega_1 \\
-\omega_2 & \omega_1 & 0
\end{bmatrix} \in \mathbb{R}^{3 \times 3}.
\]

(3.2)

With no explicit supervision, the training of our pose network is driven by a surrogate loss (3.4).

3.4 Network Architecture

We propose two encoder-decoder architectures with skip connections following the late fusion paradigm [JCW18, YWS19]. Each encoder has an image branch and a depth branch – the
Figure 3.2: *Learning to refine* (best viewed at 5× with color). Our network learns to refine the input interpolated depth. Green rectangles highlight the regions for comparison throughout the course of training. The network first learns to copy the input and later learns to fuse information from RGB image to refine the interpolated depth (see row 1 pedestrian and row 2 street signs).

image branch contains 75% of the total features in the encoder and the depth branch 25%. The latent representation of the branches are concatenated and fed to the decoder. We propose a VGG11 encoder ($\approx 5.7$M parameters) containing 8 convolution layers for each branch for our best performing model and a VGG8 encoder ($\approx 2.4$M parameters) containing only 5 convolution layers for each branch for our light-weight model. Both VGG11 and VGG8 encoders are coupled to a generic decoder with $\approx 4$ million parameters – giving us a total of $\approx 9.7$M and $\approx 6.4$M parameters, respectively. This is in contrast to other unsupervised methods [MCK19] (who follows early fusion and concatenates features from the two branches after the first convolution) and [YWS19] (late fusion) – both of whom use ResNet34 encoders with $\approx 23.8$M and $\approx 14.8$M parameters, respectively. Both [MCK19, YWS19] employ the same decoder with $\approx 4$M parameters – totaling to $\approx 27.8$M and $\approx 18.8$M parameters, respectively.

Compared to [MCK19] and [YWS19], our VGG11 model has a 76.1% and 61.5% reduction in the encoder parameters and 65.1% and 48.4% overall, respectively. Our VGG8 model has a 89.9% and 83.9% reduction in the encoder and 80% and 66% overall compared to that of [MCK19] and [YWS19], respectively. Despite having fewer parameters, our method outperforms that of [MCK19, YWS19]. Moreover, we note that the performance of our VGG8 model is still comparable to that of VGG11 and still surpasses [MCK19] and [YWS19]. More details on our network architectures can be found in Supp Mat.
3.5 Loss Function

Our loss function is a linear combination of four terms that constrain (i) the photometric consistency between the observed image and its reconstructions from the monocular sequence, (ii) the predicted depth to be similar to that of the associated available sparse depth, (iii) the product of the predicted forward and backward relative poses to be the identity, and (iv) the prediction to adhere to local smoothness.

\[
L = w_{ph}L_{ph} + w_{sz}L_{sz} + w_{pc}L_{pc} + w_{sm}L_{sm}
\]  

(3.3)

where \(L_{ph}\) denotes photometric consistency, \(L_{sz}\) sparse depth consistency, \(L_{pc}\) pose consistency, and \(L_{sm}\) local smoothness. Each loss term \(L\) is described in the next subsections and the associated weight \(w\) in Sect. 3.7.

3.5.1 Photometric Consistency

We enforce temporal consistency by minimizing the color and structural discrepancy between each observed image \(I_t\) and its reconstruction \(\hat{I}_\tau\) from temporally adjacent images \(I_\tau\), where \(\tau \in T \doteq \{t - 1, t + 1\}\):

\[
\hat{I}_\tau(x) = I_\tau(\pi g_{\tau t}K^{-1}\tilde{x}z(x))
\]  

(3.4)

where \(\tilde{x} = [x^T\ 1]^T\) are the homogeneous coordinates of \(x \in \Omega\), \(g_{\tau t} \in \text{SE}(3)\) is the relative pose of the camera from time \(t\) to \(\tau\), \(K\) denotes the camera intrinsics, and \(\pi\) refers to the perspective projection.

Our photometric consistency term is a two-part loss corresponding to color and structural consistency between the observed image \(I_t\) and its reconstructions \(\hat{I}_\tau\).

**Color Consistency** measures the average per pixel reprojection residual with an \(L1\) penalty:

\[
l_{co} = \frac{1}{|\Omega|} \sum_{\tau \in T} \sum_{x \in \Omega} |I_t(x) - \hat{I}_\tau(x)|
\]  

(3.5)

**Structural Consistency** uses SSIM, a perceptual metric that is invariant to local illumination changes. We apply SSIM to \(3 \times 3\) image patches centered at location \(x\) for an image
It and its reconstruction $\hat{I}_r$. As a high SSIM score means $I_t$ and $\hat{I}_r$ are similar, we subtract the score from 1 to denote a distance metric:

$$l_{st} = \frac{1}{|\Omega|} \sum_{\tau \in T} \sum_{x \in \Omega} 1 - \text{SSIM}(I_t(x), \hat{I}_r(x))$$  (3.6)

Our photometric consistency loss can therefore be written as the linear combination of the color and structural consistency terms weighted by $w_{co}$ and $w_{st}$ (Sect. 3.7), respectively:

$$L_{ph} = w_{co}l_{co} + w_{st}l_{st}$$  (3.7)

### 3.5.2 Sparse Depth Consistency

Our sparse depth consistency term provides our predictions with metric scale by encouraging the predictions $\hat{z}$ to be similar to that of the available sparse depth $z_s$. Our sparse depth consistency loss is the $L_1$-norm of the difference between the predicted depth $\hat{z}$ and the sparse depth $z_s$ averaged over $\Omega_s$ (the support of the sparse depth)

$$L_{sz} = \frac{1}{|\Omega_s|} \sum_{x \in \Omega_s} |\hat{z}(x) - z_s(x)|.$$  (3.8)

### 3.5.3 Pose Consistency

A pose network takes an ordered pair of images ($I_t, I_r$) and outputs the relative pose $g_{rt} \in \text{SE}(3)$ (forward pose). When a temporally swapped pair ($I_r, I_t$) is fed to the network, the network is expected to output $g_{tr}$ (backward pose) – the inverse of $g_{rt}$, i.e., $g_{rt} \cdot g_{tr} = e \in \text{SE}(3)$. The forward-backward pose consistency thus penalizes the deviation of the composed pose from the identity:

$$L_{pc} = \| \log(g_{rt} \cdot g_{tr}) \|_2^2$$  (3.9)

where $\log : \text{SE}(3) \mapsto \text{se}(3)$ is the logarithmic map.
Figure 3.3: Qualitative evaluation on KITTI benchmark. Row 1: input image and sparse depth. Row 2: results of [MCK19] taken from the KITTI online test results. Row 3: our results on the KITTI online test server. Warmer colors in the error map denote higher error. Green rectangles highlight regions for detail comparison. Our method performs better in general, particularly on thin structures and far regions. Also, the results of [MCK19] exhibit artifacts resembling scanlines of the Velodyne and “circles” for far away regions (highlighted in red).

3.5.4 Local Smoothness

We impose a smoothness loss on the predicted depth \( \hat{z} \) by applying an \( L1 \) penalty to the gradients in both the x and y directions of the predicted depth \( \hat{z} \):

\[
L_{sm} = \frac{1}{|\Omega|} \sum_{x \in \Omega} \lambda_X(x) |\partial_X \hat{z}(x)| + \lambda_Y(x) |\partial_Y \hat{z}(x)|
\]  

(3.10)

where \( \lambda_X = e^{-|\partial_X I_t(x)|} \) and \( \lambda_Y = e^{-|\partial_Y I_t(x)|} \) are the edge-awareness weights to allow for discontinuities in regions corresponding to object boundaries.

3.6 Datasets

3.6.1 KITTI Benchmark

We evaluate our approach on the KITTI depth completion benchmark [USS17]. The dataset provides \( \approx 80,000 \) raw image frames and associated sparse depth maps. The sparse depth maps are the raw output from the Velodyne lidar sensor, each with a density of \( \approx 5\% \). The ground-truth depth map is created by accumulating the neighbouring 11 raw lidar scans, with dense depth corresponding to the bottom 30\% of the images. We use the officially
selected 1,000 samples for validation and we apply our method to 1,000 testing samples, with which we submit to the official KITTI website for evaluation. The results are reported in Table 3.2.

3.6.2 VOID Benchmark

While KITTI provides a standard benchmark for evaluating depth completion in the driving scenario, there exists no standard depth completion benchmark for the indoor scenario. [MCK19, YWS19] used NYUv2 [SHK12] – an RGB-D dataset – to develop and evaluate their models on indoor scenes. Yet, each perform a different evaluation protocol with different sparse depth samples – varying densities of depth values were randomly sampled from the depth frame, preventing direct comparisons between methods. Though this is reasonable as a proof of concept, it is not realistic in the sense that no sensor measures depth at random locations.

The VOID dataset. We propose a new publicly available dataset for a real world use case of depth completion by bootstrapping sparse reconstruction in metric space from a SLAM system. While it is well known that metric scale is not observable in the purely image-based SLAM and SFM setting, it has been resolved by the recent advances in VIO [JS11, MR07], where real-time pose and structure estimation can be realized in a gravity-aligned and scaled reference frame using an inertial measurement unit (IMU). To this end, we leverage an Extended Kalman Filter (EKF) based VIO system, atop which we construct our dataset and develop our depth completion model. While there are some visual-inertial datasets (e.g. TUM-VI [SGD18] and PennCOSYVIO [PSD17]), they do not have per-frame dense depth measurements for cross-modal validation, and are also relatively small – rendering them unsuitable for training deep learning models.

Our dataset is dubbed “Visual Odometry with Inertial and Depth” or “VOID” for short and is comprised of RGB video streams and inertial measurements for metric reconstruction along with per-frame dense depth for cross-modal validation.
**Data acquisition.** Our data was collected using the latest Intel RealSense D435i camera \(^1\), which was configured to produce synchronized accelerometer and gyroscope measurements at 400 Hz, along with synchronized VGA-size (640 × 480) RGB and depth streams at 30 Hz. The depth frames are acquired using active stereo and is aligned to the RGB frame using the sensor factory calibration. All the measurements are time-stamped.

The SLAM system we use is based on [JS11] – an EKF-based VIO model. While the VIO recursively estimates a joint posterior of the state of the sensor platform (e.g. pose, velocity, sensor biases, and camera-to-IMU alignment) and a small set of reliable feature points, the 3D structure it estimates is extremely sparse – typically 20 ∼ 30 feature points (in-state features). To facilitate 3D reconstruction, we track a moderate amount of out-of-state features in addition to the in-state ones, and estimate the depth of the feature points using auxiliary filters [MSK12].

To give some flavor of the VOID dataset, Fig. 3.4 shows a set of images (top inset) sampled from video sequences in VOID, and output of our visual-inertial odometry (VIO) system (bottom), where the blue pointcloud is the sparse reconstruction of the underlying scene and the yellow trace is the estimated camera trajectory.

**The benchmark.** We evaluate our method on the VOID depth completion benchmark, which contains 56 sequences in total, both indoor and outdoor with challenging motion. Typical scenes include classrooms, offices, stairwells, laboratories, and gardens. Of the 56 sequences, 48 sequences (∼ 40K frames) are designated for training and 8 sequences for testing, from which we sampled 800 frames to construct the testing set. Our depth completion benchmark provides sparse depth images at 3 density levels. We configured our SLAM system to track and estimate depth of 1500, 500 and 150 feature points, corresponding to 0.5%, 0.15% and 0.05% density of VGA size, which are then used in the depth completion task.

\(^1\)https://realsense.intel.com/depth-camera/
Figure 3.4: Sample sequences in VOID dataset (best viewed in color at 5×). In each panel, the top inset shows 4 sample images of a video sequence in our VOID dataset; the bottom shows the sparse pointcloud reconstruction (blue) and camera trajectory (yellow) from our VIO.

3.7 Implementation Details

Our approach was implemented using TensorFlow [ABC16]. With a Nvidia GTX 1080Ti, training takes ≈ 90 hours for our VGG11 model and ≈ 70 hours for our VGG8 model on KITTI depth completion benchmark (Sect. 3.6.1) for 30 epochs; whereas training takes ≈ 10 hours and ≈ 7 hours on the VOID benchmark (Sect. 3.6.2) for 10 epochs. Inference takes ≈ 22 ms per image. We used Adam [KB14] with $\beta_1 = 0.9$ and $\beta_2 = 0.999$ to optimize our network end-to-end with a base learning rates of $1.2 \times 10^{-4}$ for KITTI and $1 \times 10^{-4}$ for VOID. We decrease the learning rate by half after 18 epochs for KITTI and 6 epochs for
VOID, and again after 24 epochs and 8 epochs, respectively. We train our network with a batch size of 8 using a 768 × 320 resolution for KITTI and 640 × 480 for VOID. We are able to achieve our results on the KITTI benchmark using the following set of weights for each term in our loss function: \( w_{ph} = 1.00, w_{co} = 0.20, w_{st} = 0.40, w_{sz} = 0.20, w_{pc} = 0.10 \) and \( w_{sm} = 0.01 \). For the VOID benchmark, we increased \( w_{sz} \) to 1.00 and \( w_{sm} \) to 0.10. We do not use any data augmentation.

3.8 Experiments

3.8.1 KITTI Depth Completion Benchmark

We compare the performance of our approach with recent unsupervised depth completion methods on the official KITTI depth completion benchmark in Table 3.2 using error metrics in Table 3.1 and show quantitative results in Fig. 3.3. The results of the methods listed are taken directly from their papers. We note that [YWS19] only reported their result in
Table 3.1: Error Metrics for evaluating KITTI and VOID depth completion benchmarks, where \( z_{gt} \) is the ground truth.

<table>
<thead>
<tr>
<th>Metric</th>
<th>units</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAE</td>
<td>mm</td>
<td>( \frac{1}{</td>
</tr>
<tr>
<td>RMSE</td>
<td>mm</td>
<td>( \left( \frac{1}{</td>
</tr>
<tr>
<td>iMAE</td>
<td>1/km</td>
<td>( \frac{1}{</td>
</tr>
<tr>
<td>iRMSE</td>
<td>1/km</td>
<td>( \left( \frac{1}{</td>
</tr>
</tbody>
</table>

their paper and do not have an entry for KITTI depth completion benchmark for their unsupervised model. Hence, we compare qualitatively with the prior art [MCK19]. Our VGG11 model outperforms the state-of-the-art [YWS19] on every metric by as much as 12.8% on MAE, 7.4% on RMSE, 9.1% on iMAE while using 48.4% fewer parameters. Our light-weight VGG8 model also outperforms [YWS19] on MAE by 11.3%, RMSE by 7.8% and iMAE by 3% while having 66% fewer parameters; [YWS19] beat our light-weight model by 2.2% on iRMSE. We note that [YWS19] trains a separate network using ground-truth depth and uses it as supervision to train their model for depth completion. Moreover, [YWS19] exploits rectified stereo-imagery where the pose of the cameras is known; whereas, we learn our pose by jointly training the pose network with our depth predictor. In comparison to [MCK19] (who also leverages monocular videos), our VGG11 model outperforms them by 14.5% on MAE, 10% on RMSE, 23.6% on iMAE, and 12.5% on iRMSE while using 65.1% fewer parameters. Our VGG8 model outperforms [MCK19] by 13.1% on MAE, 10.4% on RMSE, 18.5% on iMAE, and 10.1% on iRMSE while using 80% fewer parameters. We also note that the qualitative results of [MCK19] contains artifacts such as apparent scanlines of the Velodyne and “circles” for far regions. As an introspective exercise, we plot the mean error of our model at varying distances on the KITTI validation set (Fig. 3.5) and overlay it with the ground truth depth distribution to show that our model performs very well in distances that matter in real-life scenarios. Our performance begins to degrade at distances larger than 80 meters; this is due to the lack of sparse measurements and insufficient parallax – problems that plague methods relying on multi-view supervision.
<table>
<thead>
<tr>
<th>Method</th>
<th>MAE</th>
<th>RMSE</th>
<th>iMAE</th>
<th>iRMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Schneider et al. [SSP16]</td>
<td>605.47</td>
<td>2312.57</td>
<td>2.05</td>
<td>7.38</td>
</tr>
<tr>
<td>Ma et al. [MCK19]</td>
<td>350.32</td>
<td>1299.85</td>
<td>1.57</td>
<td>4.07</td>
</tr>
<tr>
<td>Yang et al. [YWS19]</td>
<td>343.46</td>
<td>1263.19</td>
<td>1.32</td>
<td>3.58</td>
</tr>
<tr>
<td>Ours VGG8</td>
<td>304.57</td>
<td>1164.58</td>
<td>1.28</td>
<td>3.66</td>
</tr>
<tr>
<td>Ours VGG11</td>
<td>299.41</td>
<td>1169.97</td>
<td>1.20</td>
<td>3.56</td>
</tr>
</tbody>
</table>

Table 3.2: *KITTI depth completion benchmark.* We compare our model to unsupervised methods on the KITTI depth completion benchmark [USS17]. Our VGG11 model outperforms state-of-the-art [YWS19] across all metrics while using 48.4% less parameters. Our light-weight (VGG8) model achieves similar performance and in fact marginally outperforms our VGG11 model despite having 34% fewer parameters than our VGG11 model. Moreover, our VGG8 model outperforms [MCK19] and across all metrics and [YWS19] on MAE, RMSE, and iMAE despite having 80% and 66% fewer parameters, respectively.

### 3.8.2 KITTI Depth Completion Ablation Study

We analyze the effect brought by each of our contributions through a quantitative evaluation on the KITTI depth completion validation set (Table 3.3). We see that our two baseline models (row 1 and 2), Scaffolding and vanilla model trained without interpolation, perform poorly in comparison to the models that are trained with interpolated depth as input – showcasing the effectiveness of our refinement approach. Although the loss functions are identical, we see that exponential parameterization consistently improves over Euler angles across all metrics. While other works [FWS19, WMZ18, YS18] train their pose network using the photometric error as a surrogate loss with no additional constraint, we show that it is in fact beneficial to impose our pose consistency constraint (Sect. 3.9). By constraining the forward and backward poses to be inverse of each other, we are able to obtain a more accurate pose resulting in better depth prediction. Our experiments verify this claim as we see an improvement in MAE by 2.3%, RMSE by 1.3%, iMAE by 5.5%, and iRMSE by 3.9% in Table 3.3. We note that the improvement does not seem significant on KITTI as the motion
<table>
<thead>
<tr>
<th>Model</th>
<th>Encoder Rot.</th>
<th>MAE</th>
<th>RMSE</th>
<th>iMAE</th>
<th>iRMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scaffold Only -</td>
<td>-</td>
<td>443.57</td>
<td>1990.68</td>
<td>1.72</td>
<td>6.43</td>
</tr>
<tr>
<td>$L_{ph} + L_{sz} + L_{sm}$</td>
<td>VGG11 Euler</td>
<td>347.14</td>
<td>1330.88</td>
<td>1.46</td>
<td>4.22</td>
</tr>
<tr>
<td>$L_{ph} + L_{sz} + L_{sm}$</td>
<td>VGG11 Euler</td>
<td>327.84</td>
<td>1262.46</td>
<td>1.31</td>
<td>3.87</td>
</tr>
<tr>
<td>$L_{ph} + L_{sz} + L_{sm}$</td>
<td>VGG11 Exp.</td>
<td>312.10</td>
<td>1255.21</td>
<td>1.28</td>
<td>3.86</td>
</tr>
<tr>
<td>$L_{ph} + L_{sz} + L_{pc} + L_{sm}$</td>
<td>VGG11 Exp.</td>
<td>305.06</td>
<td>1239.06</td>
<td>1.21</td>
<td>3.71</td>
</tr>
<tr>
<td>$L_{ph} + L_{sz} + L_{pc} + L_{sm}$</td>
<td>VGG8 Exp.</td>
<td>308.81</td>
<td>1230.85</td>
<td>1.29</td>
<td>3.84</td>
</tr>
</tbody>
</table>

Table 3.3: KITTI depth completion ablation study. We compare variants of our model on the KITTI depth completion validation set. Each model is denoted by its loss function. The results of Scaffolding Only is produced using linear interpolation over a triangular mesh; we assign average depth to regions with missing interpolated depth. It is clear that scaffolding alone (row 1) and our baseline model trained without interpolated depth (row 2, indicated by *) do poorly compared to our models that combine both (rows 3-6). Our full model using VGG11 produces the best overall results and achieves state-of-the-art on the test set Table 3.2. We note that our light-weight VGG8 model achieve similar performance and even marginally beating our VGG11 model on the RMSE metric despite having 34% fewer parameters.

is mostly planar; however, when predicting non-trivial 6 DoF motion (Sect. 3.8.4), we see a significant boost when employing this term. Our model trained with the full loss function produces the best results (bolded in Table 3.2) and is the state-of-the-art for unsupervised KITTI depth completion benchmark. We further propose a light-weight (VGG8) model that only contains ≈ 6.4M parameters. Although our light-weight model has 3.3M fewer (34% reduction) parameters than our VGG11 model, we note that the performance does not degrade by much – our VGG8 model only trails the VGG11 model by 1.2% in MAE, 6.6% in iMAE, 3.5% in iRMSE, and even marginally beating our VGG11 model on RMSE by 0.7% on the KITTI validation set.
3.8.3 VOID Depth Completion Benchmark

We evaluate our method on the VOID depth completion benchmark for all three density levels (Table 3.4) using error metrics in Table 3.1. As the photometric loss is largely dependent on obtaining the correct pose, we additionally propose a hybrid model, where the relative camera poses from our visual-inertial SLAM system are used to construct the photometric loss to show a upper bound on performance.

In contrast to the KITTI depth completion benchmark, which provides $\approx 5\%$ sparse depth over the image domain concentrated on the bottom third of the image, the VOID benchmark only provides $\approx 0.5\%, \approx 0.15\%$ and $\approx 0.05\%$ densities in sparse depth (10, 33, and 100 times less than KITTI). Yet, our method is still able to produce reasonable results for indoor scenes with a MAE of $\approx 8.5$ centimeters on $0.5\%$ density and $\approx 17.9$ centimeters when given only $0.05\%$. As most scenes contain textureless regions, sparse depth supervision becomes important as photometric reconstruction is unreliable. Hence, we see a degrade in performance as the density decreases. Yet, we degrade gracefully: as the density decreases by 100X, our error only doubles. Also, we observe systematic performance improvement in all the evaluation metrics (Table 3.4) when replacing the pose network with SLAM pose. This can be largely attributed to the necessity for the correct pose to minimize photometric error during training. Our pose network may not be able to consistently predict the correct pose due to the challenging motion of the dataset. Fig. 3.6 and 3.7 show some sample RGB images with the densified depth images back-projected to 3D, colored, and viewed from a different vantage point.

3.8.4 VOID Depth Completion Ablation Study

To better understand the effect of rotation parameterization and our pose consistency loss (3.9) on the depth completion task, we compare variants of our model and again replace the pose network with SLAM pose to show an upper-bound on performance. Although exponential outperforms Euler parameterization, we note that their results are in fact 29.2 and 32.9% worse than using SLAM pose on MAE, 18.2 and 30.1% worse on RMSE, 33% and 34%
Table 3.4: Depth completion on VOID with sparse input of varying density. The VOID dataset contains VGA size images (480 × 640) of both indoor and outdoor scenes with challenging motion. For “Pose From”, SLAM refers to relative poses estimated by a SLAM system, and PoseNet refers to relative poses predicted by a pose network.

worse on iMAE, and 29% and 34.7% worse on iRMSE, respectively. However, we observe a performance boost when applying our pose consistency term and our model improves over exponential without pose consistency by 17.7% on MAE, 5.2% on RMSE, 23.4% on iMAE, and 20.6% on iRMSE. Moreover, it only trails the one trained with SLAM pose by 14% on MAE, 13.8% on RMSE, 13% on iMAE, and 10.4% on iRMSE. This trend still holds when density decreases (Table 3.4). This suggests that despite the additional constraint, the pose network still have some difficulties predicting the pose due to the challenging motion. This finding, along with results from Table 3.4, sheds light to the usage of classic SLAM systems in the era of deep learning, which also urges us to develop and test pose networks on the VOID dataset which features non-trivial 6 DoF motion – much more challenging than the mostly-planar motion found in the KITTI dataset.

3.9 Pose Ablation Study

In this section, we directly evaluate the pose network on the KITTI odometry dataset in Table 3.6. We show qualitative results on the trajectory obtained by chaining pairwise
camera poses estimated by each pose network in Fig. 3.8 and provide an analysis of the results in Sect. 3.9.2.

### 3.9.1 Pose Evaluation Metrics

To evaluate the performance of the pose network and its variants, we adopt two most widely used metrics in evaluating simultaneous localization and mapping (SLAM) systems: absolute trajectory error (ATE) and relative pose error (RPE) [SEE12] along with two novel metrics tailored to the evaluation of pose networks.

Given a list of estimated camera poses \( \hat{g}^T \doteq \{\hat{g}_1, \hat{g}_2, \cdots, \hat{g}_T\} \), where \( \hat{g}_t \in \text{SE}(3) \), relative to a fixed world frame, and the list of corresponding ground truth poses \( g^T \doteq \{g_1, g_2, \cdots, g_T\} \),
Figure 3.7: More Qualitative results on VOID dataset. In each panel, the left shows a sample RGB image fed to our depth completion network as input; the right shows the completed depth map back-projected to 3D, colored, and viewed from a different vantage point. Our method recovers the scene structure with details at various ranges in both indoor and outdoor settings.

where $g_t \in \text{SE}(3)$, ATE reads

$$\text{ATE}(\hat{g}^T, g^T) = \sqrt{\frac{1}{T} \sum_{t=1}^{T} \| \text{trans}(g_t^{-1} \hat{g}_t) \|_2^2}$$

(3.11)

where the function $\text{trans} : \text{SE}(3) \mapsto \mathbb{R}^3$ extracts the translational part of a rigid body transformation. ATE is essentially the root mean square error (RMSE) of the translational part of the estimated pose over all time indices. [ZBS17] proposed a “5-frame” version of ATE (ATE-5F) – the root mean square of ATE of a 5-frame sliding window over all time indices, which we also incorporate.

While ATE measures the overall estimation accuracy of the whole trajectory – suitable for evaluating full-fledged SLAM systems where a loop closure module presents, it does not faithfully reflect the accuracy of our pose network since 1) our pose network is designed to
<table>
<thead>
<tr>
<th>Method</th>
<th>MAE</th>
<th>RMSE</th>
<th>iMAE</th>
<th>iRMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>PoseNet + Eul.</td>
<td>108.97</td>
<td>212.16</td>
<td>64.54</td>
<td>142.64</td>
</tr>
<tr>
<td>PoseNet + Exp.</td>
<td>103.31</td>
<td>179.05</td>
<td>63.88</td>
<td>131.06</td>
</tr>
<tr>
<td>PoseNet + Exp. + $L_{PC}$</td>
<td>85.05</td>
<td>169.79</td>
<td>48.92</td>
<td>104.02</td>
</tr>
<tr>
<td>SLAM Pose</td>
<td><strong>73.14</strong></td>
<td><strong>146.40</strong></td>
<td><strong>42.55</strong></td>
<td><strong>93.16</strong></td>
</tr>
</tbody>
</table>

Table 3.5: VOID depth completion benchmark and ablation study. We compare the variants of our pose network. SLAM Pose replaces the output of pose network with SLAM estimated pose to gauge an upper bound in performance. When using our pose consistency term with exponential parameterization, our method approaches the performance of our method when using SLAM pose.

estimate pairwise poses, and 2) thus by simply chaining the pose estimates overtime, the pose errors at earlier time instants are more pronounced. Therefore, we also adopt RPE to measure the estimation accuracy locally:

$$\text{RPE}(\hat{g}^T, g^T; \Delta) = \sqrt{\frac{1}{T - \Delta} \sum_{t=1}^{T-\Delta} \| \text{trans}([g_{t+\Delta}^{-1}g_t^{-1} \hat{g}_{t+\Delta}]) \|^2}$$  \hspace{1cm} (3.12)$$

which is essentially the end-point relative pose error of a sliding window averaged over time. By measuring the end-point relative pose $\hat{g}_{t+\Delta} = \hat{g}_t^{-1} \hat{g}_{t+\Delta}$, where $t = t + \Delta$, over a sliding window $[t, t + \Delta]$, we are able to focus more on the relative pose estimator (the pose network) itself rather than the overall localization accuracy. In our evaluation, we choose a sliding window of size 1, i.e., $\Delta = 1$. However, RPE is affected only by the accuracy of the translational part of the estimated pose, as we expand the relative pose error:

$$g_{t+\Delta}^{-1} \hat{g}_t = (R_{t+\Delta}T_{t+\Delta})^{-1} \cdot (\hat{R}_{t+\Delta}\hat{T}_{t+\Delta})$$ \hspace{1cm} (3.13)$$

$$= (R_{t+\Delta}^\top \hat{R}_{t+\Delta}, -R_{t+\Delta}^\top \hat{T}_{t+\Delta} + T_{t+\Delta})$$ \hspace{1cm} (3.14)$$

leading to $\text{trans}(g_{t+\Delta}^{-1} \hat{g}_t) = -R_{t+\Delta} \hat{T}_{t+\Delta} + T_{t+\Delta}$, where the rotational part $\hat{R}_{t+\Delta}$ of the estimated pose disappears! Therefore, to better evaluate the rotation estimation, and, more importantly, to study the effect of different rotation parameterization and the pose consistency term, we
Figure 3.8: Qualitative Pose Ablation Study KITTI Odometry Sequence 09 and 10. We perform an ablation study on our pose representation by jointly training our depth completion network and pose network on KITTI depth completion dataset and testing only the pose network on KITTI Odometry sequence 09 and 10. We obtain the camera trajectories by chaining the pairwise camera poses estimated by our pose network. We observe that the trajectory of our method using exponential parameterization trained with pose consistency (Sect. 3.5.3) is most closely aligned with the ground-truth trajectory.

We propose the relative rotation error (RRE) metric:

$$
RRE(\hat{g}^T, g^T; \Delta) = \sqrt{\frac{1}{T-\Delta} \sum_{t=1}^{T-\Delta} \| \log(\text{rot}(g_{t-1}^{-1}\hat{g}_t)) \|_2^2}
$$

(3.15)

where \text{rot} : \text{SE}(3) \mapsto \text{SO}(3) extracts the rotational part of a rigid body transformation, and \text{log} : \text{SO}(3) \mapsto \mathbb{R}^3 is the logarithmic map for rotations.
3.9.2 Ablation Study on KITTI Odometry

We perform an ablation study on the effects of our pose parameterizations and our pose consistency in Table 3.6 and provide qualitative results showing the trajectory predicted by our pose network in Fig. 3.8. We jointly trained our depth completion network and our pose network on the KITTI depth completion dataset and evaluate the pose network on sequence 09 and 10 of the KITTI Odometry dataset.

For sequence 09, our pose network using exponential parameterization performs comparably to Euler angles on the ATE-5F and RPE metrics while outperforming Euler by $\approx 20\%$ on ATE and $\approx 3.4\%$ on RRE. This result suggests that while within a small window Euler and exponential perform comparably on translation, exponential is a better pose parameterization and globally more correct. We additionally see that exponential outperforms Euler angles on all metrics in sequence 10.

Our best results are achieved using exponential parameterization with our pose consistency term (Sect. 3.5.3): on sequence 09, it outperformed Euler and exponential without pose consistency by $\approx 47.1\%$ and $\approx 28.9\%$ on ATE, $\approx 12.1\%$ and $\approx 13\%$ on RPE, $\approx 10.8\%$ and $\approx 7.6\%$ on RRE, respectively, and both by $\approx 12.1\%$ on ATE-5F. On sequence 10, it outperformed Euler and exponential by $\approx 24\%$ and $\approx 2.3\%$ on ATE, $\approx 13.8\%$ and $\approx 11\%$ on RPE, and $\approx 13.1\%$ and $\approx 3.1\%$ on RRE, respectively. It also beat Euler by $\approx 12\%$ on RPE and is comparable to exponential on the metric.

3.10 Discussion

In this work, we introduced a two-stage approach that achieves state-of-the-art performance on the KITTI depth completion benchmark. By learning a model to refine the scaffolding built from sparse points, we show that we can bypass the sparse input problem that previous works have tried to solve by using sparsity-invariant operations. We additionally explored rotation parameterization and proposed a pose consistency constraint that enforced forward-backward motion consistency. This consistency term contributed to our performance on both
Table 3.6: *Quantitative Pose Ablation Study KITTI Odometry Sequence 09 and 10.* We perform an ablation study on our pose representation by jointly training our depth completion network and pose network on KITTI depth completion dataset and testing only the pose network on KITTI Odometry sequence 09 and 10. We evaluate the performance of each pose network using metrics described in Sect. 3.9.1. While performance of exponential parameterization and Euler angles are similar on ATE-5F, and RPE, exponential outperforms Euler angles in ATE and RRE on both sequences. Our model using exponential with pose consistency performs the best.

While deep networks have attracted a lot of attention as a general framework to solve an array of problems, we must note that pose may be difficult to learn on datasets with non-trivial 6 DoF motion – which the SLAM community has studied for decades. We hope that VOID will serve as a platform to develop models that can handle challenging motion and further foster fusion of multi-sensory data. Furthermore, we show that deep learning can be
applied to predict the dense reconstruction from extremely sparse point clouds (e.g. features tracked by SLAM). We also show that we can improve the performance of our model by directly using pose from a SLAM system instead of pose network. These findings motivate a possible marriage between SLAM and deep learning that can benefit one another.
CHAPTER 4

Visual-Inertial Scene Representation for 3D Object Detection

4.1 Introduction

We deem an “object detector” to be a system that takes as input images and produces as output decisions as to the presence of objects in the scene. We design one based on the following premises: (a) Objects exist in the scene, not in the image; (b) they persist, so confidence on their presence should grow as more evidence is accrued from multiple (test) images; (c) once seen, the system should be aware of their presence even when temporarily not visible; (d) such awareness should allow it to predict when they will return into view, based on scene geometry and topology; (e) objects have characteristic shape and size in 3D, and vestibular (inertial) sensors provide a global scale and orientation reference that the system should leverage on.

Detecting objects from images is not the same as detecting images of objects (Fig. 4.4). Objects do not flicker in-and-out of existence, and do not disappear when not seen, like peekaboo (Fig. 4.5). What we call “object detectors” traditionally refers to algorithms that process a single image and return a decision as to the presence of objects of a certain class in said image, missing several critical elements (a)-(e) above. Nevertheless, such algorithms can be modified to produce not decisions, but evidence (likelihood) for the presence of objects, which can be processed over time and integrated against the geometric and topological structure of the scene, to yield an object detector that has the desired characteristics. The scene context encompasses both the identity and co-occurrence of objects (semantics) but also to their spatial arrangement in three-dimensional (3D) space (syntax).
4.1.1 Summary of Contributions and Limitations

To design an object detector based on the premises above, we (a) formalize an explicit model of the posterior probability of object attributes, both semantic (identity) and syntactic (pose), natively in the 3D scene (Sect. 4.3), which (b) maintains and updates such a posterior,
processing each image causally over time (Sect. 4.3.2); (c) the posterior distribution is a form of short-term memory (representation), which we use to (d) predict visibility and occlusion relations (Sect. 4.5.3). We exploit the availability of cheap inertial sensors in almost every mobile computing platform, from phones to drones, to (e) impose class-specific priors on the size of objects (Sect. 4.5.2).

The key insight from the formalization (a) is that an optimal (minimal sufficient invariant [SC16]) representation for objects in the scene (4.1) naturally factors into two components: One geometric – which can be computed recursively by any localization (SLAM) system (4.3) – and the other a likelihood term, which can be computed instantaneously by a discriminatively-trained convolutional neural network (CNN, (4.4)) operating on a single image. Some consequences of this insight are discussed in Sect. 4.6. In practice, this means that we can implement our system using some off-the-shelf components, fine-tuning a pre-trained CNN, and at least for some rudimentary modeling assumptions, our system operates in real-time, generating object-scene representations at 10-30 frames-per second. In Sect. 4.5 we report the results of a representative sample of qualitative and quantitative tests.

There are several novel elements to our system: To the best of our knowledge, we are the first to exploit inertial sensors to provide both scale discrimination and global orientation reference for visual recognition (Fig. 4.4). Most (image)-object detectors assume images are gravity-aligned, which is a safe bet for photographic images, but not so for robots or drones. We are also the first to integrate CNN-based detectors in a recursive Bayesian inference scheme, and to implement the overall system to run in real-time, as we have demonstrated publicly in [rev16].

While our formalization of the problem of object detection is general, our real-time implementation has several limitations. First, it only returns a joint geometric and semantic description for static objects. Moving objects are detected in the image, but their geometry – shape and pose, estimating which would require sophisticated class-specific deformation priors – is not inferred. Second, it models objects’ shape as a parallelepiped, or bounding box in 3D. While this is a step forward from bounding boxes in the image, it is still a rudimentary model of objects, based on which visibility computation is rather crude. We have performed
several tests with dense reconstruction [GBS15], as well as with CAD models [ISS16], but matching and visibility computation based on those is not yet at the level of accuracy (dense reconstruction) or efficiency (CAD matching) to enable real-time computation. Nevertheless, we use CAD models for some categories, such as cars, chairs, and TV monitors, in Sect. 4.5. The third limitation is that a full joint syntactic-semantic prior is not enforced. While ideally we would like to predict not only what objects are likely to become visible based on context, but also where they will appear relative to each other, this is still computationally prohibitive at scale.

In Sect. 4.3 we start by defining an object representation as a sufficient invariant for detection, and show that the main factor can be updated recursively as an integral, where the measure represents the syntactic context, and can be computed by any SLAM system, and the other factor can be computed by (the pre-softmax activations of) a CNN. While the update is straightforward and top-down (the system state generate predictions for image-projections, whose likelihood is scored by a CNN), initialization requires defining a prior on object identity and pose. For this we use the same CNN in a bottom-up mode, where putative detection (high-likelihood regions) are used to initialize object hypotheses (or, rather, regions with no putative detections are assumed free of objects), and several heuristics are put in place for genetic phenomena (birth, death and merging of objects, Sect. 4.4).

4.2 Related Work

This work, by its nature, relates to a vast body of literature on “scene understanding” in Computer Vision, Robotics [LBR12, PL15] and AI [KAJ11] dating back decades [Wal81]. Most recently, with the advent of cheap consumer range sensors, there has been a wealth of activity in this area [LFU13, TTD12, WLS14, CK13, SK13, DTL15, GAM13, KMF13, SNS13, HFL14, BS15, GAG15, HZC13, SGS13, VML15, LBR11, KMT16, SX15, RS15]. The use of RGB-D cameras unfortunately restricts the domain of applicability mostly indoors and at close range whereas we target mobility applications where the camera, which typically has an inertial sensor strapped on it, but not (yet) a range sensor, can be used both indoor
and outdoors. We expect that, on indoor sequences, our method would underperform a structured light or other RGB-D source, but this is subject of future investigation.

There is also work that focuses on scene understanding from visual sensors, specifically video [KLD14, AYB15, LSH16, SHK12, BGC15, YFU12], although none integrates with inertial sensors, despite a resurgent interest in sensor fusion [ZCV15]. Additional related work includes [HZC13, CLC08, BSF08, SHP15].

To the best of our knowledge, no work has been published to leverage inertial sensing for object detection. This is critical to provide a scale estimate in a monocular setting, and validate object hypotheses in a Bayesian setting, so that, for instance, a model car in our system is not classified as a car (Fig. 4.4), despite image-based evidence of the contrary.

Semantic scene understanding from a single image is also an active area of research ([FHG15] and references therein). We are instead interested in agents embedded in physical space, for which the restriction to a single image is limiting. There is also a vast literature on scene segmentation, including dedicated workshops and special issues ([HHX15] and references therein), mostly using range (RGB-D) sensors, although also from video. One popular pipeline for dense semantic segmentation is adopted by [HFL14, MHD17, VML15, KLD14, ABS16]: Depth maps obtained either from RGB-D or stereo are fused; 2D semantic labeling is transferred to 3D and smoothed with a fully-connected CRF [Kol11]. Also related methods on joint semantic segmentation and reconstruction are [SHL16, OBG16, BVR15].

There is also work on 3D recognition [KKS13, STL14, MLC14], but again with no inertial measurements and no motion. Some focus on real-time operation [CFN14], but most operate off-line [ZSS15, CRU16]. None of the datasets commonly used in these works [COR16, XOT13] provide an inertial reference, except for KITTI. In terms of 3D object detection on KITTI, some authors focus on image-based detection [GDD14, Gir15, RHG15, RDG16, LAE16] and then place objects into the scene [XCL15, XCL16], while others focus on 3D object proposal generation and verification using a network [CKZ16, CKZ15]. [XCL15] trains a 3D Voxel Pattern (3DVP) based detector to infer object attributes and demonstrates the ability to accurately localize cars in 3D on KITTI. Their subsequent work [XCL16]
trains a CNN to classify 3DVPs. Different representations of object proposals are also exploited, such as 3D cuboids [FDU12] and deformable 3D wireframes [ZSS15]. Various priors are also considered: [WFU15] exploits geo-tagged images; geometric priors of objects are incorporated into various optimization frameworks to estimate object attributes [ZZD15, CRU16]. While most of these algorithms report very good performance on detection (∼ 90% mAP), none reports scores for the semantic-syntactic state of objects in 3D, except for [XCL15, XCL16] and [CKZ15, CKZ16]. Since the latter are dominated by the former, we take [XCL16] as a paragon for comparison in Sect. 4.5.

The aforementioned 3D object recognition methods are based on 2D detection without temporal consistency. Therefore, the comparison is somewhat unfair as single-image based detectors cannot reliably detect objects in space, which is our main motivation for the proposed approach. For details on comparison methodology, see Sect. 4.5 and Supplementary Material (Sup. Mat.).

Recent work in data association [LZD16] aims to directly infer the association map, which is computationally prohibitive for the scale needed in our real-time system. We therefore resort to heuristics, described in Sect. 4.4. More specifically to our implementation, we leverage existing visual-inertial filters [HKB13, LM14, TCS15] and single image-trained CNNs [GDD14, RDG16, XCL16].

4.3 Methods

4.3.1 Representations

A scene $\xi$ is populated by a number of objects $z_j \in \{z_1, \ldots, z_N\}$, each with geometric (pose, shape)$^1$ and semantic (label) attributes $z_j = \{s_j, l_j\}$. Measurements (e.g., images) up to the current time $t$, $y^t = \{y_1, \ldots, y_t\}$ are captured from a sensor at pose $g_t$. A semantic representation of the scene is the joint posterior $p(\xi, z_j^t | y^t)$ for up to the $j$-th objects seen.

$^1$Object pose is its position and orientation in world frame. With inertials, pose can be reduced to position and rotation along gravity. Sensor pose is full 6 degree-of-freedom position and orientation.
up to time $t$, where sensor pose $g_t$ and other nuisances are marginalized. The joint posterior can be decomposed as $p(\xi, z^j|y^t) = p(\xi|z^j)p(z^j|y^t)$ with the first factor ideally updated asynchronously each time a new object $z_{j+1}$ becomes manifest starting from a prior $p(\xi)$ and the second factor updated each time a new measurement $y_{t+1}$ becomes available starting from $t = 0$ and given $p(z)$.

A representation of the scene in support of (geometric) localization tasks is the posterior $p(g_t, x|y^t)$ over sensor pose $g_t$ (which, of course, is not a nuisance for this task) and a sparse attributed point cloud $x = [x_1, \ldots, x_{N_x}]$, given all measurements (visual $I^t$ and inertial $u^t$) up to the current time. Conditioning the semantics on the geometry we can write the second factor above as

$$p(z^j|y^t) = \int p(z^j|g_t, x, y^t) dP(g_t, x|y^t) \quad (4.1)$$

where the integrand can be updated as more data $y_{t+1}$ becomes available as $p(z^j|g_{t+1}, x, y^{t+1})$, which is proportional to (Chapman-Kolmogorov)

$$p(y_{t+1}|z^j, g_{t+1}, x) \int p(g_{t+1}|g_t, u_t) dP(z^j|g_t, x, y^t). \quad (4.2)$$

### 4.3.2 Approximations

The measure in (4.1) can be approximated in wide-sense using an Extended Kalman Filter (EKF), as customary in simultaneous localization and mapping (SLAM): $p(g_t, x|y^t) \simeq \mathcal{N}(\hat{g}_{t|t}, \hat{x}_{t|t}; P_{t|t})$. (4.1) is a diffusion around the mean/mode $\hat{g}_{t|t}, \hat{x}_{t|t}$; if the covariance $P_{t|t}$ is small, it can be further approximated: Given

$$\hat{g}_{t|t}, \hat{x}_{t|t} = \arg\max_{g_t, x} p_{\text{SLAM}}(g_t, x|y^t), \quad (4.3)$$

$$\hat{p}_{g,x}(z^j|y^t) = p(z^j|g_t = \hat{g}_{t|t}, x = \hat{x}_{t|t}, y^t) \simeq p(z^j|y^t).$$

Otherwise the marginalization in (4.1) can be performed using samples from the SLAM system. Either way, omitting the subscripts, we have

$$\hat{p}(z|y^{t+1}) \propto p(y_{t+1}|z, \hat{g}_{t|t} u_t, \hat{x}_{t|t}) \hat{p}(z|y^t) \quad (4.4)$$

---

\(^2\)Attributes include sparse geometry (position in the inertial frame) and local photometry (feature descriptor, sufficient for local correspondence).
where the likelihood term is approximated by a convolutional neural network (CNN) as shown in Sect. 4.3.3 and the posterior is updated by a Bayesian filter (BF) which is a bank of EKFs (Sect. 4.3.4). That only leaves the first factor \( p(\xi|z^j) \) in the posterior, which encodes context. While one could approximate it with a recurrent network, that would be beyond our scope here; we even forgo using the co-occurrence prior, which amounts to a matrix multiplication that rebalances the classes following [CLT10], since for the limited number of classes and context priors we experimented with, it makes little difference.

Approximating the likelihood in (4.4) appears daunting because of the purported need to generate future data \( y_{t+1} \) (the color of each pixel) from a given object class, shape and pose, and to normalize with respect to all possible images of the object. Fortunately, the latter is not needed since the product on the right-hand side of (4.4) needs to be normalized anyway, which can be done easily in a particle/mixture-based representation of the posterior by dividing by the sum of the weights of the components. Generating actual images is similarly not needed. What is needed is a mechanism that, for a given image \( y_{t+1} \), allows quantifying the likelihood that an object of \textit{any} class with \textit{any} shape being present in \textit{any} portion of the image where it projects to from the vantage point \( g_t \). In Sect. 4.3.3 we will show how a discriminatively-trained CNN can be leveraged to this end.

### 4.3.3 Measurement Process

At each instant \( t \), an image \( I_t \) is processed by “probing functions” \( \phi \), which can be designed or trained to be invariant to nuisance variability. The SLAM system processes all past image measurements \( I^t \) and current inertial measurements \( u_t \), which collectively we refer to as \( y_t = \{\phi_\kappa(I_t), u_t\} \), where \( \phi_\kappa(I_t) \) is a collection of sparse contrast-invariant feature descriptors computed from the image for \( N_i \) visible regions of the scene, and produces a joint posterior distribution of poses \( g_t \) and a sparse geometric representation of the scene \( x = [x_1, \ldots, x_{N_i(t)}] \), assumed uni-modal and approximated by a Gaussian:

\[
p_{\text{SLAM}}(g_t, x|y^t) \simeq \mathcal{N}(\hat{g}_t|t, \hat{x}_t|t; P_{(g,x)|t|t})
\] (4.5)
where \( x \in \bigcup_j s_j \), i.e., the scene is assumed to be composed by the union of objects, including the default class “background” \( l_0 \). This localization pipeline is borrowed from [TCS15, MMT15], and is agnostic of the organization of the scene into objects and their identity. It also restricts \( x \) to a subset of the scene that is rigid, co-visible for a sufficiently long interval of time, and located on surfaces that, locally, exhibit Lambertian reflection.

To compute the marginal likelihood for each class \( l_k \in \{l_0, \ldots, l_K\} \), we leverage on a CNN trained discriminatively to classify a given image region \( b_j \) into one of \( K + 1 \) classes, including the background class. The architecture has a soft-max layer preceded by \( K + 1 \) nodes, one per class, and is trained using the cross-entropy loss, providing a normalized score \( \phi_{\text{CNN}}(l|I_{t_b})[k] \) for each class and image bounding box \( b_j \). We discard the soft-max layer, and forgo class-normalization. The activations at the \( K + 1 \) nodes in the penultimate layer of the resulting network provide a mechanism for, given an image \( I_t \), quantifying the likelihood of each object class \( l_k \) being present at each bounding box \( b_j \), which we interpret the (marginal) likelihoods for (at least an instance of) each class being present at the given bounding box:

\[
\phi_{\text{CNN}}(l|I_{t_b})[k] \simeq p(I_t|l_k, b_j).
\] (4.6)

This process induces a likelihood on object classes being present in the visible portion of the scene regions of \( s_j \) and corresponding vantage points \( g_t \), via \( b_j = \pi(g_ts_j) \) where \( \pi \) is the projection. Since inertials \( u_t \) are directly measured, up to a Gaussian noise, we have:

\[
p(y_t|z^j; g_t, \hat{x}) \simeq \phi_{\text{CNN}}(l|I_{t_{\pi(g_ts_j)}})[k]N(\bar{u}; Q)
\] (4.7)

where \( \bar{u} \) are the inertial biases and \( Q \) the noise covariance; here the object attributes \( z^j \) are the labels \( l_j = l_k \) and geometry \( s_j \). Thus, given an image \( I_t \), for each possible object pose and shape \( s_j \) and vantage point \( g_t \), we can test the presence of at least one instance of each class \( l_k \) within. Note that the visibility function is implicit in the map \( \pi \). If an object is not visible, its likelihood given the image \( I_t \) is constant/uniform. Note that this depends on the global layout of the scene, since the map \( \pi \) must take into account occlusions, so objects cannot be considered independently.
4.3.4 Dependencies and Co-visibility

Computing the likelihood of an object being present in the scene requires ascertaining whether it is visible in the image, which in turn depends on all other objects, so the scene has to be modeled holistically rather than as an independent collection of objects. In addition, the presence of certain objects, and their configuration, affects the probability that other objects that are not visible be present.\(^3\)

To capture these dependencies, we note that the geometric representation \( p(g^t, x | y^t) \) can be used to provide a joint distribution on the position of all objects and cameras \( p(g^t, x | y^t) \), which yields \textit{co-visibility} information, specifically the probability of each point in \( x \) being visible by any camera in \( g^t \). It is, however, of no use in determining visibility of objects, since it contains no topological information: We do not know if the space between two points is empty, or occupied by an object void of salient photometric features.\(^4\) To enable visibility computation, we can use the point cloud together with the images to compute the \textit{dense shape} of objects in a maximum-likelihood sense: \( \hat{s}_j = \arg \max p(s_j | g^t, x, y^t) \) using generic regularizers. This can be done but not at the level of accuracy and efficiency needed for live operation. An alternative is to approximate the shape of objects with a parametric family, for instance cuboids or ellipsoids, and compute visibility accordingly, also leveraging the co-visibility graph computed as a corollary from the SLAM system and priors on the size and aspect ratios of objects. To this end, we approximate

\[
\hat{p}_{g,x}(z^j | y^t) \doteq p(z^j | y^t, g^t, x) \simeq \prod_j p(z_j | y^t, g^t, x, z^{-j}) \tag{4.8}
\]

where \( z^{-j} \) indicates all objects but \( z_j \). Each factor \( p(s_j, l_j | y^t, g^t, x, z^{-j}) \) is then expanded as the product

\(^3\)For instance, seeing a keyboard and a monitor on a desk affects the probability that there is a mouse in the scene, even if we cannot see it at present. Their relative pose also informs the vantage point that would most reduce the uncertainty on the presence of the mouse.

\(^4\)In an active perception setting, given structured illuminator, one could take a control action to reduce uncertainty and resolve the conundrum.
\[
\frac{p(s_j|l_j, y^t, g_t, x, s^{-j}) \cdot P(l_j|y^t, g_t, x, l^{-j})}{\text{EKF} \cdot \text{PMF}}
\]  

(4.9)

where PMF indicates a probability mass filter; this effectively yields a bank of class-conditional EKFs. These provide samples from \(\hat{p}(z|y^t)\) in the right-hand side of (4.4), that are scored with the CNN to update the posterior.

### 4.4 Implementation Details

We have implemented two renditions of the above program: One operating in real-time and demonstrated live at [rev16] in June 2016. The other operating off-line and used for the experiments reported in Sect. 4.5.

In both cases, we have taken some shortcuts to improve the efficiency of the approximation of the likelihood function implemented by a CNN. Also, the semantic filter needs initialization and data association, which requires some heuristics to be computationally viable. We describe such heuristics in order.

**Visual Odometry and Baseline 2D CNN** We use robust SLAM implemented from [MMT15, TCS15] to acquire sparse point clouds and camera pose \(x, g_t\) at each \(t\). This occurs in 10 – 20ms per VGA frame. For our real-time system, we use YOLO [RDG16] as a baseline method to compute object likelihoods in 150 – 200ms, whereas in the off-line system we use SubCNN [XCL16]. In either case, the result is, for each given window, a positive score for each class \(k\), read out from the penultimate layer (before softmax). These are used both to compute the likelihood, and to generate proposals for initialization as discussed later.

**Filter Organization** Each object is represented by a PMF filter over class labels and \(K\) class-conditional EKFs, one for each class (4.9). Thus each object is represented by a mixture of \(K\) EKFs, some of which pruned as we describe later. Each maintains a posterior estimate of position, scale and orientation relative to gravity. The state predicts the projection of (each of the \(K\) instances) of each object onto the image plane, where the CNN evaluates the
likelihood. For some object classes, we use a shape prior, enforced as a pseudo-measurement with uncertainty manually tuned to expected class-variability. For instance, people are parallelepipeds of $1m^3$ expected volume with an anisotropic covariance along coordinate axes in the range of few decimeters, whereas couches have significantly more uncertainty.

**Data Association** To avoid running the baseline CNN multiple times on overlapping regions (each object is represented by multiple, often very similar, regions, one per each current class hypothesis), we do not query the CNN sequentially for each prediction. Instead, we run the CNN once, with lax threshold so as to obtain a large number of (low-confidence) regions. While this is efficient, it does create a data association problem, as we must attribute (possibly multiple) image regions to each (of multiple) object hypotheses, each of which has multiple possible class labels. Data association is a classically hard problem, which has received renewed attention lately [AZD14], but remains challenging at scale. We adopt simple heuristics instead: first we generate predictions from the filter; then occluded objects are excluded from likelihood evaluation. For all others, we generate four-tuple coordinates of the bounding box, as a 4-dimensional Gaussian given the projection of the current state. This is a sloppy prediction, for the image of a parallelepiped is in general not an axis-aligned rectangle on the image. Nevertheless, we use this for scoring by using the likelihood produced by the CNN for each predicted class. A (class-dependent) threshold is used to decide if the bounding box should be used to update the object. Bounding boxes with lower likelihood are given small weights in the filter update. This requires accurate initialization, which we will describe below. The silver lining is that inter-frame motion is usually small, so data association proceeds smoothly, unless multiple instances of the same object class are present nearby and partially occlude each other.

**Initialization** Putative 2D CNN detections not associated to any object are used as (bottom-up) proposals for initialization. The new object is positioned at the weighted centroid of the sparse points whose projections lie within the detection region. The weight at center is the largest and decreases exponentially outwards. Orientation is initialized as the
“azimuth” from SubCNN, rotated according to camera pose and gravity. Given the position and orientation, scale is optimized by minimizing the reprojection error.

**Merge** Objects are assumed to be simply-connected and compact, so two objects cannot occupy the same space. Yet, their projected bounding boxes can overlap. If multiple instances from the same object are detected, initialized and propagated, they will eventually merge when their overlap in space is sufficiently large. Only objects from the same class are allowed to merge as different classes may appear co-located and intersecting in their sloppy parallelepipedal shape model, *e.g.*, a chair under a table.

**Termination** Each object maintains a probability over $K$ classes, each associated with a class-conditional filter. If one of the class becomes dominant (maximum probability above a threshold), all other filters will be eliminated to save computation cost. Most objects converge to one or two classes (*e.g.*, chair, couch) within few iterations. Objects that disappear from view are retained in the state (short-term memory), and if not seen for a sufficiently long time, they are stored in long-term memory (“semantic map”) for when they will be seen again.
Figure 4.2: *Evolution of the state (Green) against ground-truth annotation (Blue) (best viewed at 5×, left to right, top to bottom).* When first seen (top left) cars ‘A’ and ‘B’ are estimated to be side-by-side; after a few frames, however, ‘A’ and ‘B’ fall into place, but a new car ‘C’ appears to flank ‘B’. As time goes by, ‘C’ too falls into place, as new cars appear, ‘D’, ‘E’, ‘F’. The error in pose (position and orientation) relative to ground truth can be appreciated qualitatively. Quantitative results are shown in Table 4.1.

4.5 Experiments

4.5.1 Quantitative Results

As explained in Sec. 4.2, we choose SubCNN [XCL16] as the paragon, even though it is based on a single image, because it is the top performer for 3D recognition in KITTI among non-anonymous and reproducible ones, in particular it dominates [CKZ16]. Being single-image based, SubCNN returns different results in each frame, therefore naturally at a disadvantage. To make the comparison fair, one would have to average or integrate detections for
each object across all frames when it is visible. However, SubCNN does not provide data association, making direct comparison challenging. To make comparison as fair as possible, without developing an alternate aggregation method for SubCNN, we compare it to our algorithm on a frame-by-frame basis. Specifically, for each frame, we transfer the ground truth to the camera frame, and remove occluded objects. Then we can compare detections from SubCNN to our point estimate (conditional mean) computed causally by the filter at the current time. We call this method Ours-INST. On the other hand, we can benefit from aggregating temporal information for as long as possible, so we also report results based on the point-estimate of the filter state at the last time instant when each object is seen. The estimate is then mapped back to the current frame, which we call Ours-FNL. To the best of our knowledge, there are no known methods for 3D recognition that causally update posterior estimates of object identity/presence and geometric attributes, and even naive temporal averaging of a method like [XCL16] is not straightforward because of the absence of data association across different frames. This is precisely what motivates us.

4.5.1.1 Dataset

There are many datasets for image-based object detection [EVW10, RDS15] which provide 2D ground truth. There are also 3D object detection datasets [XOT13], most using extra sensor data, e.g., depth from a structured-light sensor. None provide inertial measurements, except KITTI [GLS13], whose object detection benchmark contains 7181 images, from which we exclude 3682 frames used for SubCNN training [XCL16], leaving us a validation set of 3799 frames. We then find 10 videos which cover most of the validation set, where 598 objects are observed 24590 times at 4895 instants, which is the same order of magnitude of the 2D validation set.

4.5.1.2 Evaluation Metrics

KITTI provides ground-truth object tracklets we use to define true positives, miss detections and false alarms. A true positive is the nearest detection of a ground truth object within
a specified error threshold in both position and orientation (Table 4.1). A *miss* occurs if there is no detection within the threshold. A *false alarm* occurs when an object is detected despite no true object being within the threshold in distance and orientation. *Precision* is the fraction of true positives over all detections, and *Recall* is the percentage of detected instances among all true objects.

### 4.5.1.3 Benchmark Comparison

Table 4.1 shows result on the KITTI dataset, averaged over all sequences. On average, Ours-INST already outperforms SubCNN even if our initialization can be rather inaccurate. Ours-FNL further improves the results by a large margin. Fig. 4.2 shows how our method refines the state over time. Visual comparison is shown in Fig. 4.3 for ground truth (Blue), Ours-FNL (Green) and SubCNN (Yellow).

<table>
<thead>
<tr>
<th>Orientation error</th>
<th>Position error</th>
<th>#TP</th>
<th>Precision</th>
<th>Recall</th>
<th>#TP</th>
<th>Precision</th>
<th>Recall</th>
<th>#TP</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>&lt; 30°</td>
<td>Ours-FNL</td>
<td>190</td>
<td>0.14</td>
<td>0.10</td>
<td>451</td>
<td>0.33</td>
<td>0.23</td>
<td>728</td>
<td>0.54</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Ours-INST</td>
<td>165</td>
<td>0.12</td>
<td>0.08</td>
<td>344</td>
<td>0.25</td>
<td>0.18</td>
<td>546</td>
<td>0.40</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SubCNN</td>
<td>113</td>
<td>0.09</td>
<td>0.06</td>
<td>289</td>
<td>0.22</td>
<td>0.15</td>
<td>537</td>
<td>0.42</td>
</tr>
<tr>
<td></td>
<td>&lt; 45°</td>
<td>Ours-FNL</td>
<td>197</td>
<td>0.15</td>
<td>0.10</td>
<td>465</td>
<td>0.34</td>
<td>0.24</td>
<td>758</td>
<td>0.56</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Ours-INST</td>
<td>172</td>
<td>0.13</td>
<td>0.09</td>
<td>360</td>
<td>0.26</td>
<td>0.18</td>
<td>576</td>
<td>0.42</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SubCNN</td>
<td>118</td>
<td>0.09</td>
<td>0.06</td>
<td>300</td>
<td>0.23</td>
<td>0.15</td>
<td>561</td>
<td>0.43</td>
</tr>
<tr>
<td></td>
<td>−</td>
<td>Ours-FNL</td>
<td>210</td>
<td>0.16</td>
<td>0.11</td>
<td>531</td>
<td>0.39</td>
<td>0.27</td>
<td>876</td>
<td>0.65</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Ours-INST</td>
<td>182</td>
<td>0.13</td>
<td>0.09</td>
<td>403</td>
<td>0.29</td>
<td>0.21</td>
<td>671</td>
<td>0.49</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SubCNN</td>
<td>136</td>
<td>0.10</td>
<td>0.07</td>
<td>350</td>
<td>0.27</td>
<td>0.18</td>
<td>671</td>
<td>0.52</td>
</tr>
</tbody>
</table>

Table 4.1: *Quantitative evaluation on KITTI and comparison with SubCNN [XCL16].* The number of true positives having positional error (row), and angular error (column) less than a threshold is shown, along with Precision and Recall. Scores are aggregated across all 4895 ground-truth labeled frames in the dataset, with 598 annotated objects. The last 3 rows discard orientation error.
Figure 4.3: *Qualitative comparison with SubCNN.* Top: Images with back-projected objects from our method (Green), the same with SubCNN (Yellow). Bottom: top-view of the corresponding portion of the scene. Ground truth is shown in Blue.

4.5.2 Class-specific Priors

Objects have characteristic scales, which are lost in perspective projection but inferable with an inertial sensor. We impose a class-dependent prior on size and shape (*e.g.*, volume, aspect ratios). In Fig. 4.4, a toy car is detected as a car by an image-based detector (Yellow), but rejected by our system as inconsistent with the scale prior (Green). Fig. 4.4b shows two background cars in the far field, whose images are smaller than the toy car, yet they are detected correctly, whereas the toy car is rejected.
Figure 4.4: *Class-specific scale prior.* (a): A real car is detected by our system, unlike the toy car, despite both scoring high likelihood and therefore being detected by an image-based system (Yellow). As time goes by, the confidence on the real car increases (best viewed at $5\times$) (b). See Video11 in the Sup. Mat.

4.5.3 Occlusion and Memory

Our system represents objects in the state even while they are not visible, or detected by an image-based detector. This allows predicting the re-appearance of objects in future frames, and to resume update if new evidences appear. Fig. 4.5 shows a chair first detected and then occluded by a monitor, later reappearing. The system predicts the chair to be completely occluded, and therefore does not use the image to update the chair, but resumes doing so when it reappears, by which time it is known to be the *same* chair that was previously seen (re-detection). In Sect. 4.5.4, we show the same phenomenon in a large-scale driving sequence.
Figure 4.5: *Occlusion management and short-term memory.* (a): A chair is detected and later becomes occluded by the monitor (b). Its projection onto the image is shown in dashed lines, indicating occlusion. The model allows prediction of dis-occlusion (c) which allows resuming update when the chair comes back into view. See Video12 in Sup. Mat.

4.5.4 Large-scale Driving Sequences

Fig. 4.1 and Video13 in Sup. Mat. show our results on a 3.7km-long sequence from KITTI. It contains hundreds of cars along the route. Once recognized as a car, we replace the bounding box with a CAD model of similar car, aligned with the pose estimate from the filter, in a manner similar to [SNS13], that however uses RGB-D data. In this sequence, we can also see cars on different streets “through walls” if they have been previously detected, which can help navigation.

4.5.5 Indoor Sequences

We have tested our system live in a public demo [rev16], operating in real time in cluttered environments with people, chairs, tables, monitors and the like. Representative examples are shown for simpler scenes, for illustrative purposes, in Fig. 4.6, where again CAD models
of objects are rendered once detected, a’ la [SNS13]. Our system does not produce exact orientation estimates, as seen in Fig. 4.6, so there is plenty of room for improvement.

Figure 4.6: *Indoor sequences.* Top: An office area (*Video14* in Sup. Mat.). Bottom: A Lounge area (*Video15* in Sup. Mat.).

### 4.6 Discussion

Inertial sensors are in every modern phone, tablet, car, even many toys, all devices embedded in physical space and occasionally in need to interact with it. It makes sense to exploit inertials, along with visual sensors, to help detecting objects that exist in 3D physical space, and have characteristic shape and size, in addition to appearance. We have recorded tremendous progress in object detection in recent years, if by object one means a group of pixels in an image. Here we leverage such progress to design a detector that follows the prescriptions (a)-(e) indicated in the introduction.
We start by defining a representation as a minimal sufficient invariant statistic of object attributes, in line with [SC16]. We then marginalize on camera Euclidean pose – which allows us to enforce priors on the class-specific scale of objects – and update the measure by a Bayesian filter, where a CNN is in charge of computing the likelihood function.

We note that a minimal sufficient invariant for localization is an attributed point cloud, and therefore there is no need to deploy the machineries of Deep Learning to determine camera pose (Deep Learning could still be used to infer the attributes at points, which are used for correspondence). Instead, we use an off-the-shelf Extended Kalman Filter, conditioned on which the update for object attributes can be performed by a Mixture-of-Kalman filter.

The result is a system whereby objects do not flicker in-and-out of existence, our confidence in their presence grows with accrued evidence, we know of their presence even if temporarily occluded, we can predict when they will be seen, and we can enforce known scale priors to reject spurious hypotheses from the bottom-up proposal mechanism.

We have made stringent and admittedly restrictive assumptions in order to keep our model viable for real-time inference. One could certainly relax some of these assumptions and obtain more general models, but forgo the ability to operate in real time.

The main limitation of our system is its restriction to static objects. While in theory the framework is general, the geometry of moving and deforming objects is not represented, and therefore their attributes remain limited to what can be inferred in the image. Also, our representation of objects’ shape is rather rudimentary, and as a result visibility computation rather fragile. These are all areas prime for further future development.
CHAPTER 5

Visual-Inertial Object Detection and Mapping

5.1 Introduction

We aim to detect, recognize, and localize objects in the three-dimensional (3D) scene. We assume that previous views of the object are sufficient to construct a dense model of its shape, in the form of a closed and water-tight surface, and its appearance (a texture map). So, as soon as an object is detected from a monocular image, and localized in the scene, the corresponding region of space can be mapped with the object model, including the portion not visible in the current image (Fig. 5.4 and 5.5).

While single monocular images provide evidence of objects in the scene – in the form of a likelihood score for their presence, shape and pose – they should not be used to make a decision. Instead, evidence should be accumulated over time, and the likelihood at each instant combined into a posterior estimate of object pose and identity. This is often referred to as “semantic mapping,” an early instance of which using depth sensors (RGB-D images) was given in [SNS13]. Our method aims at the same goal, but using a monocular camera and inertial sensors, rather than a range sensor.

Inertial sensors are increasingly often present in sensor suites with monocular cameras, from cars to phones, tablets, and drones. They complement vision naturally, in an information-rich yet cheap sensor package. Unlike RGB-D, they can operate outdoor; unlike stereo, they are effective at far range; unlike lidar, they are cheap, light, and provide richer photometric signatures. Inertial sensors provide a globally consistent orientation reference (gravity) and scale up to some drift. This allows reducing pose space to four dimensions instead of six. We leverage recent developments in visual-inertial sensor fusion, and its use
for semantic mapping, an early instance of which was given in [DFS17], where objects were represented by bounding boxes in 3D. Our method extends that work to richer object models, that allow computing fine-grained visibility and estimating accurate pose.

**Contributions** We focus on applications to (indoor and outdoor) navigation, where many objects of interest are rigid and static: parked cars, buildings, furniture. Our contribution is a method and system that produces camera poses and a point-cloud map of the environment, populated with 3D shape and appearance models of objects recognized. It is semantic in the sense that we have identities for each object instance recognized. Also, all geometric and topological relations (proximity, visibility) are captured by this map.

We achieve this by employing some tools from the literature, namely visual-inertial fusion, and crafting a novel likelihood model for objects and their pose, leveraging recent developments in deep learning-based object detection. The system updates its state (memory) causally and incrementally, processing only the current image rather than storing batches.

Another contribution is the introduction of a dataset for testing visual-inertial based semantic mapping and 3D object detection. Using inertials is delicate as accurate timestamp, calibration and bias estimates are needed. To this date, we are not aware of any dataset for object detection that comes with inertials.

We do not address intra-class variability. Having said that, the method is somewhat robust to modest changes in the model. For instance, if we have a model Aeron chair (Fig. 5.2) with arm rests, we can still detect and localize an Aeron chair without them, or with them raised or lowered.

**Organization** In Sect. 5.2, we describe our method, which includes top-down (filter) and bottom-up (likelihood/proposals) components. In particular, Sect. 5.2.4 describes the novel likelihood model we introduce, using a detection and edge scoring network. Sect. 5.3 describes our implementation, which is tested in Sect. 5.4, where the VISMA dataset is described. We discuss features and limitations of our method in Sect. 5.5, in relation to prior related work.
5.1.1 Relation to the Prior Art

Many efforts have been made to incorporate semantics into SLAM, and vice versa. Early attempts [CKM10, CGR11] rely on feature matching to register 3D objects to point clouds, which are sensitive to illumination and viewpoint changes, and most importantly, cannot handle texture-less objects. These issues are resolved by considering both semantic and geometric cues in our method (Fig. 5.4 and 5.5). In [KLD14], voxel-wise semantic labeling is achieved by fusing sparse reconstruction and pixel-wise semantic segmentation with a CRF model over voxel grids. The same scheme has been adopted by [HFL14, VML15, MHD17] which explore different sensors to get better reconstruction. Although these methods produce visually pleasing semantic labeling at the level of voxels, object-level semantic understanding is missing without additional steps to group together the potentially over-segmented voxels.

Our method treats objects in the scene as first-class citizens and places objects in the scene directly and immediately without post-processing. The works that are closest to ours are RGB-D based SLAM++ [SNS13] and visual-inertial based [DFS17] and [BAD17], where the former models objects as generic parallelepipeds and the latter focuses on the data association problem and only estimates translation of objects, while ours estimates precise object shape and 6DoF pose.

This work is related to visual-inertial sensor fusion [MR07] and vision-only monocular SLAM [KM07] in a broader sense. While classic SLAM outputs a descriptor-attached point cloud for localization, ours also populates objects in the scene to enable augmented reality (AR) and robotic tasks.

This work, by its nature, also relates to recent advances in object detection, either in two stages [Gir15, RHG15, HGD17], which consist of a proposal generation and a regression/classification step, or in a single shot [LAE16, RDG16], where pre-defined anchors are used. Though single-shot methods are in general faster than two-stage methods, the clear separation of the architecture in the latter suits our hypothesis testing framework better (Fig. 5.1a). Image-based object detectors have encouraged numerous applications, however they are insufficient to fully describe the 3D attributes of objects. Efforts in making 2D
detectors capable of 6DoF pose estimation include [XMS14, XKC16], which are single image based and do not appreciate a globally consistent spatial reference frame, in which evidence can be accumulated over time as we did in our system.

The idea of using edge as a likelihood to estimate object pose dates back to the RAPiD algorithm [DC02] followed by [KM06, CC12]. [LF05] is a recent survey on model-based tracking, which is a special and simplistic case of our system: In model-based tracking, the 3D model being tracked is selected and its pose initialized manually while in our setting, such quantities are found by the algorithm. Another line of work [PR12, TSS17] on model-based tracking relies on level-set and appearance modeling, which we do not adopt because appearance is subject to illumination and viewpoint changes while edges are geometric and more robust.

5.2 Methodology

To facilitate semantic analysis in 3D, we seek to reconstruct a model of the scene sufficient to provide a Euclidean reference where to place object models. This cannot be done with a single monocular camera. Rather than using lidar (expensive, bulky), structured light (fails outdoors), or stereo (ineffective at large distances), we exploit inertial sensors frequently collocated with cameras in many modern sensor platforms, including phones and tablets, but also cars and drones. Inertial sensors provide a global and persistent orientation reference from gravity, and an estimate of scale, sufficient for us to reduce Euclidean motion to a four-dimensional group. In the next section we describe our visual-inertial simultaneous localization and mapping (SLAM) system.

5.2.1 Gravity-referenced and scaled mapping

We wish to estimate $p(Z_t, X_t|y^t)$ the joint posterior of the state of the sensor platform $X_t$ and objects in the scene $Z_t = \{z\}^N_t$ given data $y^t = \{y_0, y_1, \cdots, y_t\}$ that consists of visual (image $I_t$) and inertial (linear acceleration $\alpha_t$ and rotational velocity $\omega_t$) measurements, i.e.,
$y_t = \{I_t, \alpha_t, \omega_t\}$. The posterior can be factorized as

$$p(Z_t, X_t|y^t) \propto p(Z_t|X_t, y^t)p(X_t|y^t)$$

(5.1)

where $p(X_t|y^t)$ is typically approximated as a Gaussian distribution whose density is estimated recursively with an EKF [Jaz70] in the visual-inertial sensor fusion literature [MR07, TCS15]. Upon convergence where the density $p(X_t|y^t)$ concentrates at the mode $\hat{X}_t$, the joint posterior can be further approximated using a point estimate of $\hat{X}_t$.

Visual-inertial SLAM has been used for object detection by [DFS17], whose notation we follow here. The state of a visual-inertial sensor platform is represented as

$$X_t = [\Omega_{sb}^T, T_{sb}^T, \Omega_{bc}^T, T_{bc}^T, v^T, \alpha_{bias}^T, \omega_{bias}^T, \gamma^T, \tau^T]^T$$

where $g_{sb}(t) = (\Omega_{sb}, T_{sb}) \in \text{SE}(3)$ is the transformation of the body frame to the spatial frame, $g_{bc}(t) = (\Omega_{bc}, T_{bc}) \in \text{SE}(3)$ is the camera-to-body alignment, $v \in \mathbb{R}^3$ is linear velocity, $\alpha_{bias}, \omega_{bias} \in \mathbb{R}^3$ are accelerometer and gyroscope biases respectively, $\gamma \in \mathbb{R}^3$ is the direction of gravity and $\tau \in \mathbb{R}$ is the temporal offset between visual and inertial measurements. The transformation from camera frame to spatial frame is denoted by $g_{sc} = g_{sb} g_{bc}$. The implementation details of the visual-inertial SLAM system adopted are in Sect. 5.3. Next, we focus on objects.

### 5.2.2 Semantic Mapping

For each object $z_t \in Z_t$ in the scene, we simultaneously estimate its pose $g \in \text{SE}(3)$ and identify shape $S \subset \mathbb{R}^3$ over time. We construct beforehand a database of 3D models, which covers objects of interest in the scene. Thus the task of estimating shape of objects is converted to the task of determining shape label $k \in \{1, 2, \cdots, K\}$ of objects, which is a discrete random variable. Once the shape label $k$ is estimated, its shape $S(k)$ can be simply read off from the database. Furthermore, given an accurate estimate of gravity direction $\gamma$ from visual-inertial SLAM, the 6DoF (degrees of freedom) object pose can be reduced to a four-dimensional group element $g \doteq (t, \theta)$: Translation $t \in \mathbb{R}^3$ and rotation around gravity (azimuth) $\theta \in [0, 2\pi)$.
We formulate the semantic mapping problem as estimating the posterior \( p(z_t = \{k, g\}_t | \hat{X}_t, I^t) \) conditioned on mode \( \hat{X}_t \), which can be computed in a hypothesis testing framework, of which the hypothesis space is the Cartesian product of shape label and pose \( \{k\} \times \{g\} \). To facilitate computation and avoid cluttered notations, we drop \( \hat{X}_t \) behind the condition bar and introduce an auxiliary discrete random variable: Category \( c \in \{1, 2, \cdots, C\} \).

\[
p(\{k, g\}_t | I^t) = \sum_{c_t} p(\{k, g, c\}_t | I^t) \tag{5.2}
\]

where marginalization is performed over all possible categories. By noticing that category \( c_t \) is a deterministic function of shape label \( k_t \), \( i.e., \) \( p(c_t | k_t) = \delta(c_t - c(k_t)) \), the posterior \( p(\{k, g\}_t | I^t) \) can be further simplified as follows:

\[
\sum_{c_t} \delta(c_t - c(k_t)) p(I_t | \{k, g, c\}_t) \int p(\{k, g, c\}_t | \{k, g, c\}_{t-1}) dP(\{k, g, c\}_{t-1} | I^{t-1}) \tag{5.4}
\]

where the first term in the summation is the likelihood (Sect. 5.2.4) and the second term can be approximated by numerical integration of weighted particles (Sect. 5.3.5).

### 5.2.3 Parameterization and Dynamics

Each object is parametrized locally and attached to a reference camera frame at time \( t_r \) with pose \( g_{sc}(t_r) \) and the translational part of object pose is parameterized by a bearing vector \( [x_c, y_c]^\top \in \mathbb{R}^2 \) in camera coordinates and a log depth \( \rho_c \in \mathbb{R} \) where \( z_c = \exp(\rho_c) \in \mathbb{R}^+ \). Log depth is adopted because of the positivity and chirality it guarantees. Inverse depth \( \text{[CDM08]} \), though often used by the SLAM community, has singularities and is not used in our system. The object centroid is then \( T_{co} = \exp(\rho_c) \cdot [x_c, y_c, 1]^\top \) in the reference camera frame and \( T_{io} = g_{sc}(t_r)T_{co} \) in the spatial frame. For azimuth \( \theta \), we parameterize it in the spatial frame and obtain the rotation matrix via Rodrigues’ formula:

\[
R_{so}(\theta) = I + \sin \theta \hat{\gamma} + (1 - \cos \theta) \hat{\gamma}^2 \tag{5.5}
\]

where \( \gamma \) is the direction of gravity and the hat operator constructs a skew-symmetric matrix from a vector. Therefore the object pose in the spatial frame is \( g_{so} = [R_{so}, T_{so}] \in \text{SE}(3) \).
Although the pose parameters are unknown constants instead of time varying quantities, we treat them as stochastic processes with trivial dynamics as a common practice: 

\[ [\ddot{x}_c, \dot{y}_c, \rho_c, \dot{\theta}]^\top = [n_x, n_y, n_\rho, n_\theta]^\top \]

where \( n_x, n_y, n_\rho \) and \( n_\theta \) are zero-mean Gaussian noises with small variance.

### 5.2.4 Measurement Process

In this section, we present our approximation to the log-likelihood \( L(\{k, g, c\}_t | I_t) = \log p(I_t | \{k, g, c\}_t) \) of the posterior (5.4). Given the prior distribution \( p(\{k, g\}_{t-1} | I_{t-1}) \), a hypothesis set \( \{k, g\}_t \) can be constructed by a diffusion process around the prior \( \{k, g\}_{t-1} \). To validate the hypothesis set, we use a log-likelihood function which consists of two terms:

\[
L(\{k, g, c\}_t | I_t) = \alpha \cdot \Phi_{\text{CNN}}(\{k, g, c\}_t | I_t) + \beta \cdot \Phi_{\text{edge}}(\{k, g\}_t | I_t) \quad (5.6)
\]

where \( \alpha \) and \( \beta \) are tuning parameters. The first term in the log-likelihood is a convolutional neural network which measures the likelihood of an image region is to contain a certain object. The second term scores the likelihood of an edge in the image. We describe them in order.

#### 5.2.4.1 CNN as Likelihood Mechanism

Given a hypothesis \( \{k, g\}_t \) in the reference frame, we first bring it to the current camera frame by applying a relative transformation and then project it to the current image plane via a rendering process. A minimal enclosing bounding box of the projection is found and then fed into an object detection network. The score of the hypothesis is simply read off from the network output (Fig. 5.1a).

\[
\Phi_{\text{CNN}}(k, g, c; I) = \text{Score}(I \mid b = \pi(g_{sc}(t)g_{so}(t_r)s(k)), c) \quad (5.7)
\]

where \( \pi(\cdot) \) denotes the process to render the contour map of the object of which the minimal enclosing bounding box \( b \) is found; \( g_{so}(t_r) \) is the transformation to bring the object from local reference frame at time \( t_r \) to the spatial frame and \( g_{cs} = g_{sc}^{-1}(t) \) is the transformation to bring the object from the spatial frame to current camera frame.
Either a classification network or a detection network can be used as our scoring mechanism. However, due to the size of the hypothesis set at each time instant, which is then mapped to bounding boxes sitting on the same support, it is more efficient to use a detection network where the convolutional features are shared by object proposals via ROI pooling: Once predicted, all the box coordinates are fed to the second stage of Faster R-CNN as object proposals in a single shot, where only one forward pass is carried out.

### 5.2.4.2 Edge likelihood

An object detection network is trained to be invariant to viewpoint change and intra-class variabilities, which makes it ill-suited for pose estimation and shape identification. To that end, we train a network to measure the likelihood of edge correspondence:

\[
\Phi_{\text{edge}}(k, g; I) = h\left(\pi(g_{sc}^{-1}(t)g_{so}(t_r)S(k)), \text{EdgeNet}(I)\right)
\]  

(5.8)

where \( h(\cdot, \cdot) \) is some proximity function which measures the proximity of edge map constructed from pose and shape hypothesis via rendering (first argument of \( h \)) and edge map extracted from the image (second argument of \( h \)).

A popular choice for proximity function \( h \) is one-dimensional search \([\text{BI97, DC02, KM06}]\), which we adopt (see Sup. Mat. for details). Such a method is geometric and more robust than appearance based methods which are photometric and subject to illumination change. However, due to its nature of locality, this method is also sensitive to background clutter and can be distracted by texture-rich image regions. Fortunately, these weaknesses are easily compensated by \( \Phi_{\text{CNN}} \) which has a large receptive field and is trained on semantics. Also, instead of using Canny \([\text{Can87}]\) or other non-learning-based edge features, we design an edge detection network (Sect. 5.3.2) on semantically relevant training sets. Fig. 5.5 shows examples illustrating background distraction.
5.3 Implementation Details

5.3.1 System Overview

An overview of the system is illustrated in the system flowchart (Fig. 5.1a). We perform Bayesian inference by interleaving bottom-up (the green pathway) and top-down (the blue pathway) processing over time, which both rely on CNNs. Faster R-CNN as a bottom-up proposal generation mechanism takes input image $I_t$ and generates proposals for initialization of new objects. In the top-down hypothesis validation process, both geometric (edge net, takes object contour $\pi(S)$ and outputs likelihood $\Phi_{\text{edge}}$) and semantic (Fast R-CNN, takes predicted bounding box $b$ and class label $c$ and outputs likelihood $\Phi_{\text{CNN}}$) cues are used. Faster R-CNN consists of a region proposal network (RPN) and a Fast R-CNN, which share weights at early convolutional layers. RPN is only activated in the bottom-up phase to feed Fast R-CNN object proposals of which bounding box coordinates are regressed and class label is predicted. During top-down phase, proposals needed by Fast R-CNN are generated by first sampling from the prior distribution $p(z|y^{t-1})$ followed by a diffusion and then mapping each sample to a bounding box $b$ and a class label $c$. Fig. 5.1b illustrates the scoring process. The semantic filter (yellow box) is a variant of bootstrap algorithm [GSS93] and recursively estimates the posterior $p(z|y^t)$ as a set of weighted particles. Point estimates of gravity $\gamma$ and camera pose $g$ are from the SLAM module.

5.3.2 SLAM and Network Modules

We implement the system in C++ and OpenGL Shading Language (GLSL, for rendering) and follow a modular design principle: Each major module runs in its own process and communicates via a publish/subscribe message transport system, which enables expandability and possible parallelism in the future. The visual-inertial SLAM is based on [TCS15] which produces gravity-referenced and scaled camera pose estimates needed by the semantic mapping module. An off-the-shelf Faster R-CNN implementation [GRG18] with weights pre-trained on Microsoft COCO is turned into a service running constantly in the back-
Figure 5.1: **Left** System flowchart. Green pathway: Faster R-CNN as a bottom-up proposal generation mechanism. Blue pathway: Top-down hypothesis validation process. Pink box: Faster R-CNN. Yellow box: Semantic filter. **Right** CNN as scoring mechanism. Dashed pathway (proposal generation) is inactive during hypothesis testing. See system overview of Sect. 5.3.1 for details.

...ground. Note we take the most generic object detector as it is *without fine-tuning on specific object instances*, which differs from other object instance detection systems. The benefit is scalability: No extra training is required when novel object instances are spotted. For the weakly semantic-aware edge detection network, we adapt SegNet [BKC17] to the task of edge detection: The last layer of SegNet is modified to predict the probability of each pixel being an edge pixel. Weights pre-trained on ImageNet are fine-tuned on BSDS [MFT01]. Fig. 5.4 shows sample results of our edge detection network.

### 5.3.3 Occlusion and Multiple Objects

We turn to some heuristics to handle occlusion due to its combinatorial nature. Fortunately, this is not a problem because we explicitly model the shape of objects, of which a Z-Buffer of the scene can be constructed with each object represented as its most likely shape at expected pose (Fig. 5.4 and 5.5). Only the visible portion of the edge map is used to measure the edge likelihood while Faster R-CNN still runs on the whole image, because object detectors should have seen enough samples with occlusion during the training phase and thus robust...
5.3.4 Initialization

An object proposal from Faster R-CNN is marked as “explained” if it overlaps with the predicted projection mask by a large margin. For those “unexplained” proposals, we initialize an object attached to the current camera frame by spawning a new set of particles. For each particle: The bearing vector $[x_c, y_c]^{\top}$ is initialized as the direction from the optical center to the bounding box center with a Gaussian perturbation. The log depth is initialized at a nominal depth value with added Gaussian noise. Both the azimuth and the shape label are sampled from uniform priors. More informative priors enabled by data-driven approaches are left for future investigation.

5.3.5 The Semantic Filter

We summarize our joint pose estimation and shape identification algorithm in Alg. 1, which is a hybrid bootstrap filter [GSS93] with Gaussian kernel for dynamics and a discrete proposal distribution for shape identification: The shape label stays the same with high probability and jumps to other labels equally likely to avoid particle impoverishment. A breakdown of the computational cost of each component can be found in the Sup. Mat.

5.3.6 Computational Cost

Visual-inertial SLAM runs at $\sim 300$Hz. Edge extraction runs at $\sim 300$Hz. Faster R-CNN runs at $\sim 10$Hz in both proposal generation and hypothesis scoring mode. The bottleneck is the naive implementation of our rendering pipeline in the prediction step: Rendering contour maps of 1K particles takes $\sim 300$ms. Typically a budget of 500 particles is allocated to each object in the scene to achieve reliable estimation. Once the likelihood terms are gathered, overhead to update the posterior is negligible. All the timings are done on $640 \times 480$ imagery and a laptop with a GTX1080 GPU, an i7 CPU @ 2.7GHz and 32GB RAM. We expect a reduction in computational time through more advanced rendering techniques and parallel
Algorithm 1 Semantic Filter

1. **Initialization**

   When an unexplained bottom-up proposal is found at time $t = t_r$, sample $\{k, g\}_{t_r} \sim p(\{k, g\}_{t_r})$ and attach object to camera frame $t_r$. (Sect. 5.3.4, Initialization)

2. **Importance Sampling**

   At time $t \geq t_r$, sample $\{k, g\}_{t} \sim q(k_{t} | k_{t-1}, \mathcal{N}(g_{t} | g_{t-1}, \Sigma_{t-1})$ and compute weights $w_{t}^{(i)} = \exp (\alpha \cdot \Phi_{\text{CNN}} + \beta \cdot \Phi_{\text{edge}})$. (Sect. 5.2.4)

3. **Resampling**

   Resample particles $\{k, g\}_{t}^{(i)}$ with respect to the normalized importance weights $w_{t}^{(i)}$ to obtain equally weighted particles $\{k, g\}_{t}^{(i)}$.

4. **Occlusion handling**

   Construct Z-Buffer at mean state to explain away bottom-up object proposals. (Sect. 5.3.3, Occlusion)

   Set $t \leftarrow t + 1$ and go to step 1.

5.4 Experiments

We evaluate our system thoroughly in terms of mapping and object detection. While there are several benchmarks for each domain, very few allow measuring simultaneously localization and reconstruction accuracy, as well as 3D object detection.

In particular, [SEE12, HWM14] are popular for benchmarking RGB-D SLAM: one is real, the other synthetic. KITTI [GLS13] enables benchmarking SLAM as well as object detection and optical flow. Two recent visual-inertial SLAM benchmarks are [BNG16] and [PSD17]. Unfortunately, we find these datasets unsuitable to evaluate the performance of our system: Either there are very few objects in the dataset [SEE12, HWM14, BNG16, PSD17], or there are many, but no ground truth shape annotations are available [GLS13].

On the other hand, object detection datasets [EVW10, RDS15, LMB14] focus on objects as regions of the image plane, rather than on the 3D scene. [XMS14, XKC16] are among
the few exploring object attributes in 3D, but are single-image based. Not only does our method leverage video imagery, but it requires a Euclidean reference, in our case provided by inertial sensors, making single-image benchmarks unsuitable.

Therefore, to measure the performance of our method, we had to construct a novel dataset, aimed at measuring performance in visual-inertial semantic mapping. We call this the VISMA set, which will be made publicly available upon completion of the anonymous review process, together with the implementation of our method.

VISMA contains 8 richly annotated videos of several office scenes with multiple objects, together with time-stamped inertial measurements. We also provide ground truth annotation of several objects (mostly furniture, such as chairs, couches and tables) (Sect. 5.4.2.1). Over time we will augment the dataset with additional scanned objects, including moving ones, and outdoor urban scenes. The reason for selecting indoors at first is because we could use RGB-D sensors for cross-modality validation, to provide us with pseudo-ground truth. Nevertheless, to demonstrate the outdoor-applicability of our system, we provide illustrative results on outdoor scenes in Fig. 5.3.

We also looked for RGB-D benchmarks and datasets, where we could compare our performance with independently quantified ground truth. SceneNN [HPN16] is a recently released RGB-D dataset, suitable for testing at least the semantic mapping module of our system, even though originally designed for deep learning. Sect. 5.4.3 describes the experiments conducted on SceneNN.

5.4.1 VISMA Dataset

A customized sensor platform is used for data acquisition: An inertial measurement unit (IMU) is mounted atop camera equipped with a wide angle lens. The IMU produces time-stamped linear acceleration and rotational velocity readings at 100Hz. The camera captures 500 × 960 color images at 30Hz. We have collected 8 sequences in different office settings, which cover ∼ 200m in trajectory length and consist of ∼ 10K frames in total.

To construct the database of 3D models, we rely on off-the-shelf hardware and software,
Figure 5.2: **Top** Sample objects in the VISMA dataset. Each mesh has \( \sim 5000 \) faces and is placed in an object-centric canonical frame, simplified, and texture-mapped. **Bottom** *(Pseudo)* ground *truth* from different viewpoints with the last panel showing an augmented view with models aligned to the original scene.

Specifically an Occipital Structure Sensor \(^1\) on an iPad, to reconstruct furniture objects in office scenes with the built-in 3D scanner application. This is a structured light sensor that acts as an RGB-D camera to yield water-tight surfaces and texture maps. We place the 3D meshes in an object-centric canonical frame and simplify the meshes via quadratic edge collapse decimation using MeshLab \(^2\). Top row of Fig. 5.2 shows samples from our database. While the database will eventually be populated by numerous shapes, we use a small dictionary of objects in our experiments, following the setup of [SNS13]. An optional shape retrieval [SYS16] process can be adopted for larger dictionaries, but this is beyond the scope of this paper and not necessary given the current model library.

\(^1\)http://www.structure.io

\(^2\)http://www.meshlab.net
5.4.2 Evaluation

Comparing dense surface reconstruction is non-trivial, and several approaches have been proposed for RGB-D SLAM: Sturm et al. [SEE12] use pose error (RPE) and absolute trajectory error (ATE) to evaluate RGB-D odometry. To ease the difficulty of ground truth acquisition, Handa et al. [HWM14] synthesized a realistic RGB-D dataset for benchmarking both pose estimation and surface reconstruction, according to which, the state of the art RGB-D SLAM systems have typical ATE of $1.1 \sim 2.0\text{cm}$ and average surface error of $0.7 \sim 2.8\text{cm}$ [WLS15], which renders RGB-D SLAM a strong candidate as our (pseudo) ground truth for the purpose of evaluating visual-inertial-semantic SLAM system.

5.4.2.1 Ground Truth

To obtain (pseudo) ground truth reconstruction of experimental scenes, we run ElasticFusion [WLS15], which is at state-of-the-art in RGB-D SLAM, on data collected using a Kinect sensor. In cases where only partial reconstruction of objects-of-interest was available due to failures of ElasticFusion, we align meshes from our database to the underlying scene via the following procedure: Direction of gravity is first found by computing the normal to the ground plane which is manually selected from the reconstruction. Ground truth alignment of objects is then found by rough manual initialization followed by orientation-constrained ICP [ZPK18] where only rotation around gravity is allowed. Bottom row of Fig. 5.2 shows a reconstructed scene from different viewpoints where the last panel shows an augmented view.

5.4.2.2 Metrics and Results

We adopt the surface error metric proposed by [HWM14] for quantitative evaluation. First, a scene mesh is assembled by retrieving 3D models from the database according to the most likely shape label, to which the pose estimate is applied. A point cloud is then densely sampled from the scene mesh and aligned to the ground truth reconstruction from RGB-D SLAM via ICP, because both our reconstructed scene and the ground truth scene are up to
Table 5.1: Surface error and pose error measured over 4 sequences from the VISMA dataset. Qualitative results on the other 4 sequences with coarse annotations can be found in the Sup. Mat. Translational error reads $\|T_{gt} - \hat{T}\|_2$ and rotational error reads $\| \log(\hat{R}^T R_{gt}) \|_2$, where $\log : \text{SO}(3) \mapsto \mathfrak{s}(3)$ and $\hat{\cdot} : \mathfrak{s}(3) \mapsto \mathbb{R}^3$. $(R_{gt}, T_{gt})$ and $(\hat{R}, \hat{T})$ are ground truth and estimated object pose respectively.

For independent validation, we turn to recent RGB-D scene understanding datasets to test at least the semantic mapping part of our system. Although co-located monocular and inertial sensors are ubiquitous, hence our choice of sensor suite, any SLAM alternative can be used in our system as the backbone localization subsystem as long as reliable metric scale and gravity estimation are provided. This makes SceneNN suitable for testing the semantic mapping part of our system, although originally designed for RGB-D scene understanding. It
Figure 5.3: *Exemplary outdoor results* (best viewed in color at 5×). In each panel, top inset shows (left to right): edge map, Z-buffer, projection masks; bottom shows input RGB with predicted mean object boundary and CNN detection. Rightmost panel shows a visual comparison of ours (top) against Fig. 1 of [DFS17] (bottom), where we capture the boundaries of the cars better. Though only generic models from ShapeNet are used in these examples, pose estimates are fairly robust to shape variations.

provides ground truth camera trajectories in a gravity-aligned reference frame. Raw RGB-D streams and ground truth meshes reconstructed from several object-rich real world scenes are provided in SceneNN.

To test the semantic mapping module on SceneNN, we take the ground truth camera trajectory and color images as inputs. *Note the depth images are not used in our experiments.* The database is constructed by manually selecting and cropping object meshes from the ground truth scene mesh. A subset scenes of SceneNN with various chairs is selected for our experiments. Except the fact that the camera trajectory and gravity are from the ground truth instead of from our visual-inertial SLAM, the rest of the experiment setup are the same as those in the experiment on our own dataset. Table 5.2 shows statistics of surface error of our semantic mapping on SceneNN. Typical mean surface error is around 3cm. Fig. 5.5 shows some qualitative results on SceneNN.

## 5.5 Discussion

Our method exploits monocular images and time-stamped inertial measurements to construct a point-cloud model of the environment, populated by object models that were recognized,
Figure 5.4: *Qualitative results* (best viewed in color at 5×). Each column shows (top to bottom): One frame of the input video with CNN bounding box proposals with confidence > 0.8; Extracted edge map; Frame overlaid with predicted instance masks shaded according to Z-Buffer – darker indicates closer; Background reconstruction augmented with camera trajectory (orange dots) and semantic reconstruction from our visual-inertial-semantic SLAM; Ground truth dense reconstruction. Missed detections due to heavy occlusion (middle column) and indistinguishable background (right column) are resolved by memory and inference in a globally consistent spatial frame.
along with the camera trajectory in an Euclidean frame. We target indoor and outdoor mobility scenarios, and focus on indoor for evaluation due to the availability of benchmark. Yet no benchmark has inertial and semantic ground truth, so we have introduced VISMA. We believe most mapping and navigation methods in the near future will utilize this modality as it is ubiquitous (e.g., in every smart phone or car, even some vacuum cleaners). Yet, at present, ours is one of few methods to exploit inertials for semantic mapping in the literature.

Our method has several limitations: It is limited to rigid objects and static scenes; it is susceptible to failure of the low-level processing modules, such as the detection or edge networks. It works for object instances, but cannot handle intra-class variability. It is not operating in real time at present, although it has the potential to.

Future extensions of this work include expansions of the VISMA dataset, the addition of synthetic scenes with rich ground truth. Extensions to independently moving objects, and deforming objects, is also an open area of investigation.

<table>
<thead>
<tr>
<th>Sequence</th>
<th>Median(cm)</th>
<th>005</th>
<th>025</th>
<th>032</th>
<th>036</th>
<th>043</th>
<th>047</th>
<th>073</th>
<th>078</th>
<th>080</th>
<th>082</th>
<th>084</th>
<th>096</th>
<th>273</th>
<th>522</th>
<th>249</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean(cm)</td>
<td>1.84</td>
<td>0.726</td>
<td>3.08</td>
<td>2.25</td>
<td>3.66</td>
<td>3.10</td>
<td>2.59</td>
<td>3.04</td>
<td>2.82</td>
<td>2.35</td>
<td>1.29</td>
<td>0.569</td>
<td>2.06</td>
<td>1.31</td>
<td>0.240</td>
<td></td>
</tr>
<tr>
<td>Std.(cm)</td>
<td>3.47</td>
<td>0.756</td>
<td>6.28</td>
<td>4.10</td>
<td>4.24</td>
<td>4.11</td>
<td>3.04</td>
<td>3.51</td>
<td>3.15</td>
<td>3.32</td>
<td>1.70</td>
<td>0.684</td>
<td>2.15</td>
<td>1.69</td>
<td>0.299</td>
<td></td>
</tr>
<tr>
<td>Max(cm)</td>
<td>13.7</td>
<td>3.07</td>
<td>36.3</td>
<td>34.3</td>
<td>11.9</td>
<td>18.5</td>
<td>8.72</td>
<td>17.4</td>
<td>13.9</td>
<td>22.7</td>
<td>8.33</td>
<td>4.41</td>
<td>5.75</td>
<td>5.60</td>
<td>1.27</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.2: *Surface error* measured on a subset of the SceneNN dataset.
Figure 5.5: Qualitative results on SceneNN. (best in color at 5×) Each panel has the same meaning as Fig. 5.4. Last row shows estimated shape & pose (green) overlaid on ground truth mesh (gray). Partial projections due to broken models provided by SceneNN. 1st col: Moderate motion blur does not affect edge extraction. 2nd col: Background distraction does not affect shape & pose inference thanks to the holistic and semantic knowledge injected into low-level edge features. 3rd col: Missed detections due to truncation resolved by memory. 4th col: Duplicate detection from Faster R-CNN eliminated by memory and inference in a consistent spatial frame.
CHAPTER 6

Efficient Large-Scale Loop Closure Detection

6.1 Introduction

We tackle the problem of loop closure in vision-based navigation. This is a particular classification task whereby a training set of images is indexed by location, and given a test image one wants to query the database to decide whether the former is present in the latter, and if so return the indexed location. This is closely related to scene recognition, where the focus is on a particular instance, as opposed to an object class (we want to determine whether we are at a particular intersection in a given city, not whether we are at some intersection of some urban area). As such, test images are only subject to nuisance variability due to viewpoint, illumination and partial occlusion from moving objects, but otherwise there is no intrinsic (intra-class) variability.

The state-of-the-art for image retrieval is based on convolutional neural network (CNN) architectures, trained to marginalize nuisance and intrinsic variability. In a discriminatively trained network, the compositionality property afforded by linear convolutions, while critical to model intra-class variability, is unhelpful for loop closure, as there is no intrinsic variability. At the same time, a CNN does not respect the topology of data space at higher levels of the hierarchy, since filters at any given layer are supported on the entire feature map of the previous layer. In loop closure, locality is key, and while one could retrieve from the feature map the locations that correspond to active units, this requires some effort [SVZ14].

Given the critical importance of loop closure in location services ranging from smartphones to autonomous vehicles, we focus on its peculiarities, and attempt to harvest some of the components of neural networks to improve the state-of-the-art. Stripped of the lin-
ear convolutions (we do not need to model intrinsic variability) and ReLu, what we have left is a hierarchical spatially pooled data structure built upon local photometric descriptors [GID14, MV15]. There are no filters, and no learning other than the trivial pooling of local descriptors. Motivated by this intuition, we propose a new hierarchical representation for loop closure, detailed in Sec. 6.2.

Loop closure is also closely related to location, or “place,” recognition [UN00, TMF03, CN09] and large-scale visual search [NS06, CPS07, JDS08], but with some important restrictions.

First, both previous data (training images) and current (test, or query) data are usually available as time-indexed sequences, even if they are captured by different agents, and training images may be aggregated into a “map” [JS11] or reduced to a collection of “keyframes” [ND10]. Second, as a binary classification task (at each instant of time, a loop closure is either detected or not), the cost of missed detections and false alarms are highly asymmetric: We pay a high price for declaring a loop closure that isn’t, but there is minor harm in missing one, as temporal continuity affords many second chances in subsequent images. This is unlike large-scale image retrieval, where we wish to find what we are looking for (few missed detections, or high recall) even if we have to wade through some irrelevant hits (many false alarms, or low precision).

Like image retrieval, however, the challenge with loop closure is scaling. In navigation applications, it may be hours before we return to a previously seen portion of the scene. Therefore, we have to store, and search through, hundreds of thousands to millions of images. Our goal in this paper is to design a hierarchical data structure that helps speed up matching by leveraging on the two domain-specific constraints above: temporal adjacency, and high precision.

Assuming continuous trajectories, the first translates to proximity in pose space SE(3) (position and orientation). For the second, the best trade-off with missed detections can be achieved by testing every datum in the training set via linear search accelerated via an inverted index. Our goal is to achieve similar performance at a fraction of the cost compared
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to inverted index search. This cannot be achieved in a worst-case setting. What matters instead is average performance trading off precision with computational cost. We evaluate such average performance empirically on the KITTI [GLS13], Oxford [CN09] and TUM RGB-D [SEE12] datasets, as well as demonstrate extensions to general image retrieval on the ukbench [NS06] and INRIA Holidays [JDS08] datasets. To demonstrate scalability, we also evaluate our algorithm on augmented datasets with around 40K images.

We propose a simple data structure based on hierarchical pooling of location likelihoods – in the form of sample distributions of BoW descriptors – with respect to the topology of pose space. In practice, this means simply constructing BoW descriptors, that represent the likelihood of the locations that generated them, and pooling them temporally in a fine-to-coarse fashion, either by averaging, summing, or taking the index-wise maximum.

While averaging likelihoods may seem counter-productive, in Sec. 6.2 we show it makes sense in the context of the classical theories of sampling and anti-aliasing. In Sec. 6.3 we show that, despite its simplicity, it works as well as sophisticated agglomerative schemes at a fraction of the effort.

6.1.1 Related work

Loop closure is a key component in robotic mapping (SLAM) [WCN09], autonomous driving, location services on hand-held devices, and for wearables such as virtual reality displays. Loop closure methods can be roughly divided into 3 categories: appearance-only, map-only and methods in between. Appearance-only methods [CN09] are essentially large-scale image retrieval algorithms, influenced by [NS06] and more in general the literature of BoW object recognition and categorization [SZ03]. Map-only methods [KM07] use the data (images, but most often range sensors) to infer the configuration of points in 3D space, and then seek to match subsets of these points, often using variants of ICP [CSS02] as a building block. These methods do not scale beyond a few hundreds of thousands of points, or thousands of keyframes, and are often limited to what is referred to as “short-term” loop closure [KM07], necessary for instances when complete loss of visual reference occurs while tracking. There
are also a variety of map-to-image and image-to-map [SLK11] methods that show great promise, but have yet to prove scalability to the point where the map spans tens if not hundreds of kilometers [CN09].

For scalability, the most common choice is to combine quantized local descriptors into a BoW and then use an inverted index. FAB-MAP [CN09] extends the basic setup by learning a generative model of the visual words using a Chow-Liu tree to model the probability of co-occurrence of visual words. FAB-MAP 2.0 scales further by exploiting sparsity to make the inverted index retrieval architecture more efficient. Starting from [GT11], SIFT or SURF descriptors were replaced by more efficient binary descriptors such as BRIEF [CLS10] and ORB [RRK11] to achieve comparable precision and recall to FAB-MAP 2.0 with an order of magnitude speed increase. Several recent mapping and localization systems adopt it as a module, including [LLK14] and ORB-SLAM [MMT15].

In addition to the specific loop closure literature, general ideas from spatial data structures and agglomerative clustering [TPB00] are also relevant to this work, including k-d trees [Sam90], dual trees and decision trees [GJ96], as well as data structures used for retrieval such as pyramid matching [GD05] and its spatial version [LSP06]. In more general terms, this work also relates to visual navigation and mapping, structure-from-motion, and location recognition, including the use of global descriptors [TMF03].

Our method can be considered appearance-only, but it is loosely informed by geometry, in the sense that the scene domain (pose space) provides the topology with respect to which we pool descriptors. Also closely related to our approach are [TL09, TSP11], which present techniques for merging only pairs of BoWs; in [CPS07] queries are expanded by using retrieved and verified images, which is orthogonal to and can be viewed as a query-end version of our method.

6.2 Methodology

Since our focus is on a spatial structure that facilitates accelerated loop closure queries, we integrate components from recent state-of-the-art methods within our data structure and
adopt such methods as a baseline, against which we compare our method. Specifically, we adopt [MMT15] as a baseline, consisting of a BoW where each word is an element of a dictionary of descriptors obtained off-line by hierarchical k-means clustering, with each word weighted by its inverse document frequency. FAST detectors [RD06] and BRIEF descriptors [CLS10] are employed, and TF-IDF [BNJ03, Aiz03, SZ03] is used to weigh the BoW relative to the inverse document frequency. This standard pipeline, with different clustering procedures to generate the dictionary and different features, comprises most basic large-scale retrieval systems, including appearance-only loop closure. However, the number of false alarms in large-scale settings is crippling, so temporal consistency and geometric verification are typically used as correction mechanisms.

6.2.1 Hierarchical testing

6.2.1.1 Construction of hierarchy

Our data structure can be interpreted as a hierarchical version of TF-IDF. To illustrate the method, we first assume that every frame is a “keyframe” and therefore we have a time-series of BoWs, obtained as described above, and organized into a linear structure or un-oriented list, as we wish to retrieve frames regardless of the direction of traversal. Each node is associated with a histogram, in the form of a BoW, representing the likelihood of a pose $g(t) \in \text{SE}(3)$ (position $T(t) \in \mathbb{R}^3$ and orientation $R(t) \in \text{SO}(3)$) given the data (the image at time $t$, $I(t)$): $h^t \doteq \text{BoW}(t) \sim p(I(t)|g(t))$, where the equivalence is up to normalization, and the density function is approximated with a histogram with $N$ bins, equal to the size of the dictionary.
We now construct a second level, or “layer”, of the data structure, simply by pooling adjacent histograms (Fig. 6.1a). This is repeated for higher layers until either a maximum depth is reached, or until a single root node is left. Several standard choices for the pooling operation are available which allow us to trade off between precision and cost (Sec. 6.3).

Suppose $h^p$ is the parent histogram which has child histograms $\{h^k\}, k = 1, 2 \ldots K$. Both $h^p$ and $h^k \in \mathbb{R}^N$. Mean- or average-pooling refers to $h^p = \frac{1}{K} \sum_{k=1}^{K} h^k$, sum-pooling refers to $h^p = \sum_{k=1}^{K} h^k$, and max-pooling refers to $h^p_i = \max_k \{h^k_i\}$, where $i = 1, 2 \ldots N$. Once we have constructed the hierarchy for database histograms, raw histograms are used as queries for loop closure detection.

### 6.2.1.2 Query processing

Similarities between pooled and query histograms are computed using the intersection kernel [SB91], that is the area of the intersection of the two histograms. Thus, if $h^q$ (a query histogram) has bin values $h^q_1, \ldots, h^q_N$, and similarly for $h^p$, we have that

$$\mathbb{I}(h^q, h^p) = \sum_{i=1}^{N} \min \{h^q_i, h^p_i\}$$

(6.1)
The intersection kernel is related to many divergence functions [Vas04] as well as to metrics used in optimal transport problems.

Sum- and max-pooling operators have the following upper bound property when intersection kernel is applied: For a query histogram \( h_q \), a parent histogram \( h_p \) and its child \( h_k \) in the database,

\[
\| h_q, h_p \| > \| h_q, h_k \| \quad (6.2)
\]

therefore if \( \| h_q, h_p \| < \tau \), \( \| h_q, h_k \| < \tau \) must hold.

Since our goal is to search for the closest match, or at least for all matches that exceed a threshold \( \tau > 0 \) (we seek large values of \( \| \) ), if \( \| h_q, h_p \| < \tau \), the chance of any of \( h_p \)'s descendants exceeding the threshold is rare (or impossible, in the case of max- or sum-pooling as shown by the upper bound property), therefore we stop searching the sub-tree rooted at \( h_p \) (Fig. 6.1b).

Therefore, search in a hierarchical TF-IDF setting simply boils down to greedy breadth-first search, while maintaining an inverted index for each layer. If only one layer is used, this reduces to standard linear search using an inverted index.

A key point is that with sum- or max-pooling, the proposed method has exactly the same precision-recall behavior as standard inverted index search while still achieving a substantial speedup. With mean-pooling, a large speedup can be achieved with only a minimal loss of precision (Sec. 6.3).

Different trees with different depths and different branching factors can be constructed, trading off expected risk and computation time, characterized empirically in Sec. 6.3.4. In addition to a fixed depth and branching factor, one could devise more clever schemes to determine the topology of the tree, discussed in Sec. 6.2.2. However, we find that the benefit is limited compared to the straightforward fixed-topology architecture.

6.2.2 Keyframes and adaptive tree topology

So far we have assumed that the time-series of data \( \{ h^t \}_{t=1}^T \) is sampled regularly (at constant time or space intervals), but it can also be sampled adaptively, by exploiting statistics of the
data stream to decide which samples, or keyframes, to use. The data structure above does not change, since all that is required is a topology or adjacency structure to construct the tree.

Adaptive (sub)-sampling can be done in many ways, and there are a wide variety of standard heuristics for selecting keyframes. Our goal here is not to determine the best method for selecting keyframes, but to focus on the data structure regardless of the sub-sampling mechanism. Consequently, we limit ourselves to constructing it either on the raw time series, or on any subsampling of it, as generated by standard keyframe selection methods.

Just like selecting keyframes, building the hierarchy can be understood as a form of (sub)-sampling. Regardless of whether subsampling is regular (as in building the tree above) or adaptive (as in selecting keyframes), classical sampling theory [SZ05] suggests that what should be stored at the samples is not the value of the function, but the local average relative to the topology of the domain where the data are defined (anti-aliasing). This lends credence to the use of mean-pooling, which initially may seem counter-intuitive since our goal is to maintain high precision.

In our case, the domain is time, or the order of keyframes, as a proxy of location in SE(3). The range of the data is the space of likelihood functions, approximated by histograms $h^t$. Therefore, anti-aliasing simply reduces to averaging neighboring histograms. The study of the optimal averaging, both in terms of support and weights, is beyond our scope here, where for mean-pooling we simply average nearest neighbors in the tree topology relative to a uniform prior. We do not delve into considering more sophisticated anti-aliasing schemes, since we have found that simple topologies yield attractive precision-computational cost trade-off, which is unlikely to be significantly disrupted by fine-tuning the weights.

The practice of averaging likelihood functions as a way of anti-aliasing descriptors has also been recently shown by [DS15] in the context of pooling local descriptors for correspondences in wide-baseline matching. Our method can be considered an extension (or special case) where the correspondence and pooling are performed in time, and the descriptors are
histograms of visual words, a mid-level representation, rather than histograms of gradient orientation, the result of low-level processing.

While the choice of heuristics for keyframe selection has no effect on our method, which can be applied to the raw time series or to the sequence of keyframes, the same (adaptive sampling) heuristics used to (down)-sample keyframes from the regularly sampled images could be used to aggregate nodes at one level into parents one level above. This would give rise to trees having different levels of connectivity at different layers, and indeed potentially at each node.

We have found that, in practice, these heuristics fail to yield significant performance improvements when compared to trees with fixed topology having constant splitting factors that match the average of their adaptive counter-part. Representative experiments are shown in Sec. 6.3.4.

6.3 Evaluation

The most important evaluation for the proposed method is to test performance in-the-loop when incorporated into a real system (ORB-SLAM [MMT15], in this case), discussed in Sec. 6.3.2 where we find a 65% reduction in mean query time with no loss in localization performance and no missed loop closures relative to the baseline. We investigate query-time reduction and precision-recall behavior while varying vocabulary size and tree topology in Sec. 6.3.3 and Sec. 6.3.4, respectively. In Sec. 6.3.5 we augment standard datasets to explore various test-time scenarios, and Sec. 6.3.6 presents a generalization of our method to other image retrieval tasks. Sec. 6.3.1 discusses the datasets and methodology used throughout the evaluation.

6.3.1 Datasets and methodology for loop closure

We perform experiments using the common loop closure datasets of KITTI, Oxford City Centre, and Oxford New College [GLS13, CN09]. The KITTI dataset consists of several
sequences on the order of 1000 stereo pairs in length. To provide additional experimental evaluation at large scale, we augment KITTI by concatenating all sequences, to form the concatenated KITTI dataset consisting of approx. 40K images. For all sequences we construct the data structure using all frames unless otherwise noted, in which case we adopt the keyframe selection strategy of our baseline (Sec. 6.3.2).

Unless otherwise stated, we build the hierarchical data structure using the left stereo images of the sequences (when stereo is available) and evaluate loop closure correctness using the provided ground truth poses. The evaluation protocol is as follows: traverse the sequence and insert BoW of images into the database incrementally, while using each image to query the database before it is added. Two images are regarded as a correct match if they were taken within 15 meters of each other. To avoid trivial matches, we prevent the query from matching temporally adjacent images. This evaluation protocol mimics loop closure in a practical SLAM system, which we test in Sec. 6.3.2.

To evaluate matching, missed detection and false alarms are traded off by an arbitrary choice of threshold, as in any detection algorithm. Since the threshold affects the average query time (we can make that quite short by choosing a threshold that yields no false alarms while rejecting every hypothesis) we must come to a reasonable choice. Unless otherwise stated, we adopt the following policy: We generate precision-recall curves on KITTI 00. Then, we select the smallest threshold that yields zero false alarms and use it on other sequences. Of course, that may yield a non-zero false alarm rate in datasets that are not used in setting the threshold, but this (as is customary) can be handled by verification steps afterwards. This is a limitation inherent to the choice of image representation, in this case Bag-of-Words, and not a sensitivity that our hierarchical data structure is designed to circumvent.

6.3.2 In-the-loop with the baseline

We use components of ORB-SLAM [MMT15], made available by the authors, as the baseline for our experiments. We use this as a black box and implement our hierarchy atop its
single-layer inverted index architecture for performing image queries. As a result, we also inherit some of the limitations of its components (e.g. keyframe selection, discriminability of quantized descriptors and BoW representations, sensitivity to matching threshold selection), which are common to the majority of SLAM systems.

We first show that when using ORB-SLAM as is, with no change in thresholds or tuning, a significant reduction in image query time can be achieved simply by applying our max-pooling hierarchy, which by construction achieves identical precision-recall performance to the original system, missing no loop closures that may be critical to pose-graph optimization algorithms. In Fig. 6.2b, we compare the trajectories estimated by ORB-SLAM with and without our max-pooling hierarchy on KITTI. Errors relative to ground truth are similar (within 1σ of each other over multiple trials); mean query times are reduced by 65% (2.04ms from 5.80ms). No loop closures are missed by our max-pooling method that would not be missed without our data structure, confirming that improvement in speed comes at no loss of classification performance. In Fig. 6.2a we show this speedup holds with increasing scale by showing query times for the concatenated KITTI dataset for different vocabulary sizes (Sec. 6.3.3) and various pooling strategies using the methodology of Sec. 6.3.5.

Figure 6.2: (a) Scaling: Timings for concatenated KITTI sequences (approx. 40K images) with 1M and 10K vocabularies. (b) Comparison to ORB-SLAM with and without our data structure. Multiple trials yield nearly identical trajectories with and without our data structure, with no loop closures missed while achieving a 2-3x speedup.
6.3.3 Varying vocabulary size

Some may argue that a speedup could be easily gained by just using a larger vocabulary. It is true that with a larger vocabulary, each visual word is associated with a much smaller list of documents in the inverted index system which leads to shorter query time. However, the vocabulary size should be determined by the performance of the specific task as well as the volume of the data and a larger vocabulary is not always better. A larger vocabulary has finer division of feature space compared to a smaller vocabulary but is also more sensitive to quantization errors (two slightly different images may have completely different histograms). In this case, mean-pooling may not be ideal as shown in Fig. 6.4c and 6.4d. However, sum/max-pooling can still be applied to gain further speedup while maintaining same precision-recall as shown in Fig. 6.3c and 6.3d, and also on augmented dataset as shown in Fig. 6.2a.

6.3.4 Varying tree topology

6.3.4.1 Variable depth and branching factor

Fig. 6.3 shows timings of the baseline and our algorithm with different topologies and pooling schemes at the same threshold on two of the KITTI sequences with many loop closures. Only time to query the database is counted, time for feature extraction and descriptor quantization are excluded. Fig. 6.4a and Fig. 6.4b show precision-recall curves for the mean-pooling variants. We use $d_i b_j \cdot X$ to denote a hierarchy with $i$ layers, a branching factor of $j$ and pooling strategy $X$. Note that for baseline and our proposed algorithm with configuration $d_2 b_4 \cdot \text{mean}$ and $d_2 b_8 \cdot \text{mean}$, the precision-recall curves are nearly identical, while our approach is 2-5 times faster. For configuration $d_2 b_{16} \cdot \text{mean}$, while its performance is slightly worse, it achieves an order of magnitude speedup relative to the baseline.
Figure 6.3: Timings of baseline and proposed algorithm with different topologies and pooling strategies on KITTI dataset 00 and 02 using all frames. \(d_i b_j - X\): a hierarchy with \(i\) layers, a branching factor of \(j\) and pooling strategy X. Adaptive sampling: spectral clustering in SE(3). Regular sampling: sampling at the average rate of adaptive sampling scheme. Baseline: inverted index search. Two different vocabulary sizes (10K and 1M) are considered.

As mentioned in Sec. 6.2.1.2, sum/max-pooling have exactly the same precision-recall behavior as the baseline. In these two datasets, sum/max-pooling are slightly slower than inverted index search. Since both of these operations rapidly reduce sparsity in the histograms, we expect slower performance relative to mean-pooling. However, sum/max-pooling have their advantages when a much larger vocabulary is used as shown in Sec. 6.3.3.
Figure 6.4: Precision-recall curves of baseline and proposed algorithm with different topologies on KITTI dataset 00 and 02 using all frames. Two different vocabulary sizes (10K and 1M) are considered. Notations have the same meanings as in Fig. 6.3.

6.3.4.2 Adaptive domain-based clustering

In addition to the baseline algorithm, we generate a second baseline by applying the same algorithm to keyframes, rather than to all stored images. In principle, the heuristics involved in the selection of keyframes could be propagated to all nodes of the data structure, as discussed in Sec. 6.2.2. However, our experiments indicate that this yields minor benefits compared to simple averaging. The second row of Tab. 6.2a shows average time-cost rate

\[ \text{Time-cost rate} = \frac{\text{increase of query time per thousand (1k) images in the database}}{\text{average of time-cost rates computed for all sequences in each dataset}}. \]
for searching via an inverted index among keyframes, which is worse than searching in a simple hierarchy built on raw images, as shown in the second row of Tab. 6.1c. A simple regular sampling strategy on top of keyframes can speedup searching by a large margin as shown in Tab. 6.2a.

Instead of a fixed topology of the data structure, corresponding to regular grouping, we can consider adaptive grouping based on a variety of criteria. Adaptive sampling, or grouping, based on geometry includes performing spectral clustering in SE(3). Curves in Fig. 6.3 indicate that adaptive sampling achieves marginal improvements compared to regular sampling at a constant rate equal to the average of the adaptive sampling rate. Similarly, parallax-based sampling, based on clustering only the translational component of pose, also yields underwhelming improvements. We do, however, expect adaptive sampling to win in some cases, as it has in a number of smaller-scale experiments we conducted with different motion characteristics from smooth driving, for instance the TUM RGB-D dataset (Fig. 6.5) [SEE12].
Figure 6.5: Sample results on the TUM RGB-D dataset using adaptive domain clustering (Sec. 6.2.2). The experiment setup is similar to that for the Oxford dataset in Sec. 6.3.5. Adaptive (yellow) improves with more exciting motion (left to right, up to down). Limited speedup relative to baseline due to very small dataset size. Variance shown is derived from multiple trials with slightly differing cluster assignments.

6.3.5 Quantifying speedup using synthetic ground-truth

Depending on the particular query image, our method could reduce or increase search time relative to the mean. The former occurs when correspondence fails early allowing us to rule out subsequent tests at finer scales. However, in the worst-case we may end up performing more comparisons than inverted index search when the test reaches the finest scale too often. In practice, what matters is that our algorithm shortens test time on average during long sequences. Since most KITTI sequences contain few or no loop closures, we generate synthetic positive and negative queries as follows: For sequences 01 to 21, we generate positive queries by sampling the right stereo images of each sequence (slightly different from the left images from which we constructed the database), and generate negative queries by sampling images from sequence 00. For the Oxford datasets, we construct the database
using odd-numbered images, generate positive queries from the even-numbered images, and negative queries again from *KITTI* 00.

Overall performance is measured by combining both sets of queries. Of course, even in the negative case our algorithm could find erroneous correspondences, which are then labeled as false alarms. Similarly, we may find no correspondence in the former case (missed detection). We use average time-cost rate to evaluate how the searching algorithm scales with size of the database. Tab. 6.1 reports experiment results on raw *KITTI*. Tab. 6.2 reports average speedup when keyframe selection is applied on both *KITTI* and *Oxford*.

<table>
<thead>
<tr>
<th>structure</th>
<th>pooling rate(ms/1k)</th>
<th>speedup</th>
</tr>
</thead>
<tbody>
<tr>
<td>inverted index</td>
<td>N/A</td>
<td>10.07</td>
</tr>
<tr>
<td>mean</td>
<td>0.69</td>
<td>14.59</td>
</tr>
<tr>
<td>hierarchical</td>
<td>sum</td>
<td>8.70</td>
</tr>
<tr>
<td></td>
<td>max</td>
<td>6.65</td>
</tr>
</tbody>
</table>

(a) positive queries; *KITTI* - 10K

<table>
<thead>
<tr>
<th>structure</th>
<th>pooling rate(ms/1k)</th>
<th>speedup</th>
</tr>
</thead>
<tbody>
<tr>
<td>inverted index</td>
<td>N/A</td>
<td>9.86</td>
</tr>
<tr>
<td>mean</td>
<td>0.38</td>
<td>26.00</td>
</tr>
<tr>
<td>hierarchical</td>
<td>sum</td>
<td>7.92</td>
</tr>
<tr>
<td></td>
<td>max</td>
<td>6.06</td>
</tr>
</tbody>
</table>

(b) negative queries; *KITTI* - 10K

<table>
<thead>
<tr>
<th>structure</th>
<th>pooling rate(ms/1k)</th>
<th>speedup</th>
</tr>
</thead>
<tbody>
<tr>
<td>inverted index</td>
<td>N/A</td>
<td>0.64</td>
</tr>
<tr>
<td>mean</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>hierarchical</td>
<td>sum</td>
<td>0.30</td>
</tr>
<tr>
<td></td>
<td>max</td>
<td>0.30</td>
</tr>
</tbody>
</table>

(c) overall; *KITTI* - 10K

<table>
<thead>
<tr>
<th>structure</th>
<th>pooling rate(ms/1k)</th>
<th>speedup</th>
</tr>
</thead>
<tbody>
<tr>
<td>inverted index</td>
<td>N/A</td>
<td>0.34</td>
</tr>
<tr>
<td>mean</td>
<td>hierarchical sum</td>
<td>6.28</td>
</tr>
<tr>
<td></td>
<td>max</td>
<td>5.04</td>
</tr>
</tbody>
</table>

(d) overall; *KITTI* - 1M

Table 6.1: Average time-cost rate and speedup over 21 sequences of *KITTI* using all frames. 1st col: grouping strategies. 2nd col: pooling operations. 3rd col: average time-cost rate, which describes how the query time increases per 1k images inserted into the database. In 6.1a, 6.1b and 6.1c, a 10K vocabulary is used; in 6.1d, a 1M vocabulary is used.

Fig. 6.2a shows linear scaling of average query time on the much larger *concatenated KITTI*. Practical deployment on even larger datasets typically comes with context (*e.g.* GPS or odometry) that limits the data volume.
Table 6.2: A comparison of search in flat and hierarchical structure on KITTI and Oxford dataset.
Notations have the same meanings as in Tab. 6.1 except that 3rd column describes average time-cost rate over the 21 KITTI keyframe sequences and all 4 sequences in the Oxford dataset respectively. The keyframes are generated by running ORB-SLAM.

### 6.3.6 Experiments in image retrieval tasks

Although our approach is geared towards the loop closure scenario, its usage is not restricted to it. A hierarchical structure of this form could be built on top of any histogram-based representation of images where some proxy of topology is available. In more general settings when a temporal stream of images is unavailable, extra labeling information, such as geotags, class labels, or textual annotations could be used. A hierarchy can be constructed using affinity between these alternate forms of metadata, provided that affinity implies proximity in the solution space. We test this using two publicly available image retrieval benchmarks: ukbench [NS06] and INRIA Holidays [JDS08].

#### ukbench

consists of 2550 groups of 4 images each (10200 total). Each group contains the same object under different viewpoint, rotation, scale and lighting conditions. We use the same evaluation protocol provided by the author: Count how many of 4 images are top-4 when using a query image from that set of four images. We use pre-computed visual words provided by the authors, which are quantized SIFT descriptors using a 1M vocabulary.

#### INRIA Holidays

contains 500 image groups (1491 total), each of which represents a

---

2 [http://vis.uky.edu/~stewe/ukbench/](http://vis.uky.edu/~stewe/ukbench/)

3 [https://lear.inrialpes.fr/~jegou/data.php](https://lear.inrialpes.fr/~jegou/data.php)
distinct scene under different rotations, viewpoint and illumination changes, blurring, etc. Performance is measured by mean average precision (mAP) averaged over all 500 queries. We use the 4.5 million SIFT descriptors and 100K vocabulary provided by the authors.

<table>
<thead>
<tr>
<th>structure</th>
<th>pooling time (ms)</th>
<th>speedup</th>
<th>score</th>
</tr>
</thead>
<tbody>
<tr>
<td>inverted index</td>
<td>N/A</td>
<td>1.47</td>
<td>1.00</td>
</tr>
<tr>
<td>Random hierarchical</td>
<td>mean</td>
<td>0.38</td>
<td>3.87</td>
</tr>
<tr>
<td></td>
<td>sum</td>
<td><strong>0.37</strong></td>
<td><strong>3.97</strong></td>
</tr>
<tr>
<td></td>
<td>max</td>
<td>0.39</td>
<td>3.77</td>
</tr>
<tr>
<td>Greedy hierarchical</td>
<td>mean</td>
<td>0.38</td>
<td>3.87</td>
</tr>
<tr>
<td></td>
<td>sum</td>
<td><strong>0.37</strong></td>
<td><strong>3.97</strong></td>
</tr>
<tr>
<td></td>
<td>max</td>
<td>0.39</td>
<td>3.77</td>
</tr>
</tbody>
</table>

(a) ukbench

<table>
<thead>
<tr>
<th>structure</th>
<th>pooling time (ms)</th>
<th>speedup</th>
<th>mAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>inverted index</td>
<td>N/A</td>
<td>9.11</td>
<td>1.00</td>
</tr>
<tr>
<td>Random hierarchical</td>
<td>mean</td>
<td><strong>5.57</strong></td>
<td><strong>1.63</strong></td>
</tr>
<tr>
<td></td>
<td>sum</td>
<td>6.19</td>
<td>1.47</td>
</tr>
<tr>
<td></td>
<td>max</td>
<td>6.24</td>
<td>1.46</td>
</tr>
<tr>
<td>Greedy hierarchical</td>
<td>mean</td>
<td><strong>5.58</strong></td>
<td><strong>1.63</strong></td>
</tr>
<tr>
<td></td>
<td>sum</td>
<td>6.82</td>
<td>1.34</td>
</tr>
<tr>
<td></td>
<td>max</td>
<td>6.53</td>
<td>1.40</td>
</tr>
</tbody>
</table>

(b) INRIA Holidays

Table 6.3: A comparison of search in flat and hierarchical structure on ukbench and INRIA Holidays. 1st col: grouping strategies. 2nd col: pooling operations. 3rd col: average query time. ukbench takes average number of top-4 retrieved images as score. INRIA Holidays takes mAP as evaluation metric.

The baseline remains to search using an inverted index system. We use a three-layer hierarchy with the original histograms at the bottom layer. At the second layer, histograms belonging to the same object/scene are pooled (pooling based on prior information available about the data and problem space). At the top layer, we compare two different strategies to build the hierarchy: Random grouping and greedy affinity grouping. Random grouping: We randomly group every $N$ histograms from the second layer. Greedy affinity grouping: We greedily group every $N$ histograms based on their nearest neighbors in affinity (which is the histogram intersection score). In each setup, we also compare the different choices of pooling operators. Tab. 6.3a and Tab. 6.3b show results on the ukbench and INRIA Holidays datasets with $N = 16$.

In these image retrieval tasks, we completely discard the threshold and only search down those nodes which have top 10 highest scores. Thus even for sum/max-pooling, the precision-recall behavior should be different from the baseline. All hierarchical approaches, regardless
of pooling operation and grouping scheme, are faster than the baseline. The observation that speedup is available even for the random grouping scheme shows that the speedup does not just hinge on grouping similar images, though grouping similar images can boost the speedup further as we have shown in previous experiments on the driving data. We also notice improved score/mAP in these two experiments, likely due to the grouping of histograms of the same object/scene at the second layer of our hierarchy and the top-4 scoring mechanism imposed by the benchmark.

6.4 Discussion

We have presented a hierarchical data structure consisting of pooled local descriptors representing the likelihood of locations given the images they generate, while maintaining an inverted index at each level of the data structure. While mean-pooling of histograms may seem counter-productive, it is a sensible choice when considered an anti-aliasing procedure in the context of classical sampling theory, where the data structure, as well as keyframes, are tasked with down-sampling the native rate. We have compared several pooling strategies, and found that mean-pooling provides the most speedup at a small cost to performance; sum-pooling has the upper-bound property and accelerates search to a reasonable degree without loss of performance; and max-pooling shares the same property with sum-pooling but exhibits a larger speedup due better approximating the nodes below it.

For simplicity, we chose a fixed topology (depth and branching factor) and studied the resulting performance empirically. We have found that sophisticated heuristics do not improve performance enough to justify the added complexity. We have benchmarked our scheme on public datasets, where we have shown that even a shallow tree can significantly cut down on test time with minimal impact to precision, which is the main goal of loop closure.
CHAPTER 7

Discussion

In Chapters 2 and 3, we give two examples of using visual and inertial data to improve deep learning models. Both are preliminary attempts towards learning-based multi-sensor fusion and have their pros and cons in contrast to conventional approaches. On the bright side, deep neural networks have more representation power, which, compared to conventional approaches, leads to less information loss in processing the raw sensory data. This is due to the networks’ capability to discover the prior knowledge hidden in large datasets, and encode such knowledge in the weights. One may argue that such advantage comes at the cost of more computation. However, the trade-off between modeling capability and computational complexity always exists, and in particular, in conventional methods. For instance, rather than using point features and filters, one can perform optimization-based SLAM by directly minimizing pixel-wise photometric discrepancy \cite{ESC14, EKC17} which results in a more detailed reconstruction (a semi-dense model instead of a sparse one from filtering-based approaches). These optimization-based SLAM fall in the category of non-learning based approaches, but have computational costs higher than, or at least on par with, learning-based approaches since learning-based approaches only perform optimization during training, not inference. Another drawback of using learning-based approaches is that it’s relatively hard to fully characterize the uncertainty of the estimate, often, only a point estimate is available. But again, this is due to the curse of dimensionality not a flaw of deep neural networks as inference machinery: A fair amount of samples might be sufficient to describe the probability distribution of a scalar random variable, but a faithful probabilistic characterization of a network of millions of parameters is computationally infeasible. Computationally tractable uncertainty characterization \cite{KG17} of deep neural networks is an exciting future topic.
Besides the general merits and limitations of using deep learning to perform sensor fusion, we note more specific points regarding the “deep learning versus SLAM” relationship. In our current development, SLAM is only loosely involved: In Chapter 2, only gravity inferred by VIO is used to improve depth prediction; Chapter 3 goes one step further, where both sparse depth and relative motion produced by a visual-inertial SLAM are fused with raw imagery data by a deep neural network. Both methods only use the output of an off-the-shelf SLAM system to facilitate deep learning. A question arisen naturally is whether deep learning and SLAM can be tightly coupled to benefit each other, and, if so, how? There are end-to-end learning approaches to address localization and reconstruction [ZBS17, KGC15]. All these methods learn a mapping from the raw sensory data to camera poses and completely discard the solution structure of the SFM/SLAM problem. However, the SFM/SLAM problem has been studied for decades, and mathematically elegant results exist, which should be cherished. A promising future direction is to deeply encode domain-specific knowledge in deep learning models to reduce sample complexity and improve system performance further. Some works along this line include [RK18, LDR19, BKN17, CBC18, HJF18], where networks are embedded in existing SFM/SLAM pipelines as replacements of more conventional modules, such as Kanade-Lucas-Tomasi tracker, RANSAC-based outlier rejection, and Gauss-Newton solver, etc., and are trained end-to-end to improve the end performance of the underlying tasks.

In Chapters 4 and 5, by trading off the modeling power and generality of the approach, we present two different implementations of a semantic mapping system which can infer both geometric and semantic attributes of 3D objects. In Chapter 4, a simplified object representation – scaled and oriented 3D bounding boxes – is employed, whereas detailed CAD models are used in Chapter 5. While the 3D bounding boxes lack the details, they are computationally cheaper and more generic – any shape can be modeled as a 3D bounding box of different size as a first-order approximation. On the other hand, the CAD models capture the finest details of previously seen objects, yet they are instance-specific and cannot be deployed unless an exact, or at least a more or less similar, shape model is available. A very promising future direction is to seek more flexible shape representations in the middle of the
spectrum: Ideally, the shape model should be generic enough to accommodate novel shapes and, in the same time, discriminative enough to capture the subtleties in possible shape variation. Ideas from the variational auto-encoders [KW13], differentiable rendering [LB14], and differentiable shape representation [LDG18] can be drawn together to produce compact generative differentiable shape models. Such models should be ideal to fulfill our requirements: Being compact renders the model computationally affordable; being generative to enable prediction which can then be evaluated in a hypothesis-testing framework; being differentiable makes it possible to adapt the representation to the data during inference efficiently. One good example of using such a shape representation is [BCC18] where short latent codes are mapped to depth maps via a differentiable decoder and optimized by minimizing the photometric discrepancy between the original image and a warped version of it – enabled by the the generated depth. Compared to more traditional dense reconstruction methods where depth maps rather than latent codes are the optimization variables, their method is more efficient and gracefully encodes priors learned from data into the latent codes leading to its robustness to textureless regions and challenging illumination.

We believe, to better fuse information from multiple sensor modalities, one should also fuse the representation power of deep neural networks with the long-standing wisdom of visual geometry as demonstrated by this thesis and various related works mentioned above.

Despite all the exciting open problems at the intersection of deep learning and conventional visual geometry, some fundamental problems in SFM/SLAM are not perfectly addressed. Loop closure is one of them. In Chapter 6, we present an efficient way to find loop closures – an indispensable component of large-scale mapping systems – with the intent to reduce localization drift and hence improve mapping accuracy. However, to actually reduce drift and improve accuracy, one needs nonlinear optimization with the detected loops as constraints – known as pose graph optimization [KGS11] or bundle adjustment [TMH99] \footnote{In pose graph optimization, relative motion constraints are used as measurements to obtain absolute poses, whereas in bundle adjustment, the camera poses and 3D point cloud are jointly optimized by minimizing the reprojection error of the 3D points. However, bundle adjustment is a very general framework which also accommodates relative motion constraints and hence pose graph optimization is really a specialized version of bundle adjustment but with no feature measurements. The proposed loop closure detection algorithm produces pose-to-pose constraints, which can be used in both algorithms.} in
the SFM/SLAM literature. Similar to loop closure detection, the real challenge for nonlinear optimization also resides in scalability [ASS10]. Good open-source large-scale optimization packages include Ceres [AM12], g2o [KGS11] and GTSAM [Del12], etc. While Ceres is a slightly more general nonlinear optimization framework, both g2o and GTSAM are specialized to SFM/SLAM.

Nevertheless, Ceres is very popular among the SFM/SLAM community where various commercial products employ it (e.g., Google Street View, PhotoTours, and Tango, etc.) and quality open-source SFM/SLAM packages (e.g., COLMAP [SF16], OpenMVG [MMM], and Theia [Swe], etc.) use it under the hood. One interesting research direction is to develop more efficient and robust large-scale nonlinear optimization algorithms to exploit the special structure of the SFM/SLAM problem. Typically, the SFM/SLAM objective is iteratively minimized by solving a series of large but sparse linear systems [Dav06], which emphasizes the importance of developing solvers exploiting the sparse structure of the SFM/SLAM problem.
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