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ABSTRACT OF THE DISSERTATION

Exploring Aspects of Q-balls

By

Yahya Almumin

Doctor of Philosophy in Physics

University of California, Irvine, 2024

Professor Arvind Rajaraman, Co-Chair
Professor Michael Ratz, Co-Chair

Q-balls are an example of stable non-topological solitons that constitute of complex scalars

emerging from U(1)-symmetric theories. In certain special potentials, complex scalars being

bound together as Q-balls is energetically favorable compared to fragmenting into individ-

ual particles. In particle physics, Q-balls have theoretical and possibly phenomenological

significance. Theoretically, it was demonstrated that these configurations could arise in

supersymmetry, extra dimensions, and hidden sectors with QCD-like confinement. Phe-

nomenologically, Q-balls are discussed as an interesting macroscopic dark matter candidate

because of their stability and their possible formation in early universe.

In this dissertation, we explore theoretical aspects of Q-balls in order to provide a deeper

analytical and numerical understanding of their properties in different set-ups. This is done

by first studying excitation modes of global and gauged Q-balls in Chapter 2 and 3. Excited

global Q-balls properties such as the size, charge and energy are described analytically in

the thin-wall limit in Chapter 2. We show that despite the excited modes admitting a richer

structure with multiple radii compared to the ground state, which is characterized by single

radius, the properties of these modes are approximated by the leading order term of the

radii. We also discuss the charge and energy of the excited states of global Q-balls, and

xii



the stability of these modes. In Chapter 3, we build on the finding of the excited global Q-

balls properties to approximate the excited gauged Q-balls properties by invoking a mapping

relation that was derived in [4] for the ground state. We show the power of the mapping

relation method to analytically describe a more complicated structure (gauged Q-ball) in

terms of a simpler configuration (global Q-ball). The unique features of gauged Q-balls such

as only allowing for a finite number of excitation modes and a maximal size per mode are

derived in Chapter 3. Also, a discussion of the charge, energy and stability of the excited

modes of gauged Q-balls is carried out in the same chapter.

In Chapter 4, we turn our attention to rotating Q-balls by discussing the possible existence of

slowly rotating Q-balls. Traditionally, the angular momentum of rotating Q-ball is thought

to be integer multiple of the charge. This implies that Q-balls with larger charge could

not admit smaller angular momentum. We show that this conclusion follows as long as the

integer multiple assumption is embedded in the ansatz. However, by perturbing a general

Q-ball anstaz with angular momentum, a localized perturbative correction emerges. This

hints to the existence of metastable slowly rotating Q-balls. We discuss the stability of these

solutions as well.
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Chapter 1

Introduction

1.1 Beyond The Standard Model

Particle physics is the branch of physics that is concerned with understanding the funda-

mental building blocks of the our universe and how the universe came about by applying the

scientific method. The Standard Model (SM) of particle physics is the best theory that was

discovered to describe the fundamental building blocks oof the universe. The SM divides

particles in nature into two categories: fermions, which are the matter fields and bosons,

which are the force carries. The “language” the SM invokes when describing the fundamental

particles is Quantum Field Theory (QFT). QFT is the paradigm that describes the fabric

of reality as quantized fields interacting with each other, and by studying the interaction

of these fields we could predict the dynamics of our universe in the subatomic level. This

picture of the universe proved extremely successful as it produced the Standard Model of

particle physics that triumphed in the 20th century as the experimental evidence verified

the accuracy of this description when it comes to visible matter.

Despite the remarkable success of the SM there are obvious shortcomings. While the SM was
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able to characterize the ordinary matter, the Higgs, and three (electromagnetic, strong, and

weak forces) out of the four forces in nature using QFT, the gravitational force could not be

incorporated in the theory. Other deficiencies are within the SM itself as it does not provide

an adequate explanation of the mass of the Higgs boson observed experimentally, which is

know as the hierarchy problem. On the cosmological scale, ordinary matter does not seem to

be sufficient to account for all the observable universe, and interestingly cosmological models

predict that regular matter accounts for barely ∼ 4.9% of the universe, and the rest of the

universe is filled with dark matter and dark energy suggesting new physics beyond the SM

might be necessary. The mystery of the universe does not reside exclusively in the invisible,

but emerges in the visible matter as well. Existing in a universe with excess of matter to

antimatter is quite puzzling when we consider they are thought to be identical in particle

physics. This is known as baryon asymmetry, which is the puzzle of having an abundance

of matter compared to antimatter, and mechanisms are needed to explain this imbalance.

The SM baryogenesis can not account for the observable asymmetry. Therefore, alternative

baryongensis mechanisms beyond the SM are proposed to explain the asymmetry. This is a

non-exhaustive list of some of the problems that particle physics does not account for and

probably requires physics beyond the SM.

One compelling method that offers a solution to the Higgs mass problem would be by im-

posing Supersymmetry (SUSY), which postulates a symmetry bosons and fermions. By

introducing superpartners via SUSY, the Higgs mass will be protected against the large

quantum corrections. This is possible because the loop corrections from the superpartners

could cancel the corrections that come from the SM. However, no experimental evidence

of these extra particles has been observed. Nontheless, SUSY is an interesting theoretical

framework that extends the SM and intersects with particle physics problems, and has not

been ruled out yet since their is still the possibility that SUSY resides in higher energy limits

that we have not probed thus far.

2



The puzzle of the regular matter accounting for a small fraction of the content of the universe

can be summed up as follows. For theoretical particle physics models of the universe to make

sense i.e. match the observational data, we expect the existence of dark energy and dark

matter to account for most of the content of the universe. More precisely, the universe

expansion rate seems to be increasing over time and dark energy is postulated to be the

driving force for this expansion. Dark matter, on the other hand, is proposed to account

for multiple observational phenomena such as: galactic rotation curves and gravitational

lensing. Galactic rotation curves is the observation that velocity of the stars and gases at

the edge of the galaxies seems to be faster than expected if only ordinary visible matter is

present. Gravitational lensing is the phenomenon where light bends due to the existence of

some gravitational pull as predicted by Einstein’s theory of relativity, and this phenomenon

is observed in the sky in regions were visible matter is absent. Therefore, particle physicists

suggest the existence of dark matter, which is a substance that leaves a gravitational imprint

on the universe and lacks electromagnetic interaction impeding our ability to observe this

form of matter, to account for these phenomena.

Thus, in spite of the success of the SM as theoretical in describing regular matter, there is an

overwhelming evidence that a more complete theory beyond the Standard Model is needed

to describe the full scope of the universe.

1.2 The Role of Q-balls in Particle Physics

After sketching a rough picture of the current state of particle physics, we turn our attention

to a specific topic that has potential overlap with physics beyond the SM. Q-balls are stable

non-topological solitons constituting of complex scalar carrying a U(1) that have been pro-

posed by Coleman in 1985 [5]. These configurations arise from U(1) field theories as long as

the potential satisfies Coleman conditions, which we will discuss thoroughly in Chapter 2.
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Q-balls are configurations with finite energy, and it is energetically more favourable for the

complex scalars to be bound together in single Q-ball state instead of decaying into individ-

ual particle or to smaller Q-balls. The charge of Q-balls, if normalized properly, corresponds

to the number of complex scalars that makes up the non-topological soliton configuration.

As explained in the previous section, field theory is the underlying framework that seems to

describe the fundamental building blocks of the universe. Thus, from a purely theoretical

point of view, studying Q-balls is well-motivated as these objects arise naturally in field

theory with the appropriate potential. Q-balls emerge from various particle physics models

such as supersymmetry [6, 7], extra dimensions [8, 9], and hidden sectors with QCD-like

confinement [10, 11]. Also, they have been discussed in the context of baryon asymmetry [7,

12] and observable gravitational wave [13, 14].

However, the significance of Q-balls when it comes to phenomenology stems from their pos-

sible connection to dark matter. Despite the invisible nature of dark matter due to their

lack of interaction with light, there is a plethora of models that try to predict the nature

of these objects based on their observed impact on the universe. Examples of famous dark

matter candidates are Weakly Interacting Massive Particles (WIMPs) and axions. WIMPs

are thought to be particles that interact with regular matter exclusively through the gravi-

tational force and weak force. On the other hand, axions were hypothesised to address the

strong CP problem where quantum chromodynamics permits the violation of charge conju-

gation parity (CP) symmetry but experimentally the strong force seems to preserve the CP

symmetry. Nonetheless, the weak coupling between axioms and the SM particles make these

hypothetical particles interesting dark matter candidates. A number experiments are set-up

globally to search for these candidates like XENONS, EDELWEISS, and CDMS for WIMPS,

and ADMX for axions. Unfortunately, however, no conclusive experimental evidence was

discovered of these hypothetical particles so far. This opens the way to study other exotic

models that attempt to describe dark matter. Macroscopic dark matter may represent a

4



subset of models, which postulate that dark matter constitutes of composite objects that

are lighter than ultra heavy dark matter. An example of a macroscopic dark matter model

that was rules out is hot quarks nuggets. However, the possible formation of Q-balls in early

universe [15, 16, 13, 17, 18] coupled with their stability [5] and size make these configurations

excellent macroscopic dark matter candidates [19, 20, 21, 22, 23, 24].

Therefore, Q-balls have theoretical significance as they represent a class of stable solitonic

solutions to field theories with non-topological charge. Nevertheless, their relevance extends

beyond the theoretical discussion as these non-topological solitons intersect with various

phenomenological particle physics questions.

1.3 Motivation

While considerable strides have been made to understand Q-balls, further analysis is needed

to produce a complete theoretical understanding of the full Q-ball space. As we pointed

out earlier, Q-balls are intriguing macroscopic dark matter candidate, and in order to build

testable phenomenological models theoretical investigation is necessary to hunt for them.

Thus, the purpose behind this dissertation is to explore theoretical aspects about Q-balls to

pave the way for model building in the near future.

Q-balls are solutions of non-linear differential equations and their profiles and properties

are dependent on the potential that gives rise to these configurations. Usually the profiles

and properties of the non-topological solitons are solved numerically since only a subset of

these differential equations can be solved analytically [25]. Some potentials have analytical

solutions but they are usually unphysical [26, 27, 28, 29].

A potential that produces Q-balls that is analytically solvable is the sextic potential. An

analytical analysis of the ground state of Q-balls arising in sextic have been produced in
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these papers [1, 4, 30]. However, in order to have a complete understanding of the full space

of the Q-ball solutions, it is necessary to explore the excited states as well. As discussed

in the previous section, Q-balls analysis significance extends beyond the theoretical scope.

Excited states [31, 32] will inevitably play a role in the formation and scattering of global

Q-balls [33] despite their instability. Also, if these excited states are long-lived due to having

small energy gap between these states and the ground, phenomenological implications could

be relevant. Charge-swapping Q-balls is an example of excited Q-balls that were shown to be

qusai-stable [34, 35, 36, 37]. Thus, analytically characterizing properties of radial excitation

of (global/gauged) Q-balls is crucial theoretically and phenomenologically.

Another aspect of Q-balls would be rotation. A standard assumption when dealing with

rotating Q-balls is that the angular momentum is thought to be an integer multiple of the

charge of the Q-ball [31, 38, 39, 40, 41, 42] and (the closely related boson stars [43, 44, 45, 46,

47, 48, 49, 50, 51, 52, 53, 54, 55]). However, if we think of Q-balls as large classical objects,

one could imagine the angular momentum to have an arbitrarily small value. Since it is

assumed that miniclusters with angular momentum could collapse into Q-balls, a different

phenomenological picture would emerge depending on the allowed values of the angular

momentum of rotating Q-balls. Therefore, investigating the angular momentum assumption

is pivotal to better understand the properties and formation of rotating Q-balls.

In the following chapters of the dissertation we explore these problems in great depth. Chap-

ter 2 is concerned with characterizing excited global Q-balls properties in a sextic potential.

This is done by deriving relations between the physical characteristics of the excited states

and the parameter κ. In Chapter 3, we investigated excited gauged Q-balls properties us-

ing a mapping relation with the global case. Solving the non-linear differential equations

of gauged Q-balls is notably difficult analytically and numerically. However, as shown for

the ground state of gauged Q-balls in Ref. [4], by mapping the ground states of the global

and gauged Q-balls, the properties of the gauged Q-ball could be solved in terms of the
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simpler global case. We extend this method to excited gauged Q-balls to explore the prop-

erties of the excitation modes. We shift gears in Chapter 4 and Appendix A, and discuss

rotating Q-balls. In this chapter we propose a general ansatz for rotating Q-balls without

the constraining the angular momentum value to be integer multiple of the charge. Even

though the solutions we found are classically metastable, the finding suggests slowly rotating

Q-balls are theoretically viable and might be significant phenomenologically. We conclude

the dissertation in Chapter 5.
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Chapter 2

Excited Global Q-balls

This chapter is heavily based on work previously published in collaboration with Julian Heeck,

Arvind Rajaraman, and Christopher B. Verhaaren [2].

2.1 Introduction

The Q-ball ground-state configuration has the lowest energy for a given U(1) charge, ren-

dering it stable [5]. Exact analytical solutions can only be obtained for special—typically

unphysical—potentials, other cases have to be approached numerically or via analytic ap-

proximations. The latter case is particularly fruitful for large Q-balls, with the large radius

acting as a good expansion parameter. In Ref. [1], excellent analytic approximations for

Q-balls in a sextic potential were recently provided, which essentially eliminate the need to

solve the differential equations numerically. This paves the way for further phenomenological

studies to include Q-balls states accurately without continually solving the nonlinear systems

that define them.

Spherically symmetric ground-state configurations of the form ϕ(x⃗, t) = ϕ̃(|x⃗|)eiωt [5] are
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typically the simplest solutions and those of most interest for phenomenological studies,

given their stability. Nevertheless, the study of unstable excited states is useful and neces-

sary because Q-ball formation and scattering will generally also produce excited states that

eventually relax into the ground state [15, 33, 16, 13, 17, 18]. The details of the excitation

spectrum are therefore important, e.g. for Q-ball dark matter, just like the study of excited

nuclei and atoms. In the early universe, the scalars ϕ and Q-balls are expected to be in

thermal equilibrium [56, 57, 58]; excited states will then be in equilibrium as well, with their

abundance suppressed by their larger mass. It is therefore crucial to know the mass gap or

spectrum of Q-balls of fixed charge Q to ascertain their relevance in the cosmological evo-

lution. Similarly, any scattering of or off Q-balls generically produces excited states unless

kinematically forbidden due to a large mass gap. Furthermore, the lifetimes of excited states

could be long if the available phase space is suppressed: on general grounds, the lifetime of

an excited state will scale inversely with some power of the energy gap ∆E to the ground

state due to the reduced phase space; for a compressed excitation spectrum, the lifetimes of

the excited states could hence be large enough to be of phenomenological interest [33].

Building on the ground-state work of Ref. [1], we therefore study excited Q-ball states, pro-

viding useful analytical approximations to the exact solutions, as shown by our comparison

to the numerical data. Excited Q-balls with angular momentum J ̸= 0, have been discussed

in Refs. [31, 44] and shown to have energies that exceed the non-rotating ground-state energy

by at least ∼ 20% for the same charge Q. These initial studies give a reasonable idea of the

Q-ball spectrum in terms of angular momentum, albeit only for a small region in parameter

space. In addition to these rotational excitations, Q-balls exhibit spherically symmetric ra-

dial excitations with vanishing angular momentum, discovered in Refs. [59, 31]. Numerical

solutions for the first 23 radial excitations for a fixed frequency ω have been computed and

discussed in Ref. [32].1 Because ω was fixed, all these excitations have different charges Q,

so they cannot be interpreted as physical excitations of each other or a specific ground state

1The excited states of gauged Q-balls for the sextic potential are explored in Ref. [60].
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soliton. In fact, to the best of our knowledge, no study of the radial excitation spectrum

for a fixed Q exists in the literature. It has, therefore, not yet been established whether the

lowest-lying Q-ball excitation is radial or rotational. Building upon and generalizing aspects

of previous work, our efforts below are able to characterize all radial excited states for the

complete family of sextic potentials and all phases, providing the full radial spectrum. De-

spite our analysis being performed for one particular scalar potential, we expect our results

to be valuable more generally and adaptable to other potentials.

In the following section we review the theory of ground state Q-balls to establish notation,

conventions, and the definitions of physical characteristics like charge and energy. We also

review the different types of stability these solitons may exhibit. Section 2.3 motivates an

analytic form for excited state Q-balls and methods to fully characterize them in terms of the

potential parameters. Approximations to the physical characteristics of the excited states

are obtained in Sec. 2.4 as well as a discussion of their stability and possible decay channels.

In Sec. 2.5 we outline how our results are expected to generalize to other potentials. We

conclude in Sec. 2.6.

2.2 Review Global Q-Balls Ground-State

We recount the well-known case of ground-state Q-balls to establish our notation, following

closely Ref. [1]. The Lagrangian for the complex scalar ϕ is simply

L = |∂µϕ|2 − U(|ϕ|), (2.1)

with a U(1) invariant potential U that has to fulfill a number of conditions to support Q-ball

solutions. Since we do not want to break the U(1) symmetry, we require ⟨ϕ⟩ = 0 in the

vacuum; we normalize the potential energy to zero in the vacuum by setting U(0) = 0 and
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enforce that the vacuum is a stable minimum of the potential by demanding

dU

d|ϕ|

∣∣∣∣
ϕ=0

= 0 ,
d2U

dϕ dϕ∗

∣∣∣∣
ϕ=0

= m2
ϕ > 0 , (2.2)

wheremϕ is the mass of the complex scalar. Coleman [5] showed that nontopological solitons,

Q-balls, exist when the function U(|ϕ|)/|ϕ|2 has a minimum at |ϕ| = ϕ0/
√
2 > 02 such that

0 ≤

√
2U(ϕ0/

√
2)

ϕ2
0

≡ ω0 < mϕ . (2.3)

In this case, the spherically symmetric Q-ball solutions take the form

ϕ(xµ) =
ϕ0√
2
f(r)eiωt , (2.4)

where f(r) is a dimensionless function of the radius r and ω is a constant internal frequency

that is restricted to the region ω ∈ (ω0,mϕ). Switching to a dimensionless radial coordinate

ρ defined by

ρ = r
√

m2
ϕ − ω2

0 , (2.5)

we end up with the effective Lagrangian for f(ρ)

L =
4πϕ2

0√
m2

ϕ − ω2
0

∫
dρ ρ2

[
−1

2
f ′2 + V (f)

]
, (2.6)

2One can in fact consider Q-balls with only a thick-wall limit [61, 62] in certain potentials. In this case
ϕ0 is not defined.
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where a prime denotes a derivative with respect to ρ and the effective potential V (f) is

defined via

V (f) =
1

m2
ϕ − ω2

0

(
ω2

2
f 2 − U(fϕ0/

√
2)

ϕ2
0

)
. (2.7)

The Euler-Lagrange equation

f ′′ +
2

ρ
f ′ +

dV

df
= 0 , (2.8)

is then equivalent to a particle of position f moving in the potential V (f) while subject to

friction, ρ corresponding to the time coordinate in this analogy [5]. The boundary conditions

are f ′(0) = 0 and f(ρ → ∞) = 0 in order to obtain localized solutions. The charge Q and

energy E of the Q-ball are defined as

Q = i

∫
d3x

(
ϕ∗∂0ϕ− ϕ̇∗∂0ϕ

)
,

E =

∫
d3x

[
|∂µϕ|2 + U(|ϕ|2)

]
,

(2.9)

and the integrals are written in our re-definition as

Q = i

∫
d3x

(
ϕ∗∂0ϕ− ϕ̇∗∂0ϕ

)
=

4πωϕ2
0

(m2
ϕ − ω2

0)
3/2

∫
dρ ρ2f 2 ,

E =

∫
d3x

[
|∂µϕ|2 + U(|ϕ|2)

]
= ωQ+

4πϕ2
0

3
√

m2
ϕ − ω2

0

∫
dρ ρ2f ′2 ,

(2.10)

which satisfy the differential equation dE/dω = ωdQ/dω [59, 63, 1].

To be more concrete, let us consider the sextic potential

U(ϕ) = m2
ϕ|ϕ|2 − β|ϕ|4 + ξ

m2
ϕ

|ϕ|6 , (2.11)

which is non-renormalizable but can easily be UV-completed by introducing heavier particles.
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Figure 2.1: Potential V (f) for κ = 0.1 (blue), κ = 0.5 (tan), and κ = 0.9 (green). The extrema
(±)f± are shown as black dots.

Replacing the parameters β and ξ by ϕ0 and ω0, this potential leads to the function V

V (f) =
1

2
f 2
[
κ2 − (1− f 2)2

]
, with κ2 ≡ ω2 − ω2

0

m2
ϕ − ω2

0

, (2.12)

where κ ∈ (0, 1) [1]. The potential has extrema at f = 0 and

f 2
± =

1

3

(
2±

√
1 + 3κ2

)
. (2.13)

As shown in Fig. 2.1, the ±f+ are maxima while ±f− are local minima.

The differential equation (2.8) depends only on the parameter κ, which must therefore deter-

mine the radius of the Q-ball. For ground-state solutions we demand f(ρ) to be a monotonic

function and define the radius R∗
0 through f ′′(ρ = R∗

0) = 0. In the limit of large R∗
0 or small

κ, the friction term 2f ′/ρ in Eq. (2.8) becomes negligible, allowing us to find the approximate
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profile f(ρ) in the form of the so-called transition function

fT (ρ) =
1√

1 + 2e2(ρ−R∗
0)
, (2.14)

which becomes an exact solution in the limit R∗
0 → ∞ [1]. For small κ, this transition from

f = f+ ≃ 1 to f = 0 reduces the energy by 1/(2R∗
0) due to friction. The total energy loss

must be the difference between the initial maximum, with energy given at leading order in

κ by

V (f+) =
2 +

√
1 + 3κ2

27

(√
1 + 3κ2 − 1 + 3κ2

)
=

κ2

2
+O(κ4) , (2.15)

and the final maximum at V (0) = 0. This implies that to leading order in small κ:

1

2R∗
0

=
κ2

2
⇒ R∗

0 =
1

κ2
. (2.16)

This relation between radius and small κ is a good approximation for all stable ground-state

solutions [1]. With these predictions for the radius and profile we can also obtain analytic

expression for energy and charge via Eq. (2.10).

2.2.1 Ground State Stability

Discussions of stability regarding Q-ball ground states are often divided into three categories:

absolute stability, classical stability, and stability to fission [64]. The absolute stability

criterion is the simplest: it is the requirement that the soliton solution of charge Q have a

lower energy than Q free scalar particles. In other words, the Q-ball energy E must satisfy

E < mϕQ. This is referred to as absolute stability because it is stable against both classical

and quantum effects [63]. In our sextic potential, ground-state solutions are absolutely stable
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for κ ≲ 0.84 [1], so in particular in the thin-wall regime κ ≪ 1.

Classical stability is taken to mean that the soliton is stable against perturbations; if per-

turbations can grow without bound, then the solution is said to be unstable. It has been

shown that when

ω

Q

dQ

dω
≤ 0 , (2.17)

the corresponding Q-ball solutions are classically stable [59, 63]. We are free to choose both

ω > 0 and Q > 0, so the more significant condition for that choice is

dQ

dω
≤ 0 . (2.18)

In the sextic potential, this requirement is automatically satisfied in the absolutely-stable

region with κ ≲ 0.84 and hence a weaker criterion. It is worth noting that the derivation of

Eq. (2.18) also demonstrates that the radial profile for these classically stable ground-state

solitons have no nodes [59, 5, 63].

The final stability criterion is related to a soliton breaking up into smaller solitons and free

particles, something like the fission of a nucleus. It was argued in [63] that the condition

in (2.18) also prevents Q-ball fission. This can be seen from the following argument given

in [65]. Using dE/dQ = ω, we can write

dω

dQ
=

d

dQ

dE

dQ
=

d2E

dQ2
. (2.19)
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This means that when dQ
dω

< 0 it follows that

d2E

dQ2
< 0 . (2.20)

Consider the possible fission of a Q-ball of charge Q1 + Q2 that breaks into two solitons of

charge Q1 and Q2, respectively. We integrate the inequality in (2.20) from some intermediate

charge Qi up to Qi +Q2:

∫ Qi+Q2

Qi

dQ
d2E

dQ2
< 0 ⇒ dE

dQ

∣∣∣∣
Qi+Q2

<
dE

dQ

∣∣∣∣
Qi

. (2.21)

We then integrate this resulting inequality with respect to the intermediate charge Qi from

0 to Q1. Because E(0) = 0, this leads to

E(Q1 +Q2) < E(Q2) + E(Q1) , (2.22)

which means that fission is energetically forbidden if Eq. (2.18) is satisfied.

2.3 Excited State Solutions

Heretofore we have assumed that the rolling particle always has f ≥ 0. However, one can

imagine the particle beginning from rest and then rolling down the hill in positive f , over

the maximum at f = 0, up the hill in negative f , and back toward rest at f = 0. Such a

trajectory satisfies the Q-ball boundary conditions and leads to a localized solution. The
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corresponding solitons are said to belong to the first excited state of some Q-ball [31, 32],

for reasons which are made clear below. More generally, the particle can roll back and forth

several times before settling down at f = 0, which defines an entire tower of excited states.

We label the excited states by the number N of transitions through f = 0, with N = 0 being

the f ≥ 0 ground state.

The only way to enable the particle to roll a longer distance is for it to begin with larger

potential energy. Thus, for a fixed κ, energy conservation suggests that the particle’s initial

position f(0) moves closer to the maximum f+ for increasing N . Starting closer to the

maximum implies the particle’s velocity is nearly zero for a longer time during which the

friction term decreases. When larger scale motion eventually begins, the friction has deceased

sufficiently for the particle to complete the larger number of back-and-forth transitions before

coming to rest. In short, by delaying the onset of motion in transition toward f = 0 the

particle loses less energy to friction. Qualitatively, this shows that there is an infinite tower

of excited states for a given κ with each higher N trajectory beginning slightly closer to the

maximum f+. It also suggests that the radius of the Q-ball (the ‘time’ of the first transition)

grows with N for large enough N , which is confirmed by the numerical results that follow.

Notice that for a fixed κ, the N = 0 and N > 0 states do not have the same Q [32], so they

should not be regarded as excitations of each other. This follows from the rolling particle

analogy upon realizing that the N > 0 states necessarily start off closer to f+ in order to have

sufficient energy for their additional transitions, which results in a larger integral
∫
dρ ρ2f 2

and thus a larger Q due to Eq. (2.10). In addition, stable Q-balls require dQ/dω < 0 [64],

or dQ/dκ < 0 in our notation, so Q decreases with increasing κ. Therefore, to have the

N = 1 soliton’s Q match a N = 0 soliton Q, the κ of the excited state must be larger than

the ground state κ. Generally, exciting a Q-ball from N to N + 1 requires an increase in κ

or ω to keep Q the same. The energy (Eq. (2.10)) of the excited state for a fixed Q then

unavoidably increases, both due to the larger ω and because the surface integral
∫
dρ ρ2(f ′)2
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Figure 2.2: Effective potential V (f) (left) and N = 1 excited state profile f(ρ) (right). The solid
line in the potential denotes the path along which the particle rolls. The locations of the relevant
extrema of V (f), f± are denoted in each plot, as is the location of the turning point f(T1).

increases with every back-and-forth transition, justifying the terminology that each larger

N soliton is an excited state of an N = 0 Q-ball.

2.3.1 Profiles

Most of the characteristics of excited-state trajectories may be understood by considering

the N = 1 example shown in Fig. 2.2. Even for this κ = 0.6 example (which is not close to

the κ → 0 thin-wall limit) the particle begins at rest near the local maximum at f+. After

remaining for some time near the maximum, it transitions quickly down the potential hill.

In fact, it is more useful to consider the particle as having approximately three transitions.

The first is similar to the ground state Q-ball (the dashed tan line in the figure), rolling from

f+ to f = 0. Instead of stopping, however, it then transitions uphill in negative f . The

particle has lost energy due to friction along its way, so the turning point f(T1) is well below

the maximum at −f+. The particle finally transitions back down from the turning point and

comes to rest at on the maximum at f = 0. The profile in physical space that corresponds

to this particle trajectory is shown as the solid blue line in the right panel of Fig. 2.2.

The N = 0 (dashed tan) and N = 1 (solid blue) profiles on the right side of Fig. 2.2 illustrate

several points. First, we see that the initial value f(0) of the first excited state profile is larger
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than the f(0) for the ground state, as expected. Consequently, the excited state remains

near the f+ maximum until a larger ρ, allowing it to lose much less energy as it rolls. For

the ground state there is only one point with f ′′ = 0, which defines the radius R∗
0. However,

for the excited state there are four points where f ′′ = 0 (small dashed green). Three of these

are near to where f ≈ ±f−, and we have labeled these R∗
1,1, R

∗
1,2, and R∗

1,3. The remaining

zero of f ′′ is near to f ≈ 0. One can see that the f ′′ roots associated with f = 0 and R∗
2 are

somewhat marginal, and indeed as κ increases, these two roots no longer have real solutions.

Describing the motion as three transitions—each with a defining radius at which f ′′ = 0 but

f ̸= 0—allows us to make an ansatz for f as the product of transition functions of the form

given in Eq. (2.14):

fN=1 =
[
fT (ρ,R

∗
1,1)− fT (−ρ,−R∗

1,2)
]
fT (ρ,R

∗
1,3) , (2.23)

where R∗
1,1 < R∗

1,2 < R∗
1,3. Just like the transition profile of the ground state, this is only

expected to be a reasonable form for large radii or small κ. In Fig. 2.3, we show the ex-

act numerical profiles fN=1 for κ = 0.4 and 0.1 together with the above transition-function

ansatz, fitting the three radii to the numerical data. For small κ, the agreement is remark-

able and illustrates that the N = 1 profile can be completely specified by the three radii

{R1,1, R1,2, R1,3}. At larger κ, this ansatz becomes increasingly inadequate—just like in the

ground-state case. We return to the large κ regime in subsection 2.3.3, for now we focus on

small κ.

The extension of Eq. (2.23) for the Nth excited state is simply

fN =
[
fT (ρ,R

∗
N,1)− fT (−ρ,−R∗

N,2)
]
· · ·
[
fT (ρ,R

∗
N,2N−1)− fT (−ρ,−R∗

N,2N)
]
fT (ρ,R

∗
N,2N+1) ,

(2.24)
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Figure 2.3: Numerical profiles f(ρ) in red for κ = 0.4 (left) and κ = 0.1 (right). Also shown in
dashed black is the analytic approximation ftransition from Eq. (2.23); the latter depends on the
three radii R∗

j defined by f ′′(R∗
j ) = 0 (not the one at f = 0). The agreement between numerical

and transition profile becomes better for small κ.

specified by 2N + 1 radii R∗
N,n, n = 1, 2, 3, . . . , 2N + 1. The agreement with the numerical

profiles is similar to Fig. (2.3) and generally excellent for small κ. Though the numerical

results necessarily assume a particular potential, the form of the excited state profile in terms

of transition functions can be applied to any potential.

2.3.2 Thin-Wall Limit

The product of transition functions in Eq. (2.24) is an empirically successful approximation

for the excited-state profiles at small κ. It requires 2N+1 radii R∗
N,n, n = 1, 2, 3, . . . , 2N+1,

as input, which can only depend on the small parameter κ and necessarily diverge in the

small κ limit just like in the ground-state case. In this section, we derive the relations

R∗
N,n(κ) for small κ.

For the ground state, a small κ transition reduced the particle energy by 1/(2R∗
0) [1]. The first

excited state with its three transitions is then expected to lose an energy of approximately

3/(2R∗
1) due to friction. The total energy loss must be the difference between the initial

maximum, with energy given at leading order in κ by Eq. (2.15), and final maximum at
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V (0) = 0. This implies that to leading order in small κ

3

2R∗
1

=
κ2

2
⇒ R∗

1 =
3

κ2
. (2.25)

We therefore expect all three radii of the first excited state, R∗
1,n, to be around 3/κ2, with

only small differences ∆n ≡ R∗
1,n − R∗

1,n−1 that are subleading in small κ. Similarly, the

general Nth excited state is expected to have radii that are clustered around

R∗
N,n =

2N + 1

κ2
, (2.26)

further split up by terms that are subleading in small κ, to be discussed next.

To estimate the 2N +1 individual radii beyond Eq. (2.26) we need to determining the radial

distance between them. In the thin-wall limit we may neglect friction. Then, the “time“ it

takes for a particle to roll from one point on the effective potential to another is given by

ρ2 − ρ1 =

∫ f2

f1

df√
2E − 2V (f)

, (2.27)

where f(ρi) = fi and

E =
1

2
f ′2 + V (f) , (2.28)

is the conserved energy of the particle [1]. In this same frictionless limit the particle’s
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equation of motion is

f ′′ = −dV

df
. (2.29)

This means the values of f for which f ′′ = 0 (which define the radii) are exactly the extrema

of V (f). More particularly, as is clear from Fig. 2.2, we are interested only in the extrema

that occur when f ̸= 0. Then, to find the distance between the radii, we consider two types

of trajectories. Those that pass through f = 0, such as from f = f− to f = −f−, and those

that run from the potential minimum to a turning point, such as from f = −f− up the

potential hill to the turning point f(Ti) and then back to f = −f−.

In the thin-wall (or small κ) limit, only a small range of f ∼ f+ correspond to V (f) > 0. As

the particle loses energy to friction and must end at V (0) = 0, the particle’s initial location

must be in this small region f ≲ f+. This also ensures that it does not begin to transition

until the friction is largely absent so that the energy loss is small. Thus, the value of E is

also small, with f beginning on the potential with f ′ = 0. The be more precise,

E ≈ V (f+) =
κ2

2
+O(κ4) . (2.30)

This means that we can expand the “time” integral as

∫
df

[
1

f(1− f 2)
+

f 2κ2 − 2E
2f 3(1− f 2)3

+O(κ4)

]
=

1

2

(
1 +

1

2
κ2 + 3E

)
ln

f 2

1− f 2
+

3− 2f 2

8(1− f 2)2
κ2 − 2− 9f 2 + 6f 4

4f 2(1− f 2)2
E +O(κ4) . (2.31)

It remains to specify the limits of integration. We first consider the trajectories that change

the sign of f . The relevant interval is−f− to f−, which provides estimates forR∗
N,even−R∗

N,odd.
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However, as Eq. (2.31) is a function of f 2 and the limits of integration are even, it seems

that the integral vanishes. The subtlety is the singularity at f = 0.

Our approximation is not valid when f ≈ 0. That is, when f 2 ∼ κ2 the expansion in

Eq. (2.31) breaks down. But, in this regime the potential can be well approximated by the

quadratic term

V (f) ≈ −1

2
(1− κ2)f 2 +O(f 4) . (2.32)

We can then integrate

∫
df√

2E + (1− κ2)f 2
=

1√
1− κ2

ln
[
f(1− κ2) +

√
1− κ2

√
2E + f 2(1− κ2)

]
. (2.33)

We assume that these two regimes are joined at some value f = fj. We need fj > κ, so that

the expansion for f > fj is justified. A consistent choice is fj =
√
κ. Then we find

∫ fj

0

df√
2E + (1− κ2)f 2

=
1√

1− κ2
ln

fj
√
1− κ2 +

√
2E + f 2

j (1− κ2)
√
2E

=
1

2
ln

2f 2
j

E
+

E
2f 2

j

+O(κ2) . (2.34)

The other part of the integration is from fj to f− and is found to be

∫ f−

fj

df

[
1

f(1− f 2)
+

f 2κ2 − 2E
2f 3(1− f 2)3

+O(κ4)

]
=

1

2
ln

f 2
−(1− f 2

j )

f 2
j (1− f 2

−)
− E

2f 2
j

+O(κ2) .

(2.35)

Note that when these terms are combined that the term linear in E (and also in κ) cancels.
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The leading result is

∫ f−

0

df√
2E − 2V (f)

=
1

2
ln

2f 2
−

E(1− f 2
−)

+O(κ2) . (2.36)

By multiplying by two, we obtain the full trajectory from −f− to f− and so

∆even = ln
2f 2

−

E(1− f 2
−)

, (2.37)

is our leading order estimate of R∗
N,even −R∗

N,odd.

Before this can be used to estimate excited state radii we need to determine E . The initial

energy of the particle rolling the potential is taken to be approximately V (f+). The particle

loses energy until is stops at V (0) = 0. We estimate the energy loss by dividing the total

energy equally among all the transitions, which for theNth excited state is 2N+1 transitions.

The energy at the beginning of the nth transition is given by

En = V (f+)
2N + 2− n

2N + 1
≈ κ2

2

2N + 2− n

2N + 1
, (2.38)

where in the last expression we use the leading order in κ result.

Finally, to determine ∆odd we must estimate the “time“ it takes the particle to go from

the minimum of the potential up to a turning point and back. This is equivalent to twice

the integral from −f− up to the turning point fT of the particle. This turning point is
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determined by the equation

V (fT ) =
f 2
T

2

[
κ2 −

(
1− f 2

T

)2]
= En . (2.39)

Because of the symmetry of the potential, we consider the equivalent trajectory with f > 0.

In the κ → 0 limit fT ≲ 1, so the 1−f 2 terms in the denominator of Eq. (2.31) can invalidate

the expansion. Since fT → 1 as κ → 0 we parameterize the turning point location as

fT = 1− Tκ . (2.40)

To leading order in κ Eq. (2.39) becomes

1

2
(1− T 2)κ2 =

κ2

2

2N + 2− n

2N + 1
, (2.41)

which implies that

T =

√
n− 1

2N + 1
. (2.42)

Note here that while n labels the transition, only odd n’s larger than one are actually

associated with turning points. So, we label the mth turning point, with n = 2m+ 1, as

Tm =

√
2m

2N + 1
. (2.43)
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We now need to consider the integral

∫ fTn

fj

df√
2E − 2V (f)

, (2.44)

in the f ∼ 1 limit. In this case we take fj = 1− κ to ensure the expansion is justified. We

transform to the variable h = 1− f and find

∫ κ

κT

dh√
2E − 2V (h)

, (2.45)

where

V (h) = κ2

(
1

2
− h

)
− 1

2

(
4− κ2

)
h2 +O(h3) . (2.46)

By keeping only terms up to h2 we account for all the κ dependence and the dominant effects

of h in the h ∼ 0 limit. This integral is evaluated to be

1

2
ln

2κ+
√
3κ2 + 2E

2κT +
√

(4T 2 − 1)κ2 + 2E
+O(κ) . (2.47)

The other part of the integration is from f− to fj and is found to be

∫ fj

f−

df

[
1

f(1− f 2)
+

f 2κ2 − 2E
2f 3(1− f 2)3

+O(κ4)

]
=

1

2
ln

1− f 2
−

2κf 2
−

+
1− 2E/κ2

32
+O(κ) .

(2.48)
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Then twice the total integral gives the estimate of R∗
N,odd −R∗

N,even:

∆odd =
1− 2E/κ2

16
+ ln

[
1− f 2

−

2κf 2
−

2κ+
√
3κ2 + 2E

2κT +
√

(4T 2 − 1)κ2 + 2E

]
. (2.49)

In summary, the radial distances ∆n = R∗
N,n −R∗

N,n−1 between radii are estimated to be

∆n =


ln

2f2
−

En(1−f2
−)

n even ,

1−2En/κ2

16
+ ln

1−f2
−

2κf2
−

2κ+
√
3κ2+2En

2κTn−1
2

+
√

(4T 2
n−1
2

−1)κ2+2En

 n odd ,
(2.50)

=


−2 lnκ+ ln

(
2N+1

N+1−n/2

)
+O(κ2) n even ,

− lnκ+ n−1
16(2N+1)

+ 1
2
ln

(
(7−4

√
3)(2N+1)

(
2+

√
4+ 1−n

2N+1

)2

n−1

)
+O(κ2) n odd ,

(2.51)

with 2 ≤ n ≤ 2N + 1. Keeping only the leading log terms, we find the compact expression

R∗
N,n = R∗

N,1 −


(
3
2
n− 1

)
lnκ+O(κ0) , even n ,(

3
2
n− 3

2

)
lnκ+O(κ0) , odd n ,

(2.52)

for 1 ≤ n ≤ 2N + 1. We also know R∗
N,1 = (2N + 1)/κ2 for small κ, but a better prediction

requires the subleading terms that we derive in the following section.

2.3.3 Thick-Wall Limit

The description of an excited-state profile in terms of transition functions determined by

2N + 1 radii satisfying f ′′(R∗
N,n) = 0 is useful for small κ but breaks down at larger κ. Not
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only the shape of f starts to differ, there also exists a threshold κ beyond which f ′′ only has

N + 1 zeros; all N radii with an even index in the above notation, R∗
N,2j, cease to satisfy

f ′′ = 0, rendering our product of transition functions ansatz (2.24) unsuitable. Rather than

changing our radius definition, we content ourselves with predicting the odd radii for κ ∼ 1.

Since this covers the first and last radius, it provides a useful idea of the soliton’s extent.

Near κ = 1, in the thick-wall limit, we use a different approximation from above. In this

case, we define ε = 1− κ2 and consider ε ≪ 1. The potential can then be written as

V (f) = −ε

2
f 2 + f 4 − 1

2
f 6 (2.53)

and therefore,

f ′′ +
2

ρ
f ′ − εf + 4f 3 − 3f 5 = 0 . (2.54)

We then transform the equation into a rescaled profile and use a rescaled coordinate [62]:

f 2 = εg2, ρ2 = z2/ε . (2.55)

The resulting equation is

g′′ +
2

z
g′ − g + 4g3 − 3εg5 = 0 , (2.56)
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N g(0) cN,1 cN,3 cN,5 cN,7 cN,9

0 2.168693539 0.345758 − − − −

1 7.051791599 0.106101 1.70188 − − −

2 14.565602713 0.0513571 0.793518 2.93172 − −

3 24.6803496815 0.0303081 0.464925 1.64239 4.15909 −

4 37.38615404998 0.0200077 0.306252 1.0686 2.58726 5.39492

Table 2.1: Initial value g(0) for use in shooting-method solutions to Eq. (2.56) with ε = 0 as well
as coefficient values for Eq. (2.57).

and of course the boundary conditions of g are identical to f , that is g′(0) = 0 and g(∞) = 0.

The leading order equation, with ε → 0, can be solved generally for any N . A simple

technique to use is the shooting method. By choosing g(0) with g′(0) = 0 one can find

approximate solutions to good accuracy. In Table 2.1, we record the initial values g(0) as

well as the radii—defined by f ′′ = 0—for several N . The radii diverge for κ → 1 according

to

R∗
N,n =

cN,n√
1− κ2

, (2.57)

with coefficients cN,n given in Tab. 2.1. Note that the coefficient of the 1/
√
1− κ2 term for

the N = 0 solitons matches very closely with the approximate fit found in Ref. [4].

Table 2.1 also shows that a given odd radius R∗
N,2j+1 decreases with N for fixed κ, unlike

in the small κ limit where the radii increase linearly with N . The reason is that for κ ∼ 1

and small N , the particle does not start anywhere near the maximum of the potential, so

friction can not be neglected and complicates the intuition. However, at large enough N ,

the particles are unavoidably pushed towards the maximum and our arguments from before

apply; at large N , the radii again grow with N , although that is not captured by Eq. (2.56)

with ε = 0.
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Figure 2.4: Left: the three radii R∗
1,n vs. κ for the first excited state, N = 1. Dots are numerical

results and the solid lines the prediction from Eq. (2.58). Right: radii for the N = 2 excited state
together with the prediction from Eq. (2.58).

2.3.4 Final Predictions for the Radii

Having obtained approximations of the excited-state radii in the limiting cases of small and

large κ we can combine them to obtain approximate radius predictions valid for all κ:

R∗
N,n =

2N + 1

κ2
+


cN,n−1√
1−κ2 −

(
3
2
n− 1

)
lnκ , even n ,

cN,n√
1−κ2 −

(
3
2
n− 3

2

)
lnκ , odd n .

(2.58)

where the coefficients cN,n can be read off from Tab. 2.1 and n = 1, 2, 3, . . . , 2N + 1. We

mention again that the even radii, R∗
N,2k, no longer solve f ′′(R∗

N,2k) = 0 for large κ, so are

no longer radii by our definition. All radii for the first and second excited states are shown

in Fig. 2.4 and compared to numerical data. As expected, our predictions work well in the

small and large κ regimes in which they were derived, but differ somewhat for κ in between.

The general behavior of R∗
N,n vs. N is shown in Fig. 2.5. Notice that the naively expected

behavior RN+1,n > RN,n breaks down near κ ∼ 1 because none of the particles are starting

near the maximum f+. For large enough N , this behavior would be restored though.
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Figure 2.5: Transition radii R∗
N,1 (left) and R∗

N,3 (right) vs. κ for several N . Gray dashed lines are
the approximations from Eq. (2.58).

2.4 Charge, Energy, and Stability

For small κ, we are able to predict the profile f(ρ) for any excited state N to astonishing

accuracy by combining the transition-profile ansatz from Eq. (2.24) with our radius predic-

tions from Eq. (2.58). This then allows us to numerically calculate the integrals relevant for

the Q-ball charge and energy, given in Eq. (2.10). Since analytical approximations quickly

become bothersome, we restrict ourselves to the leading terms in small κ here.

Consider finding the value of the Q integral. As shown in Eq. (2.10), the nontrivial part

takes the form
∫
dρ ρ2f 2 and in the N = 0 case [1], this takes the simple approximate value

of
∫
dρ ρ2f 2 = R∗3

0 /3 to leading order in R∗
0. If all the effects for an excited state N with

2N + 1 transitions are included, we again find the leading-order result of

∫
dρ ρ2f 2 =

R∗3
N

3
. (2.59)

In this calculation we could have included a sum of N discrete ∆ (R∗
N)

2 contributions where

∆ is the width of the excited state shell around the center soliton, but as ∆ ≪ R∗
N , these

contributions are subleading.
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For the surface-energy integral
∫
dρρ2f ′2, the leading-order behavior is different. The N = 0

result [1] is
∫
dρρ2f ′2 = R∗2

0 /4 to leading order in R∗
0. For excited states, the effects of

additional transitions need to be summed over, using our knowledge from above that the

differences between the radii, ∆, are large enough to separate the individual transitions,

which yields

∫
dρρ2f ′2 = (2N + 1)

R∗2
N

4
. (2.60)

It is significant that in this integral the f ′2 integral is proportional to the surface area at

that radius, rather than a shell of volume.

Overall, using the leading order relation R∗
N = (2N + 1)/κ2, we find

∫
dρ ρ2f 2 ≃ (2N + 1)3

3κ6
,∫

dρ ρ2f ′2 ≃ (2N + 1)3

4κ4
,

(2.61)

for small κ, which can also be obtained by inserting our radius predictions (2.58) into the

transition-profile ansatz (2.24) and evaluating the integrals. For N = 0, subleading terms

have been derived in Ref. [1]. The comparison with numerical data in Fig. 2.6 shows that

Eq. (2.61) is a fairly good approximation even for larger κ, and captures the N dependence

very well. In fact, we find numerically that the scaling of the integrals with (2N + 1)3 is

accurate far beyond the small-κ regime: simply rescaling the N = 1 integrals by (2N +

1)3/(2 + 1)3 matches the N = 2 . . . 23 integrals in the range 0 < κ ≲ 0.9 to better than

10% (20%) for
∫
dρ ρ2f 2 (

∫
dρ ρ2f ′2). This indicates that despite the excited Q-balls states

having a more complicated structure compared to the ground state, the leading-order term

R∗
N = (2N + 1)/κ2 is enough to characterize the properties of the excitation modes.
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Figure 2.6: Integrals
∫
dρ ρ2f2 (left) and

∫
dρ ρ2f ′2 (right) vs. κ—as relevant for Q-ball energy and

charge—for the N = 0 ground state and several excited states. The solid lines show the small-κ
approximations from Eq. (2.61).

The approximations in Eq. (2.61) as well as the general scaling with (2N + 1)3 break down

near κ ∼ 1, but we can still understand the numerical behavior qualitatively. As shown

above, in the thick-wall regime we expect the Q-ball radii to diverge according to R∗
N ∝

1/
√
1− κ2. Since the integral

∫
dρ ρ2f 2 can be interpreted as the volume energy of the Q-

ball [1], we also expect this integral to diverge for κ → 1. The surface integral
∫
dρ ρ2f ′2, on

the other hand, decreases because the Q-ball profile becomes increasingly dilute for κ → 1,

suppressing the derivatives [1].

Using the numerical integrals as a function of κ or the small-κ approximations, we obtain

the Q-ball charge and energy via Eq. (2.10). The numerical results are illustrated in Fig. 2.7

for some example parameters. For small κ and ω0 ̸= 0,3 we find an expression for E(Q) that

is valid for large Q:

E(Q) ≃ ω0Q+ (2N + 1)
(π
2

)1/3 32/3√m2
ϕ − ω2

0

2(ω0/ϕ0)2/3
Q2/3 (2.62)

and shows that excited states simply have a 2N + 1 times larger surface energy than the

ground state. Since the energy increases with N for fixed Q, we are correct in denoting these

3For ω0 = 0, the small-κ approximation is quite different and to leading order in large Q reads E(Q) ≃
5
2

(
π
3

)1/5 (
N + 1

2

)3/5
m

3/5
ϕ ϕ

2/5
0 Q4/5.
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Figure 2.7: Top: E/(mϕQ) vs. Q for ω0 = 0 (left) and ω0 = 0.99mϕ (right) for the ground state
(N = 0) and several excited states. In the regime with E/(mϕQ) > 1, the Q-ball can decay into Q
free scalars, indicated by the dashed portion. The gray dashed lines denote our analytical large-Q
predictions given in Eq. (2.62) and footnote 2. Bottom: Q vs. κ for the same examples. The gray
dashed lines show the small-κ prediction Q ∝ (2N + 1)3/κ6 prediction from Eq. (2.61) for N = 0
to N = 23 to illustrate the density of states. Note that we arbitrarily stop at N = 23.

states as excited states, and assume they eventually decay into smaller Q-balls, as discussed

below.4

In addition to energy, other components of the Q-ball energy–momentum tensor can also be

approximated in the thin-wall limit. The scaling of several quantities with N for a fixed κ

has been obtained in Ref. [32].

4The charge-swapped Q-ball states explored in Refs. [34, 35] may be quasi-stable.
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2.4.1 Stability of Excited States

A detailed study of excited-state decays is postponed for future work, but let us nevertheless

comment on stability. As shown in Ref. [1], the N = 0 states with 0 < κ ≤ κstability ≃

0.8 are stable because they satisfy E < mϕQ (and dQ/dω < 0 [64], which is a weaker

stability criterion for our potential). The excited states with N > 0 are, on the other hand,

unstable [59] and can decay into smaller Q-balls and/or individual scalars. From the above

expression (2.62) it is clear that for sufficiently large N , the soliton will satisfy E > mϕQ,

which then allows the Q-ball decay into Q individual ϕ scalars. This instability occurs at

large κ, with a threshold that increases with N (see the dashed lines in Fig. 2.7). Even

more energetically favorable than a decay into individual scalars is a decay into ground-state

Q-balls, for which many possible final states are kinematically allowed. At large Q, excited

states with κ ∼ 1 have E ≃ mϕQ, while the ground state has E ≃ ω0Q (for ω0 ̸= 0), so a

configuration of k ground state Q-balls with charges that add up to Q still has a total energy

around ω0Q, which is smaller than mϕQ by Eq. (2.3). Phase space arguments generically

prefer a decay into few states.

The, arguably more interesting and slightly more stable, Q-balls with E < mϕQ are well

described by our small-κ expansion, at least for small N . These Q-balls cannot decay into

Q scalars, but produce Q-balls with smaller Q in their final state; energetically, many final

states are allowed [32]. From Fig. 2.7 it is easy to see that for a given N the condition

dQ/dκ < 0 holds for most κ. In analogy with the ground state analysis, this implies that

these solitons cannot decay to other states of the same N . However, they can decay into

states with smaller N , except for the stable N = 0 case. By again using Eq. (2.62) as an

approximation, we can also estimate the number of those excited states for a fixed Q as

N ≃

√
m2

ϕ − ω2
0

3m
1/3
ϕ ϕ

2/3
0

Q1/3. (2.63)
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While there are infinitely many excited states for a fixed κ, the physically more relevant

restriction to fixed Q only allows for a finite number of excitations. While angular excitations

of Q-balls have been studied [31, 44], to our knowledge the number of excitations for fixed

Q has not been specified. However, the known excited states satisfy J = NQ for integers N

which suggests there are only a finite number of angular excitations with energies below a

given value, such as E < mϕQ.

Let us focus on the N = 1 excited state in the large-Q regime with ω0 ̸= 0, so that we may

use Eq. (2.62) as an approximation. One possible decay mode (and preferred by phase space

considerations) is into two Q-balls of charge Q1 and Q−Q1, which have a lower energy of

E(Q1)N=0 + E(Q−Q1)N=0 − E(Q)N=1 ≃ −
(π
2

)1/3 32/3√m2
ϕ − ω2

0

2(ω0/ϕ0)2/3

×
(
3Q2/3 − (Q−Q1)

2/3 −Q
2/3
1

)
. (2.64)

The energy gain is minimized for Q1 = Q/2, i.e. a decay into two ground-state Q-balls of

equal charge, making this the least likely decay judging by phase space. More energy is

released for Q1 ≪ Q, where our thin-wall expression from Eq. (2.62) breaks down for the

smaller Q-ball. Let us consider the extreme case of the N = 1 decay into a N = 0 Q-ball of

charge Q− 1 and a free scalar ϕ, with energy gap

E(Q− 1)N=0 + Eϕ − E(Q)N=1 ≃ −2Q2/3
(π
2

)1/3 32/3√m2
ϕ − ω2

0

2(ω0/ϕ0)2/3
, (2.65)

ignoring kinetic energies, so Eϕ ≃ mϕ. For large Q, the ϕ mass is negligible so the same

expression holds for the emission of additional scalars or scalar–anti-scalar pairs. Phase

space will once again prefer a decay into few particles. Since the mass gap grows with Q2/3,

the lifetimes of large excited states are expected to be parametrically short, although the

actual numbers depend on the values for the potential parameters.
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2.5 Generalization To Other Potentials

So far our treatment of excited states has focused on the sextic potential of Eq. (2.11) as a

definite example. In this section, we outline what aspects of our analysis are expected to be

robust over many potentials that admit a thin-wall limit. We also highlight where differences

between potentials play a significant role. These generalizations assume a single scalar field,

leaving the analysis of multi-field models to future work.

We return, for the moment, to the basic requirements on the scalar potential for Q-ball

solutions. It is useful to rewrite the conditions discussed in Sec. 2.2 on U(|ϕ|) in terms of

the dimensionless potential

Û(f) =
1

ϕ2
0(m

2
ϕ − ω2

0)
U(fϕ0/

√
2) . (2.66)

We find that

Û(0) = 0 ,
dÛ

df

∣∣∣∣∣
f=0

= 0 ,
d2Û

df 2

∣∣∣∣∣
f=0

=
m2

ϕ

m2
ϕ − ω2

0

. (2.67)

The condition that U(|ϕ|)/|ϕ|2 have a minimum at ϕ0/
√
2 is what allows for thin-wall solitons.

This requirement is expressed as

Û(1) =
ω2
0

2(m2
ϕ − ω2

0)
,

dÛ

df

∣∣∣∣∣
f=1

=
ω2
0

m2
ϕ − ω2

0

,
d2Û

df 2

∣∣∣∣∣
f=1

>
ω2
0

m2
ϕ − ω2

0

. (2.68)

We can then determine the extrema of V (f), the effective potential that appears in the
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equations of motion. The locations of the extrema are determined by

dÛ

df
= f

ω2

m2
ϕ − ω2

0

. (2.69)

The second derivative of V (f) reveals maxima and minima:

d2V

df 2
=

ω2

m2
ϕ − ω2

0

− d2Û

df 2
. (2.70)

For instance, we have an extremum at f = 0 with

d2V

df 2

∣∣∣∣
f=0

=
ω2 −m2

ϕ

m2
ϕ − ω2

0

≤ 0 . (2.71)

This is less than zero because ω ≤ mϕ, so this is a maximum except at ω = mϕ. We also

see that V (f) has an extremum at f = 1, but only when ω = ω0, the thin-wall limit. In this

case

d2V

df 2

∣∣∣∣
f=1

=
ω2
0 −m2

ϕ

m2
ϕ − ω2

0

= −1 , (2.72)

so this is also a maximum. Clearly, there must be at least one minimum between these two

maxima. However, depending of the specifics of U(|ϕ|) there may be other extrema as well.

The salient point is that any potential that satisfies the requirements to support thin-wall

Q-balls has a local maximum at f = 1 when ω = ω0.
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By construction, V (0) = 0. We also have V (1) = 0 when ω = ω0. This means that in the

ω = ω0 limit, the “particle” may transition from the f = 1 maximum and end at the f = 0

maximum only after waiting an infinite amount of “time“ (related to infinite radius for the

Q-ball) before transitioning. When it does transition it rolls without friction, meaning there

is a conserved energy

E =
1

2
f ′2 + V (f) . (2.73)

This can be extracted directly from the equations of motion (2.8) in the infinite ρ limit

d

dρ

(
1

2
f ′2 + V (f)

)
= 0 . (2.74)

In this “thin-wall” limit the particle is at rest at ρ = 0 (f = 0) and at ρ = ∞ (f = 1).

Therefore, both of these points have E = 0. This special trajectory, what we have called the

transition function fT , satisfies

dfT
dρ

= −
√

−2V (fT ) . (2.75)

The negative root must be chosen to ensure fT decreases with increasing ρ.

For the sextic potential this equation leads to Eq. (2.14), but it is well defined for any poten-

tial that gives rise to Q-balls. Albeit generally impossible to solve analytically, Eq. (2.75) is

trivial to integrate numerically, providing an approximate thin-wall solution to the original

differential equation. As shown above, these transition functions are the building blocks

from which radial Q-ball modes are constructed. In this chapter our numerical results show
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this explicitly with the sextic potential. However, our final approximate analytical result for

the N -th excited state profile (2.24) is given in terms of fT to indicate how our the results

that follow from this profile are expected to generalize to other potentials.

In the thin-wall limit, ω → ω0, the profile form given in (2.24) must be correct. In this

case, the particle rolls without friction and makes N transitions without friction between

the maxima at f = ±1 and f = 0. Each of these transitions is given by the function defined

above. We have seen that for the sextic potential they remain a good approximation well

away from this limit, but for more complicated potentials this agreement may break down

sooner.

Despite being derived for our particular sextic potential, we expect the E(Q) result of

Eq. (2.62) to be approximately valid for all potentials that exhibit a thin-wall limit, since

it relies mainly on the N scaling of the integrals in Eqs. (2.59) and (2.60). For large Q

and small N , radially excited states simply increase the Q-ball energy by 2N times the sur-

face energy. The spectrum is surprisingly simple and can be estimated using ground-state

properties (volume and surface energies).

2.6 Conclusion

Q-balls are simple non-topological solitons that can be interpreted as bound states of U(1)-

symmetric scalars. The ground state solutions in a wide range of parameter space are stable

because they furnish the smallest-energy configuration for a fixed U(1) charge Q. As with

other bound-state systems, excited Q-balls states with energies above the ground state can

exist as well.

These excited states can play an essential role in accurately describing soliton production as

well as the dynamics of soliton scattering. From the standpoint of these physical motivations
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the excited state spectrum for fixed charge Q is most important. We have provided the first

characterization of this spectrum, focusing on the sextic potential. In particular, we have

shown that Q-balls of fixed Q have a finite number of radial excitations. This number grows

with Q and some smaller solitons have only a few excited states of this type or even none at

all.

We have developed a qualitative understanding of the radial excitations of Q-ball solitons

and provided accurate approximate solutions. Our results are sufficient to describe the

properties of arbitrary excited states in the sextic potential and should carry over with

minimal modifications to other cases. While we have commented on the (in)stability of

these excited states the difficult task of calculating the decay rates into smaller ground-state

Q-balls and/or individual scalars is left for future work.
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Chapter 3

Excited Gauged Q-balls

This chapter is heavily based on a paper [].

3.1 Introduction

By promoting the U(1) to a local symmetry, gauged Q-balls arise [66] where we have a scalar

and gauged fields coupled to one another. Gauged Q-balls have properties that are distinct

from global Q-balls such as having a maximal possible size, and charge [67, 68]. Studying

these properties analytically by solving the two sets of coupled nonlinear equations in the

gauged Q-ball set-up does not seem like a feasible strategy with the level of complexity each

equation brings to the table. Luckily, a mapping relation between gauged and global Q-

ball ground state was discovered in Ref. [4], which reduces the gauged Q-ball problem into

essentially a global Q-ball one. Despite the differences between gauged and global Q-balls

due to having the extra gauged field, the scalar field of the gauged Q-ball is still expected to

admit radial excitations. Interestingly, radial excitations of gauged Q-balls in sextic potential

have been studied in Ref. [69] where it was shown that excited states of gauged Q-balls also
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posses some unique properties compared to excited global Q-balls. For example, it was

shown that the number of allowable excitations is finite for gauged Q-balls, whereas, it is

infinite for global Q-balls.

In this chapter, we build on the success of the mapping relation in characterizing unexcited

gauged Q-balls in terms of unexcited global Q-balls by extending the map to excited gauged

Q-balls. By doing so, we find analytical expressions describing properties of these states

such as the maximum possible number of excitation gauged Q-balls could acquire, and the

maximum size of these Q-balls. We also demonstrate approximations of the charge and

energy in the large radius limit deduced from the mapping relation for the unexcited gauged

Q-balls discovered in Ref. [4] holds for excited gauged Q-ball and we comment on their

instabilities. This implies that despite excited gauged Q-balls richer structure their properties

are characterized by the leading order term of the radii similar to the ground state. In our

charge and energy discussion, we point out that in certain regions of the gauged Q-ball

parameter space the energy gap between excited states and the ground state is small, which

suggest a longer lifetime for the excited states. Moreover, the numerical success of extending

the mapping relation is also illustrated by using the finite element method to produce exact

profiles of excited gauged Q-balls.

This chapter is organized as follows. We start the discussion in Sec. 3.2 by first reviewing

unexcited and excited global Q-balls, unexcited gauged Q-balls, and how unexcited gauged

and global Q-balls are related to one another via the mapping. In Sec. 3.4, we show how

extending the mapping relation provide an easy tool to obtain numerical profiles of excited

gauged Q-balls. Analytical limits are derived for the maximum number of excitations a

gauged Q-ball could have and the maximum possible radius for each excitation in Sec. 3.5

via the mapping relation. Comparisons between the numerical and analytical prediction are

shown in the same section. In Sec. 3.6, we demonstrate the success of the charge and energy

approximations in estimating the exact values of these quantities in the excited gauged Q-
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ball case in the large radius limit. We also point out that for certain regions of the parameter

space excited gauged Q-balls could have longer lifetime due to the small energy gap with

the ground stand and discuss different instability regions. The conclusion is presented in

Sec. 3.7.

3.2 Excited Q-balls Radii Leading Order

We re-emphasize one of the key findings of the previous chapter in this section as it will play

a key role in the mapping excited gauged Q-balls. In the thin wall limit (κG is small), the

ground state of global Q-ball radius that is defined as f ′′(R∗
0) = 0, is approximated by [1]

R∗
0(κ) =

1

κ2
G

. (3.1)

For the Nth excited state of a global Q-ball we expect (2N + 1) radii R∗
N,n satisfying

f ′′(R∗
N,n) = 0 where n is an integer that goes from 1 to N as shown in Eq. (2.58). However,

the leading order term of the radii

R∗
N(κ) =

(2N + 1)

κ2
G

, (3.2)

is enough to approximate the properties of the excited states. The position of this quantity

is not well defined in terms of the profile but the Q-ball properties and the conventional radii

R∗
N,n are derived from this length scale as shown in previous chapter. Observable such as the

charge QG and energy EG of global Q-balls are expressed in terms of the following integrals

QG =
4πϕ2

0ωG

(m2
ϕ − ω2

0)
3/2

∫
dρ ρ2f 2 , (3.3)
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EG = ωQG +
4πϕ2

0

3
√

m2
ϕ − ω2

0

∫
dρ ρ2f ′2 , (3.4)

satisfying the the Q-ball condition dEG/dω = ωdQG/dω [59, 63, 1]. The integrals are

approximated to be

∫
dρ ρ2f 2 ≃ (2N + 1)3

3κ6
G

, (3.5)

∫
dρ ρ2f ′2 ≃ (2N + 1)3

4κ4
G

, (3.6)

as shown in Ch. 2 allowing us to estimate the observables in terms of κG for all excited

states of a given Q-ball in the thin wall (large radius) limit. Therefore, in this chapter

when discussing the radius of excited Q-balls we will refer to this leading order term even

though it does not satisfy the radius definition of the ground state. In terms of notation in

this chapter, the subscript G will be reserved to global Q-balls parameters and properties

{κG, QG, EG} to distinguish them from their gauged counterpart.

3.3 Gauged Q-balls

Promoting the U(1) to a local symmetry gives rise to gauged Q-balls. The Lagrange density

for gauged Q-balls is

L = |Dµϕ|2 − U(|ϕ|)− 1

4
FµνF

µν , (3.7)
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where Dµ = ∂µ − ieAµ is the covariant derivative, Fµν = ∂µAν − ∂νAµ is the field-strength

tensor, and e is the normalized gauge coupling to insure ϕ has charge one. The scalar and

gauged field can be written following the static charge ansatz from Ref. [66] as

ϕ(t, x⃗) =
ϕ0√
2
f(r)eiωt, A0(t, x⃗) ≡ A0(r), Ai(t, x⃗) = 0 . (3.8)

The scalar frequency of gauged Q-balls is bounded by ω0 < ω ≤ mϕ, which differs slightly

from the global case where ω ̸= mϕ [67]. Re-defining our parameters in terms of dimensionless

quantities

A(ρ) ≡ A0(ρ)

ϕ0

, Ω ≡ ω√
m2

ϕ − ω2
0

, α ≡ eΦ0 , κ ≡ Ω2 − Ω2
0 , Φ0 ≡

ϕ0√
m2

ϕ − ω2
0

,

(3.9)

giving us the following Lagrangian

L = 4πΦ2
0

√
m2

ϕ − ω2
0

∫
dρρ2

[
−1

2
f ′2 +

1

2
A′2 +

1

2
f 2(Ω2 − αA)2 − U(f)

Φ2
0(m

2
ϕ − ω2

0)
2

]
, (3.10)

with the effective potential being

V (f, A) =
1

2
f 2 (Ω− αA)2 − U(f)

Φ2
0(m

2
ϕ − ω2

0)
2
=

1

2
f 2
[
κ2 + αA(αA− 2Ω)−

(
1− f 2

)2]
,(3.11)

where we have expressed V (f, A) in terms of the sextic potential. The effective potential

in the the gauged Q-ball case depends on two fields f and A producing two equations of

motions

f ′′ +
2

ρ
f ′ = −∂V

∂f
=

1

Φ2
0(m

2
ϕ − ω2

0)
2

dU

df
− (Ω− αA)2 f , (3.12)
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Figure 3.1: Effective potential of the gauged Q-ball changing with A(ρ) vs f and the black dots
representing the value of the scalar field for each ρ (left). Exact profiles of the gauged Q-ball
denoted by the solid lines and the global Q-ball that maps to the specified gauged Q-ball denoted
by the dashed line (right).

A′′ +
2

ρ
A′ = +

∂V

∂A
= αf 2(Aα− Ω) , (3.13)

with the boundary condition being

lim
ρ→0

f ′ = lim
ρ→∞

f = lim
ρ→0

A′ = lim
ρ→∞

A = 0 . (3.14)

Notice that in that the kinetic term of A carries the opposite sign. This introduces a subtle

distinction between the scalar field f and the gauge field A analysis in terms of the effective

potential. Contrary to the scalar field, the gauge field A is expected to start at somewhere

downhill on the effective potential and get pushed upward toward the A(ρ → ∞) = 0. The

effective potential has a minimum in terms of the gauge field when f is constant at

Amax =
Ω

α
, (3.15)

and depending on the initial value of A, the gauged field would either go to zero or infinity

for ρ → ∞. Therefore, we expect that the initial Ω − αA > 0 to satisfy the boundary

condition for gauged Q-balls to exist, otherwise the gauge field will go to infinity [4].

On the other hand the scalar field f equation of motion in the gauged set-up, similar to the
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global case, is analogous to a particle rolling in the potential with time-dependent friction

with the caveat that the V (f, A) is dynamical in ρ since A changes with the radius (Fig. 3.1).

The particle still can roll N time past f = 0 before ending up there satisfying the boundary

condition, which gives rise to excited gauged Q-ball solutions. The effective potential has

three extrema when A is constant one is at f = 0 and the other two are at

f 2
± =

1

3

(
2±

√
1 + 3κ2 − 3αA(2Ω− αA)

)
, (3.16)

where f+ is the maximum and f− is the minimum. The extrema introduces a boundary

condition on αA as shown in [4]

αA ≤ Ω−
√

Ω2
0 − 1/3 , (3.17)

when Ω0 ≤ 1/
√
3. The other boundary αA ≥ Ω −

√
Ω2

0 − 1/3 is excluded since it violates

the gauged Q-ball condition Ω−αA > 0 as illustrated earlier. Observables of gauged Q-balls

such as charge and energy [66, 4] are expressed as

Q =
4πϕ2

0

(m2
ϕ − ω2

0)

∫
dρ ρ2f 2 (Ω− αA) , (3.18)

E = ωQ+
4πϕ2

0

3
√

m2
ϕ − ω2

0

∫
dρ ρ2

(
f ′2 − A′2) , (3.19)

satisfying dE/dω = ωdQ/dω [65] .

Numerically solving the gauged Q-ball problem via the shooting method is doable but rather

tedious and describing the properties of these solution is even harder with two field dependent
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on one another. Therefore, as shown in [4], a successful method in reducing the gauged Q-

ball problem is by realizing there is a mapping equation between gauged and global Q-balls,

which simplifies the analysis numerically and analytically. The map is derived by first solving

the equation of motion of A Eq.(3.13) in the thin-wall limit where the scalar field can be

approximated in terms of a step-function f(ρ) = 1−Θ(ρ−R∗) [66]

A(ρ) =
Ω

α


1− sinh (αρ)

cosh (αR∗)αρ
, ρ < R∗ ,

αR∗ − tanh (αR∗)

αρ
, ρ ≥ R∗ .

(3.20)

In this limit, when the radius of the Q-ball is large, the change in αA is expected to be small

since αA′ < Ω/R∗ meaning the scalar field equation of motion at ρ ∼ R∗ can be written as

f ′′ +
2

ρ
f ′ =

1

Φ2
0(m

2
ϕ − ω2

0)
2

dU

df
− [Ω− αA(R∗)]2 f , (3.21)

which is identical to the global Q-ball equation of motion (Eq.(??)) if we identify

ΩG = Ω− αA(R∗) . (3.22)

By substituting Eq.(3.20) in Eq.(3.22) we get the mapping relation

Ω(R∗) = ΩG(R
∗)αR∗ coth(αR∗) . (3.23)

This relation was derived in Ref. [4], and the numerical and analytical success of the map-

ping equation, even beyond the thin-wall limit, in describing the gauged Q-ball ground was
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demonstrated in that article. Regardless of the value of κ, the finite element method with

the mapping relation could numerically produce the ground state of gauged Q-balls profiles

(Fig. 3.1). Also, analytical approximations of the maximum radius, charge, and energy of

gauged Q-ball ground state, that match the numerical finding, has been derived in the thin-

wall limit via the mapping relation. In the next sections, we extend the mapping relation to

excited states of gauged Q-balls in order to expand the numerical and analytical analysis to

cover the full gauged Q-ball space.

3.4 Excited Gauged Q-balls Profiles

To numerically compute excited gauged Q-ball profiles using the finite element method [4,

70, 71] in Mathematica, we re-write our equations of motion in terms of our compactified

coordinate y

(
1− y

a

)4(
f ′′ +

2

y
f ′
)
+ f

(
κ2 + αA(αA− 2Ω)− 1 + 4f 2 − 3f 4

)
= 0 , (3.24)(

1− y

a

)4(
A′′ +

2

y
A′
)
− αf 2 (αA− Ω) = 0 , (3.25)

where y = ρ
1+ ρ

a
and a is a positive number, which is assumed to be large compared to the

Q-ball radius. Therefore, the boundary conditions in terms of our new coordinate are

f(a) = f ′(0) = A(a) = A′(0) = 0 . (3.26)

The difference between the the ground state and the excited state is in the initial seed

function for the scalar field f , and the radius R∗
N relationship to κG as shown in Eq.(3.2).

The mapping equation (Eq.(3.23)) is successful in computing κ for all possible excited states

of gauged Q-balls with coupling α, and Ω0 parameter. Even though excited (global/gauged)
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Figure 3.2: Exact profile of first excited state of gauged Q-ball in the thin-wall limit denoted by
the solid line, and the thin-wall approximations from Eq.(2.24) and Eq.(3.20) are denoted by the
dashed line (left). Exact profiles of first excited state of gauged Q-ball beyond the thin-wall limit
denoted by the solid line (right).

Q-balls have (2N + 1) radii satisfying f ′′(RN,n) = 0 as pointed in the review section, R∗
N is

enough to determine the properties of these configurations. Numerically, this is illustrated by

Fig. 3.2 where excited gauged Q-ball profiles are obtained by only specifying R∗
N in the finite

element method code and this is generally true for all excited states. In Fig. 3.2 we also show

that Eq.(2.24) and Eq.(3.20) provide good approximations of the scalar f and gauge A, in the

thin-wall limit, and the approximations break beyond that limit. To use Eq.(2.24) as shown

in Fig. 3.2, one needs to provide RN,n, which can either be extracted from the numerical

profile at f ′′(RN,n) = 0 or analytically predicted using Eq.(2.58). Numerical solutions do not

exist for arbitrary large N excitations of gauged Q-balls, as illustrated in Ref. [69], and in

the next section we will use the mapping relation to approximate an analytical upper bound

on the maximum number of possible excited states per gauged Q-ball.

3.5 Approximations of Excited Gauged Q-balls Prop-

erties

The mapping relation cannot be solved analytically, however, approximations have been

deduced for unexcited gauged Q-balls by understanding the limiting cases of the mapping
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function [4]. And as we showed in the previous section, the mapping equation can be extended

to predict excited states, therefore, we try to find generalized analytical approximations of

our gauged Q-ball space. Recall that in the thin-limit, the radius (leading order term) of

excited Q-balls is approximated by R∗
N = (2N + 1)/κ2

G (Eq.(3.2)), thus, the map can be

re-written in terms of κG

κ2 =
α̃2

κ2
G

(1 +
Ω2

0

κ2
G

)coth2(
α̃

κ2
G

)− Ω2
0 , (3.27)

where α̃ = (2N+1)α. Notice that the equation is now identical to the ground state mapping

relation. This allows us to use the analytical expression that was derived in [4]

α̃ ≲
1√

1/0.582 + 9Ω2
0/2

, (3.28)

in order to further understand the excited gauged Q-ball properties. By re-writing the the

bound in terms of α and N

Nmax ≲
1

2α
√

1/0.582 + 9Ω2
0/2

− 1

2
, (3.29)

we obtain an upper limit on the number of the excited states a gauged Q-ball could acquire.

This bound agrees with the findings from Ref. [69] where it was shown that excited gauged

Q-balls have a finite number of excited states, which is inversely proportional to the coupling

implying that a minimum coupling value (α ≈ 0.182) is required for an excited state to exist.

Now, we have an analytical expression which can quantitatively approximate the maximum

number of excited states a gauged Q-ball can acquire depending on the gauged coupling α

and the parameter Ω0.

The mapping equation clearly implies that κ is larger for higher excited states of gauged

Q-balls with a certain radius since α̃ increases with N . Also, the nature of coth function

Eq.(3.27) coupled with the bound κ ≤ 1 entail a decrease in the radii space for higher

52



excitation. By imposing the upper bound (κ = 1), we get the following equation

1 =
α̃2

κ2
G

(
1 +

Ω2
0

κ2
G

)
coth2

(
α̃

κ2
G

)
− Ω2

0 , (3.30)

which allows us to analytically approximate the maximum R∗
N(max) (thin-wall limit) in terms

of α, Ω0 and N . As mentioned earlier the mapping equation is not analytically solvable but

we can deduce R∗
N(max) limits for regions when α ≳ Ω0 and α̃ << Ω0. In the first case, the

maximum radius is approximated to be

R∗
N(max) ≃

1

(2N + 1)α2
, α ≳ Ω0 , (3.31)

for allN excited states with α gauged coupling. This analytical approximation works because

when substituting in the mapping equation it reduces to

(
1 +

Ω2
0

(2N + 1)α2

)
coth2

(
1

(2N + 1)α

)
− Ω2

0 = 1 , (3.32)

where the second and third term are small compared to the first term and the second term

gets smaller for largerN . The approximation works for arbitrary α andN since the number of

excited states are inversely proportional to the gauge coupling as demonstrated by Eq.(3.29).

This relation implies that coth2(1/((2N + 1)α)) ≈ 1 for all N as there will not be enough

excited states per gauged coupling that will increase the value of the function significantly.

For the second case when α̃ << Ω0 ground state limit for the maximum

R∗
N(max) ≃

1

αΩ0

, α̃ << Ω0 , (3.33)

holds. In the second case, unlike the first one, the approximation does not work for arbitrary

N but is restricted by (2N + 1)α << Ω0 and this can be seen by substituting the radius
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Figure 3.3: Exact values of κ vs R∗
N for all possible excited states of gauged Q-balls denoted by the

dots compared to the analytical prediction from the mapping equation and the radii approximation
from Eq.(3.27) and Eq.(3.2). Different benchmarks are shown: α = 0.045, Ω0 = 1 (top left),
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again in the mapping equation (Eq.(3.23))

(
α(2N + 1)

Ω0

+ 1

)
coth2

(
1

Ω0

)
− Ω2

0 = 1 , (3.34)

The second term is independent of N and clearly larger than the first term for the specified

region allowing for the approximation of the maximum radius to hold.

We chose three different combinations of α and Ω0 in Fig. 3.3 to demonstrate the approxi-

mated limits we found for maximum number of excited states a gauged Q-ball could acquire

and the maximum radius admitted per state. For each state analytical κ vs R∗
N has been

plotted using Eq.(3.2) for the radii and the mapping relation Eq.(3.25) for κ. Smaller radii

are expected to have higher order corrections that are harder to obtain, however, the thin-
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wall approximation is sufficient for our discussion. Exact numerical radii of excited gauged

Q-balls are represented by the dots in the figure and they match very well with the analytical

solution. Finding distinct exact solutions becomes harder in the region where the variation

in the value of κ is very small (Fig. 3.3).

The upper limit on Nmax is illustrated numerically and analytically for different α and Ω0

benchmarks in Fig. 3.3. For α = 0.01 and Ω0 = 5 benchmark, the maximum possible

excited state would be at Nmax = 4 as shown analytically and numerically, which agrees

with Eq.(3.29) where Nmax ≲ 4.15. Also, Fig. 3.3 demonstrates our finding from Eq.(3.31)

and Eq.(3.33). In the the example where Ω0 = 0 the maximum radius decreases with larger

excited states and matches our approximation from Eq.(3.31). However, when Ω0 ≫ α̃

it is apparent that the maximum radii cluster around the limit we show in Eq.(3.33). As

mentioned earlier, the second approximation does not hold for all N , and this is apparent in

N = 3 excited state when Ω0 = 1.

It is evident from our discussion that the space of possible solutions per excited gauged

Q-ball shrinks for higher states. We can infer qualitatively from the mapping equation and

κ ≤ 1 that the minimum radius increases for higher excited states, even though finding an

analytical expression for the minimum radius is complicated beyond the thin-wall limit. The

smaller the region of possible radii and the κ, the harder it is to find distinct numerical

solutions, which explains the small number of exact solutions provided for higher excited

states in Fig. 3.3. We re-iterate that the radius approximation we use does not capture the

exact behaviour for smaller radii since we expect higher order terms to become relevant in

this region for excited states adjusting the shape of the radii curves just like the ground

states shown in Ref. [4]. This is going to be beyond the scope of this thesis, but could be

an interesting topic to investigate to improve the findings beyond the thin wall limit. In the

plots you would notice that the curves and dots are divided into solid and dashed segments

representing different instability regions, which we will discuss in the next section.
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3.6 Charge, Energy and Stability

Excited gauged Q-balls are unstable configurations, and to determine the type of instability

and where a occurs, we must discuss the charge and energy of of these states. The charge Q

and energy E of gauged Q-balls as shown in Sec.3.2 are given by

Q =
4πϕ2

0

m2
ϕ − ω2

0

∫
dρρ2f 2(Ω− αA), (3.35)

E = ωQ+
4πϕ2

0

3
√

m2
ϕ − ω2

0

∫
dρρ2(f ′2 − A′2). (3.36)

The exact integrals are numerically calculable over the profiles we produced in Sec. 3.4

and shown as dots in Fig. 3.4. Since the mapping relation worked for excited states, the

approximation of charge and energy derived in [4] of the ground state of gauged Q-ball in

the large radius limit could be extended to estimate the observables for the excited states

QN =
4πΩΦ2

0

α3
(αR∗

N − tanh (αR∗
N)) (3.37)

EN = ωQN+
πϕ2

0R
∗2
N

3
√

m2
ϕ − ω2

0

− πϕ2
0

3
√

m2
ϕ − ω2

0

Ω2(αR∗
N(sech(αR

∗
N) + 2)− 3tanh(αR∗

N))

2α3
, (3.38)

as shown in Fig. 3.4. This demonstrates the point we made in Sec. 3.4 where we argued that

properties of excited gauged Q-balls are determined by the value of R∗
N despite the states

having (2N + 1) radii satisfying f ′′(Rn,N) = 0.

As we have seen in the previous section, κ of gauged Q-balls increase for higher excited
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Figure 3.4: Exact values of charge and energy vs R∗
N and energy vs charge for all possible states of

gauged Q-balls denoted by the dots compared to the analytical thin-wall predictions from Eq.(3.37-
3.38). Different benchmarks are shown: α = 0.045, Ω0 = 1 (left), and α = 0.1, Ω0 = 0 (right).
Solid lines and dots denotes the Q-ball region where E ≤ mϕQ is satisfied and mϕ = ϕ0 = 1 for all
benchmarks.
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states of the same radius, which implies that the charge and energy increase for higher

excited states. Curiously though, larger Ω0 will dominate the expressions Ω2 = κ2 + Ω2
0

decreasing the influence of changing κ for higher excited states. This is shown in Fig.3.4,

where we see that the charge and energy for the example with Ω0 = 0 increase for higher

excited states. However, when increasing Ω0 = 1, the distinction between the charge and

energy of each state diminishes. This implies that excited states of gauged Q-balls with

larger Ω0 would have have a longer lifetime since the energy gap ∆E gets smaller with the

ground state and the lifetime is inversely proportional to the energy gap. This is illustrated

by the E vs Q plot in Fig.3.4 this is because when comparing energies of different level of

excitations of the same gauged Q-ball, we should describe the gauged Q-ball with the same

charge. It is important to emphasize that these approximations are better for larger R∗
N or

smaller κ, however, they deviate from the exact values beyond the limit.

Another way of discussing the charge and energy of excited Q-balls would be in terms of

the number of excitations, which is going to be useful to discuss stability. If we think of

our charge and energies integrals in terms of κG, a natural relation emerges between the

states. The gauged Q-ball charge Q (Eq.(3.35) can essentially be written in terms of the

global Q-ball charge QG since the map Eq.(3.22) tells us that ΩG = Ω− αA. The difference

between the charge of the gauged Q-ball and the global Q-ball is that in the gauged case the

charge has an upper bound due to the existence of a maximum radius as demonstrated in

the previous section. The integral approximation of ρ2f 2 shown in Eq.(3.5) implies that the

charge of excited gauged Q-balls are expressed as

QN(κG) = (2N + 1)3Q0(κG) ∝
(2N + 1)3

3κ6
, (3.39)

where Q0(κG) is the charge of the ground state. Similarly, the energy of excited gauged

Q-balls can be written in terms of the ground state energy E0(κG) by using the integral
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approximation of ρ2f ′2 from Eq.(3.6)

EN(κG) = (2N + 1)3E0(κG) ∝
(2N + 1)3

4κ4
G

, (3.40)

This approximation evidently ignores the contribution from A′ integral from Eq.(3.38) and

is valid only when κG ≳ 0.2, otherwise the the approximation breaks down as the the

contribution becomes significant. This approximation could still be relevant for excited

gauged Q-balls despite the lower bound on κG since the maximum radius is expected to get

smaller for higher excite states, as shown in Eq.(3.31) and Eq.(3.33) meaning the minimum

κG gets pushed to a larger value. This results captures the significance of the mapping

relation where properties that are harder to estimate in the gauged Q-ball set-up could be

expressed in terms of global Q-ball properties (Fig. 3.5).
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Figure 3.5: Exact values of charge and energy vs κG for all possible excited states of gauged Q-balls
denoted by the dots compared to the analytical thin-wall predictions from Eq.(3.39-3.40). Different
benchmarks are shown: α = 0.045, Ω0 = 1 (left), and α = 0.1, Ω0 = 0 (right). Solid lines and dots
denotes the Q-ball region where E ≤ mϕQ is satisfied and mϕ = ϕ0 = 1 for all benchmarks.
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Excited (global and gauged) Q-balls are unstable configurations [59, 4, 69]. The first insta-

bility comes from the the condition that requires E ≤ mϕQ for Q-balls to be stable against

decay completely into free scalars. The condition is satisfied for the gauged and global Q-

ball ground state when κG ≲ 0.84, which implies that the minimal stable radius is expected

around R∗ ≃ 1.5. Therefore, for excited gauged Q-balls we would expect the minimal ra-

dius satisfying E ≤ mϕQ condition to approximately be around R∗ ≃ (2N + 1)/κ2
G,stability

if the radius relation to κ holds where κG,stability increases for excited states. However, as

we pointed out earlier, in this region higher order corrections become relevant meaning this

approximation is not reliable and we should rely on the numerical results. This explains the

disagreement in the minimum stable radius between analytical approximation curves and

the exact solutions shown in Fig. 3.6, where the exact minimum radius is larger than our

approximation.

Even though the Q-ball configuration is stable when E ≤ mϕQ, excited gauged Q-balls are

not stable in this region against decay into Q-balls with lower energy by emitting scalars.

This fact can be illustrated by writing the energy of the excited gauged Q-balls in term of

their charge. Since approximations in Eq.(3.39-3.40) hold in the thin-wall limit, the gauged

Q-ball case, similar to the excited global Q-ball case, we could re-write the energy in terms

of the charge when κG ≳ 0.2

E(Q)ω0=0 ≃
5

2
(
πm3

ϕϕ
2
0

3
)1/5(2N + 1)3/5Q4/5 , (3.41)

E(Q)ω0 ̸=0 ≃ ω0Q+ (2N + 1)(
π

3
)1/3

32/3
√

m2
ϕ − ω2

0

2(ω0/ϕ0)2/3
Q2/3 . (3.42)

This expression can be used to demonstrate that it is energetically more favorable for an

excited Q-balls to decay into a ground state Q-ball by emitting scalars instead of breaking
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into a number of smaller Q-balls as shown in Chapter 2 for global excited Q-balls.
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Figure 3.6: Exact values of E/(mϕQ) vs R∗
N (top) and Q (bottom) for all possible excited states of

gauged Q-balls denoted by the dots compared to the analytical thin-wall approximations from
Eq.(3.37-3.38). Excited gauged Q-balls with E/(mϕQ) > 1 decay into Q free scalar, while
E/(mϕQ) ≤ 1 decay into ground state Q-balls by emitting free scalars. Different benchmarks
are shown: α = 0.045, Ω0 = 1 (left), and α = 0.1, Ω0 = 0 (right). mϕ = ϕ0 = 1 for all benchmarks.

3.7 Conclusion

The success of describing unexcited gauged Q-balls properties via the mapping relation in

terms of the simpler global Q-ball has inspired this article where we extend the method to

discuss excited gauged Q-balls. The extension allows us to numerically obtain solutions for

all the excited states and analytically derive expressions that approximates the properties

of these states in the thin wall limit. It was shown that regardless of the excitation level,

properties of gauged Q-balls are described by a the leading order term of the radii similae
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to the unexcited gauged Q-balls.

This is demonstrated in the chapter by numerically producing excited gauged Q-ball profiles

via the finite element method allowing us to compute exact properties such as radius, charge

and energy of each excited state. Using the mapping relation, we derived an analytical

expression that approximates the upper bound on the number of excited states a gauged Q-

balls can posses. In the thin wall limit, analytical limits on the maximal radius are estimated

in certain regions of the parameter space and approximate expressions of the charge and

energy are produced for all excited states in terms of the excitation level. We discuss the

possibility of having excited gauged Q-balls with larger lifetimes in certain parameter space

where the energy gap between the excited states and ground state are shown to be smaller.

We also show that analytical results are in good agreement with the exact results produced

numerically in the large radius limit and close by discussing the unstable nature of these

excited gauged Q-balls.

In conclusion, the mapping relation proved to be successful in describing gauged Q-balls in

terms of global Q-balls beyond the ground state. The map produced an analytical approxi-

mation limit on the number of excited states a gauged Q-ball can acquire. Excited gauged

Q-balls can be produced numerically using the finite element method, and analytical ap-

proximation are reliable in predicting the properties of these states in the thin-wall limit by

specifying a single radius. Some regions of the parameter space admit excited gauged Q-ball

with longer lifetime, which might be worth further investigation for potential phenomenolog-

ical implications if the lifetime is large enough by properly studying the decay rates. Finding

higher order corrections to small radii could also improve the analytical approximations.
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Chapter 4

Slowly Rotating Q-balls

This chapter is heavily based on work previously published in collaboration with Julian Heeck,

Arvind Rajaraman, and Christopher B. Verhaaren [].

4.1 Introduction

In the Q-balls discussions, it is usually assumed that miniclusters with angular momentum

can still collapse into Q-balls. This is a normal assumption for collapse to black holes or disks,

for which any angular momentum is allowed. However, for rotating Q-balls [31, 38, 39, 40,

41, 42] (and the closely related boson stars [43, 44, 45, 46, 47, 48, 49, 50, 51, 52, 53, 54, 55])

the dominant paradigm is that the angular momentum must be an integer multiple of the

charge Q. If this is the case, then the formation of large Q-balls would be drastically different

from the usual collapse, since angular momentum would need to be shed in a very precise

manner.

This is, in fact, a puzzling scenario since one might expect that a large classical object like

a Q-ball could be given a small angular velocity by adding, for instance, a single particle
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with nonzero angular momentum about the center of the soliton. This would naively give the

final object a small angular momentum. Classically, at least, these are continuous quantities,

and one expects to be able to make the angular velocity and angular momentum arbitrarily

small. Naturally, the angular momentum is quantized in the quantum theory, but even so,

one would expect that it should be possible to place a small number of particles in a state

of nonzero angular momentum, so that the angular momentum of the Q-ball does not scale

with the total charge and the reported quantization of Q-ball angular momentum is a purely

classical effect.

In this chapter, we revisit these issues. We begin with a brief history of rotating boson stars,

which were analyzed some years before rotating Q-balls. The first published analysis of boson

star rotation [72] performed a perturbative analysis which indicated that boson stars cannot

slowly rotate. However, the authors of this analysis only considered axisymmetric perturba-

tions of the gravitational metric and the scalar field, with no dependence on the azimuthal

angle φ. While axisymmetric perturbations are sufficient to support angular momentum in

the gravitational portions of such a system, an axisymmetric scalar field configuration carries

no angular momentum. (For a quick review of this fact see Appendix A.1.) Consequently,

the axisymmetric ansatz is ill suited for fully exploring the rotation of boson stars. While it

may give insight into angular momentum carried by the gravitational field the axisymmetric

assumption precludes the scalar field from carrying any angular momentum.

Indeed, subsequent numerical studies which produced rotating boson stars assume a φ de-

pendent scalar field with a profile of the form

f(r, θ, φ) = g(r, θ) exp(iNφ) , (4.1)

for some integer N . Beginning with [73, 74], these investigation found that the angular
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momentum J of the boson star satisfies J = NQ, where Q is the particle number of the

star.1 However, as noted in these first analyses, this quantization of the boson star angular

momentum follows directly from the form of the scalar profile assumed in Eq. (4.1). While

the numerical construction of solutions that fit this profile is clearly significant, the fact that

those solutions exhibit quantized angular momenta can only be seen as a consequence of the

assumed form of the scalar field.

Therefore, the question remains, if a more general ansatz is employed, one that does not

begin with the assumption J = NQ , can rotating boson stars be found with a different

relationship between the angular momentum and particle number? In order to disentangle

gravitational effects and focus on the dynamics of the scalar field, in this chapter we confine

ourselves to the simpler case of rotating Q-balls. So far, all rotating Q-ball solutions have

also assumed a scalar field configuration like Eq. (4.1). Consequently, the solutions have all

exhibited J = NQ, with the implications for Q-ball production discussed above.

In this chapter we analyze the classical equations of motion and consider a more general

perturbation around the nonrotating Q-ball than previous analyses. This perturbation allows

for small rotations. We find that to leading order in the small angular velocity µ, there is

indeed a perturbation which has nonzero angular momentum and is localized near the Q-ball;

specifically the profile of the perturbation falls off exponentially far away from the Q-ball.

For scalar potentials that produce nonlinearities in the equations of motion, however, higher

orders in the perturbation expansion cannot be self-consistently taken to vanish.2 The generic

expectation is that for both Q-balls and boson stars we must include higher order terms,

some of which are likely to be oscillatory and fall off only as fast as 1/r. These contributions

suggest that our perturbative ansatz that allows for small rotation also leads to the radiation

of energy and angular momentum and is hence an unstable field configuration, not a true

1Similar proportionalities of charge and angular momentum have been found in other soliton systems, see
e.g. Refs. [75, 76].

2Some boson stars with simple potentials for the scalar field may not require these higher order modes,
however, the nonlinear gravitational interactions require a dedicated study.
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solution to the field equations.

The effect of this instability is characterized in order to provide an estimate of the life-

time of the localized, rotating perturbation. This is done by calculating the radiated power

due to the oscillating modes and comparing that to the energy of the localized, rotating

perturbation. For all Q-balls potentials, we find that the decay life-time of this perturbation

due to radiation can be very long if the perturbation is small enough. As a consequence, the

process of collapsing miniclusters can proceed as usual, at least for sufficiently slow rotation.

After reviewing nonrotating Q-balls in the following section, and setting up our notation,

we motivate and present our new more general ansatz for rotating Q-balls in Sec. 4.2. The

ansatz is based on the expansion of the scalar field in terms of spherical harmonics YLM ,

with the Y00 term taken to be a nonrotating Q-ball. This allows us to smoothly go to the

nonrotating Q-ball limit by taking the L ̸= 0 modes to zero. Similarly, we can consider

small perturbations away from the known nonrotating solutions by taking these modes to

be proportional to ε ≪ 1.

These higher L modes also involve a new parameter µ, which we show to correspond to the

angular velocity of the Q-ball in Appendix A.1. For ε ≪ 1 and small angular velocities

(Sec. 4.3), we find an analytical solution to the equations of motion of the Q-balls to leading

order in ε and µ for all scalar potentials that lead to Q-balls. Aspects of higher order correc-

tions to this solution are discussed in Sec. 4.4 with several details provided in Appendix A.2.

These sections outline at what order radiating modes might be sourced by the initial per-

turbation. We also estimate the lifetime of the metastable rotating state by evaluating the

equivalent of the Poynting vector for this scalar field configuration. At the classical level, we

find that slowly rotating, radiating states can persist for cosmological times. We close with

a discussion of our results in Sec. 4.5
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4.2 Rotating Q-balls

Before delving into the rotating Q-balls discussion, we will re-write the non-rotating Q-ball

ansatz as

ϕ(t, x⃗) = Φ0(r = |x⃗|)e−iωt ≡ ϕ0√
2
f(r)e−iωt . (4.2)

Therefore, we could express the Q-ball equation of motion as

−ω2Φ0 −∇2Φ0 +
∂U(|Φ0|2)

∂Φ∗
0

= 0. (4.3)

A dimensionless potential is written as

U(|Φ|2) = U(|Φ|2)
ϕ2
0(m

2
ϕ − ω2

0)
. (4.4)

It is more useful in this chapter to discuss the equations of motion of Q-balls in terms of

the potential in this chapter instead of the effective potential, and this will become apparent

when we explore the slowly rotating Q-ball anstaz.

Now, let us turn our attention to the rotating case. Clearly, rotating Q-balls cannot be

spherically symmetric, or else the angular momentum J⃗ would be zero. For a scalar field

this is also true of axisymmetric configurations, as shown in Appendix A.1. In particular,

the z component of J⃗ is given by

Jz = −
∫

d3x
(
Φ̇∂φΦ

∗ + Φ̇∗∂φΦ
)

(4.5)
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in spherical coordinates. For a nonzero Jz, the field Φ must therefore depend on the azimuthal

angle φ.

Typically [31, 38, 39, 40, 42, 43, 44, 45, 46, 47, 48, 49, 50, 51, 54], the profile for the scalar

field of a rotating Q-ball or boson star is assumed to take the form

Φ(t, r, θ, φ) = f(r, θ)eiNφe−iωt (4.6)

with integer N , which leads to Jx = Jy = 0 and

Jz = iN

∫
d3x

(
Φ∗Φ̇− Φ̇∗Φ

)
= NQ . (4.7)

Note that this follows completely from the form of Eq. (4.6), without any reference to

equations of motion. Consequently, any scalar field configuration, soliton or not, of the form

given in Eq. (4.6) satisfies J = NQ. If this field configuration has a large Q, then making this

ansatz amounts to assuming that the field cannot have small angular momentum. Numerical

solutions for f(r, θ) have been found, providing evidence for the existence of rotating Q-balls

whose angular momentum scales with the charge.

However, it is not obvious that the φ dependence in the scalar field must take the simple

form of (4.6). To explore the possibility of Q-balls with |Jz| ≪ Q, we must consider a more

general ansatz where the profile contains different components with different φ dependence:

Φ =
ϕ0√
2

[
f(r)e−iωt +

∑
L,M

hLM(r, t)YLM(θ, φ)

]
, (4.8)

where the YLM are the usual spherical harmonics; an L = 0 term can be absorbed into f(r)
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so the sum begins with L = 1. As these ansatzes are continuously connected to the non-

rotating solution Φ0e
−iωt, one expects that perturbations of this form, including those with

angular momentum, can be made arbitrarily small, unlike in the ansatz (4.6). For example

if the hLM are small, this could correspond to the introduction of a few particles, possibly

including some with angular momentum relative to the center of the soliton, to a nonrotating

Q-ball.

To motivate a suitable ansatz for the time dependence, we note that the ground states of

rotating Q-balls should have the lowest energy with a fixed charge Q and angular momentum

Jz. These are found by introducing two Lagrange multipliers ω and µ, and minimizing the

functional

Eω,µ = E + ω

[
Q− i

∫
d3x(Φ∗Φ̇− ΦΦ̇∗)

]
+ µ

[
Jz +

∫
d3x

(
Φ̇∗∂φΦ + Φ̇∂φΦ

∗
)]

(4.9)

= ωQ+ µJz +

∫
d3x

[
|Φ̇ + iωΦ + µ∂φΦ|2 + |∇Φ|2 + U − |iωΦ + µ∂φΦ|2

]
.

(4.10)

Minimizing the first term in the integral leads to

Φ̇ + iωΦ + µ∂φΦ = 0 , (4.11)

which ensures that charge, angular momentum about the z-axis, and energy are time inde-

pendent. Eq. (4.11) also implies that

hLM(r, t) = hLM(r)e−i(ω+Mµ)t . (4.12)
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Applying Eq. (4.11) allows us to write the energy (2.9) as

E = ωQ+ µJz − L , (4.13)

where the Lagrangian L is given by

L =

∫
d3x

[
ω2|Φ|2 + µ2 |∂φΦ|2 + iωµ (Φ∂φΦ

∗ − Φ∗∂φΦ)− |∇Φ|2 − U
]
. (4.14)

For fields that satisfy the equations of motion, one can show that

dL
dω

= Q ,
dL
dµ

= Jz . (4.15)

Straightforward calculations produce the relations

dE

dω
= Q+ ω

dQ

dω
+ µ

dJz
dω

− dL
dω

= ω
dQ

dω
+ µ

dJz
dω

, (4.16)

dE

dµ
= ω

dQ

dµ
+ Jz + µ

dJz
dµ

− dL
dµ

= ω
dQ

dµ
+ µ

dJz
dµ

. (4.17)

In other words, we see that dE/dω = ωdQ/dω is generalized to

dE = ω dQ+ µ dJz . (4.18)
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Since µ is conjugate to Jz, it should be related to the angular velocity of the soliton about the

z-axis. This is also seen in the form of our ansatz (4.12), which depends on the combination

φ− µt. Finally, it is shown in the appendix A.1 that

dJx
dt

= −µJy ,
dJy
dt

= µJx , (4.19)

which correspond to the Euler equations of a rotating rigid body in the absence of external

torques, when µ is taken to be the angular velocity about the z-axis.

Notice that the well-known ansatz from Eq. (4.6) is rather special: since Jz and Q are not

independent in this ansatz, µ and ω are not independent either and always show up as a fixed

linear combination ω + Nµ. Existing numerical solutions do not reference µ, even though

they find solitons with nonzero angular velocity. These works effectively absorb µ into their

working definition of ω. Our above formalism is useful precisely for the opposite scenario in

which Jz and Q can be varied independently.

4.3 A Small Jz Solution

As we construct the equations that determine the ansatz (4.8), in the limit of small Jz, we

use the spherical harmonic convention Y ∗
L,M = (−1)MYL,−M . This allows us to write

Φ∗ =
ϕ0√
2

[
feiωt +

∑
L,M

h∗
L,−M(−1)MYLMei(ω−Mµ)t

]
(4.20)

as a sum over the same spherical harmonics as in (4.12). The time dependence is absent

from the equations of motion and the conserved quantities, making it useful to define the
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fields

h±
LM ≡ hLM ± (−1)Mh∗

L,−M , (4.21)

where

h±∗
LM = ±(−1)Mh±

L,−M . (4.22)

We also express the angular momentum and charge of the soliton in terms of these fields.

The above relations allow us to do so while only summing over M ≥ 0. First, we find

Jz =
ϕ2
0

2

∑
L,M>0

M

∫
dr r2

[
µM

(
|h+

LM |2 + |h−
LM |2

)
+ ω

(
h+∗
LMh−

LM + h−∗
LMh+

LM

)]
. (4.23)

Note that we expect the angular momentum to vanish for µ = 0 when ω > 0. This is

guaranteed to occur if either h+
LM or h−

LM goes to zero as µ → 0. We also find the charge

Q =4πωϕ2
0

∫
dr r2f 2 +

ϕ2
0

2

∑
L,M>0

∫
dr r2

[
ω
(
|h+

LM |2 + |h−
LM |2

)
+ µM

(
h+∗
LMh−

LM + h−∗
LMh+

LM

)]
+

ωϕ2
0

4

∑
L

∫
dr r2

(
|h+

L0|
2 + |h−

L0|
2
)
. (4.24)

When µ → 0 the corrections to Q from this perturbation need not vanish. Such a scenario

might correspond to the introduction of additional scalar field that does not carry angular

momentum.

In general, the h±
LM of different (L,M) are all coupled since the equations of motion are
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nonlinear. However, for small perturbations hLM → ϵ hLM with ϵ ≪ 1, the ϵ1 order functions

decouple:

0 = ∂2
ρh

+
LM +

2

ρ
∂ρh

+
LM − L(L+ 1)

ρ2
h+
LM +

(
Ω2 +M2µ2

)
h+
LM + 2ΩMµh−

LM

− h+
LMϕ2

0

∂U

∂(ΦΦ∗)

∣∣∣∣
Φ=Φ0

− h+
LMf 2ϕ4

0

∂2U

∂(ΦΦ∗)2

∣∣∣∣
Φ=Φ0

, (4.25)

0 = ∂2
ρh

−
LM +

2

ρ
∂ρh

−
LM − L(L+ 1)

ρ2
h−
LM +

(
Ω2 +M2µ2

)
h−
LM + 2ΩMµh+

LM

− h−
LMϕ2

0

∂U

∂(ΦΦ∗)

∣∣∣∣
Φ=Φ0

, (4.26)

where

µ =
µ√

m2
ϕ − ω2

0

. (4.27)

For each (L,M), these are two real coupled differential equations. The leading order contri-

butions to the energy are

E =
ϕ2
0

2

∫
drr2

[
(∂rf)

2 + ω2f 2 + U
(
f 2
)]

+ ϵ2
ϕ2
0

4

∑
L,M>0

∫
drr2

{∣∣∂rh+
LM

∣∣2 + ∣∣∂rh−
LM

∣∣2 + 2Mωµ
(
h+∗
LMh−

LM + h−∗
LMh+

LM

)
+

[
µ2M2 + ω2 +

L(L+ 1)

r2
+

∂U

∂(ΦΦ∗)

∣∣∣∣
Φ=Φ0

] (
|h+

LM |2 + |h−
LM |2

)
+2Φ2

0

∣∣h+
LM

∣∣2 ∂2U

∂(ΦΦ∗)2

∣∣∣∣
Φ=Φ0

}
+ ϵ2

ϕ2
0

8

∑
L

∫
drr2

{∣∣∂rh+
L0

∣∣2 + ∣∣∂rh−
L0

∣∣2 (4.28)

+

[
ω2 +

L(L+ 1)

r2
+

∂U

∂(ΦΦ∗)

∣∣∣∣
Φ=Φ0

] (
|h+

L0|
2 + |h−

L0|
2
)
+ 2Φ2

0

∣∣h+
L0

∣∣2 ∂2U

∂(ΦΦ∗)2

∣∣∣∣
Φ=Φ0

}
.

We emphasize that at this point the perturbation parameter ϵ used here captures both

corrections with angular momentum and those without.
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To obtain solutions that correspond to small angular momentum, we further expand each

h±
LM in a power series in µ. We note that µ → −µ leaves the equations of motion invariant

if combined with h±
LM → ±h±

LM . The expansion therefore has the form

h+
LM = h

+(0)
LM + µ2h

+(2)
LM + . . . (4.29)

h−
LM = µh

−(1)
LM + µ3h

−(3)
LM + . . . . (4.30)

In particular, we see that h+
LM can be nonzero even when µ → 0. By a nearly identical

argument we see that h±
L,−M = ±h±

LM . We set all hL0 = 0 since these modes do not

contribute to Jz even for nonzero µ.

To zeroth order in µ, the h+
LM equation is

0 = ∂2
ρh

+(0)
LM +

2

ρ
∂ρh

+(0)
LM − L(L+ 1)

ρ2
h
+(0)
LM + Ω2h

+(0)
LM

− h
+(0)
LM

[
ϕ2
0

∂U

∂(ΦΦ∗)
+ f 2ϕ4

0

∂2U

∂(ΦΦ∗)2

]
Φ=Φ0

. (4.31)

To find a solution, we take the ρ derivative of Eq. (4.3) and find

0 = −Ω2∂ρf − ∂3
ρf − 2

ρ
∂2
ρf +

2

ρ2
∂ρf + ∂ρfϕ

2
0

∂U

∂(Φ0Φ∗
0)

+ ϕ4
0f

2∂ρf
∂2U

∂(Φ0Φ∗
0)

2
. (4.32)

This shows that there is an exact solution of Eq. (4.31) for L = 1:

h
+(0)
1,±1 = c1∂ρf , (4.33)

where the constant c1 must be purely imaginary to satisfy Eq. (4.22). As the magnitude is

arbitrary at this order in ϵ, we simply take c1 =i.
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To first order in µ̄, the equation for h−
11 is

∂2
ρh

−(1)
1,±1 +

2

ρ
∂ρh

−(1)
1,±1 −

2

ρ2
h
−(1)
1,±1 + Ω2h

−(1)
1,±1 − h

−(1)
1,±1ϕ

2
0

∂U

∂(ΦΦ∗)

∣∣∣∣
Φ=Φ0

= ∓ 2iω∂ρf . (4.34)

One can verify, using Eq. (4.3), that this is solved by

h
−(1)
1,±1 = ∓ iΩ ρf . (4.35)

Thus for L = 1 we have found a solution up to order µ

h+
1,±1 = i∂ρf , h−

1,±1 = ∓iµΩ ρf . (4.36)

We illustrate these profiles in the left panel of Fig. 4.1 for a sextic potential, but emphasize

that the solution holds for any potential that supports Q-balls. For this configuration the

ϵ2µ0 contribution to the energy density, as calculated in what follows, has the form given in

the right panel of Fig. 4.1. Note that because the energy is independent of the direction of

rotation the first µ dependence comes at order µ2. To obtain the complete correction to this

order we would also need the µ2 contribution to h+
1,±1.

Now, the unperturbed solution (with Jz = 0) has particle number and energy [1] given by

Q0 =
4πΩϕ2

0

m2
ϕ − ω2

0

∫
dρ ρ2f 2 , (4.37)

E0 = ωQ0 +
4πϕ2

0

3
√

m2
ϕ − ω2

0

∫
dρ ρ2 (∂ρf)

2 . (4.38)

The first term in the energy scales like the volume of the Q-ball, while the second scales like

the surface area and so is typically subleading for large Q-balls.
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Figure 4.1: (Left) Illustration of the radial profiles f , h
+(0)
1,−1, and h

−(1)
1,−1 and (right) the ϵ2µ0 correction

to the energy density for the sextic potential of Ref. [1]. The normalization of the perturbations,
including the correction to the energy density, is has been adjust to make them fit easily on the
same figure.

Using the pertubative solution given above we find that the pertubation contributes an

angular momentum that is positive for µ > 0 and to leading order is

∆Jz =
ϕ2
0µϵ

2

m2
ϕ − ω2

0

∫
dρ ρ2

[
(∂ρf)

2 + 3Ω2f 2
]
+O(ϵ2µ2)

=µϵ2
3

4π

E0√
m2

ϕ − ω2
0

+O(ϵ2µ3) . (4.39)

with Jx,y = 0. We also find that the charge is shifted from Q0 by a positive amount

∆Q = ϵ2
3

4π

E0 − ωQ0√
m2

ϕ − ω2
0

+O(ϵ2µ2) (4.40)

and the energy is shifted from the nonrotating value by

∆E = ω∆Q+O(ϵ2µ2) . (4.41)

Notice that, unlike the angular momentum, the leading µ corrections to the charge and

energy go like µ2 so our linear in rotation solution does not capture all the possible energy

corrections to leading order.
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We also compare the energy of the localized solution to one in which the added charge ∆Q

is spread at infinity with zero kinetic energy and hence has ∆E = mϕ∆Q. This delocalized

solution has higher energy as long as ω < mϕ (which is always true for a Q-ball). This

indicates that when the higher order terms can be consistently set to zero that the rotating

perturbative solution is stable against dissociation.

4.4 Higher Orders in ϵ

At linear order in ϵ the system of Eq. (4.25) and Eq. (4.26) is solvable, as illustrated above, as

a perturbation series in µ. Issues arise at higher order in ϵ, where the non-linearities in the Q-

ball potential couple the different (L,M) modes and enforce an infinite set of non-vanishing

hLM .

Exterior to the Q-ball, at large r, the relevant differential equation of some higher-ϵ mode

takes the form

∂2
rhLM +

2

r
∂rhLM − L(L+ 1)

r2
hLM +

(
ω2 −m2

ϕ +M2µ2
)
hLM ≈ 0 , (4.42)

where exponentially suppressed terms have been dropped on the right hand side. As shown

in App. A.2, for almost all Q-balls consistency requires infinitely many (L,M) modes. At

large M , the expression ω2 −m2
ϕ +M2µ2 becomes positive and no longer admits localized

solutions, but rather corresponds to radiation modes that indicate an instability.

In this case the solutions to Eq. (4.42) are spherical Bessel functions. However, we are

primarily interested in their large-r form

hLM ∼ 1

r
√

ω2 −m2
ϕ +M2µ2

cos
(
r
√

ω2 −m2
ϕ +M2µ2 − L

π

2

)
. (4.43)
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As shown below, because these field fall off like 1/r they lead to nonzero radiated power.

While this conclusion is fairly straightforward, we highlight a subtle feature: the right-hand

side in Eq. (4.42) is of course not zero, but rather exponentially suppressed by the lower-ϵ

source terms. The resulting inhomogeneous differential equation could conceivably have a

localized solution, allowing us to drop the oscillating solution to the homogeneous equation.

The answer to this question lies beyond the scope of this article, in the following we work

under the conservative assumption that the classical slowly-rotating Q-ball solution is indeed

unstable.

The lifetime of these solitons is impossible to calculate exactly without calculating the per-

turbative series up to the order nonlocalized functions are sourced. To estimate the lifetime

of the rotating perturbation to the spherical Q-ball solution we separate the perturbation

into two parts: the localized field and the radiating field. This radiating field carries angular

momentum and energy away from the localized field configuration. Similar to the Poynting

vector analysis in electromagnetism, the radiated power carried by the nonlocalized modes

at an instant in time is determined by

P =

∫
dθ dφ r2 sin θ T 0r

∣∣∣∣
r→∞

, (4.44)

where the energy-momentum tensor is

Tµν = ∂µ(Φ
∗)∂νΦ + ∂ν(Φ

∗)∂µΦ− ηµν [∂α(Φ
∗)∂αΦ− U(Φ∗Φ)] . (4.45)
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This leads to

P =

∫
dθ dφ r2 sin θ [iω (Φ∂rΦ

∗ − Φ∗∂rΦ) + µ (∂φ(Φ
∗)∂rΦ + ∂r(Φ

∗)∂φΦ)]

∣∣∣∣
r→∞

. (4.46)

The integration is of a quadratic function of the fields over the surface at infinity.

The scalar field determined in the previous section has the form

Φ = localized +O(ϵ2) +O(ϵµ2) . (4.47)

In other words, we have only established that the full perturbative solution is localized to

a low order in our expansion parameters ϵ and µ. These localized fields do not contribute

to any radiated power. Thus, we conclude that the radiated power, which would need two

powers of functions that fall off like 1/r, goes like

P = 0 +O(ϵ4) +O(ϵ2µ4) +O(ϵ3µ2) . (4.48)

Here ϵ, µ ≪ 1, so the radiated power is small. This allows us to estimate the total time to

radiate away all the energy ∆E and angular momentum of the rotating state as

∆t ∼ ∆E

P
∼ 1

O(ϵ2) +O(µ4) +O(ϵµ2)
, (4.49)

where we have taken the increase of energy from the spinning state to go like ϵ2, as explicitly
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calculated in the previous section.3 For small ϵ and µ this time can be arbitrarily long,

rendering these field configurations classically metastable.

The eventual decay may be understood as follows: in a classical universe, a rotating Q-

ball can reduce its angular momentum by emitting an arbitrarily small amount of charge,

which can carry an arbitrarily large angular momentum if it moves far away from the Q-

ball with a small angular velocity. If the emitted charge can be made arbitrarily small, the

binding energy is also small, and this emission is energetically favorable. While this picture

is plausible, it does not distinguish between the known solutions with quantized angular

momenta and the small angular momenta configurations we are exploring. We leave the full

understanding of rotating Q-ball stability to future work.

4.5 Conclusion

In this chapter we examine slowly rotating Q-balls.4 We construct a more general ansatz

that allows us to consider perturbative extensions of known Q-ball solutions whose angular

momentum need not satisfy J = NQ. A localized, leading-order perturbative correction

is found which applies to all theories that give rise to Q-balls. We further show that this

perturbative solution has lower energy than the unperturbed Q-ball surrounded by a free

scalar field at infinity and hence is stable against dissociation.

In general, Q-ball potentials produce non-linearities in the equation of motion which require

higher order modes to be nonzero. We have shown that this suggests the existence of

a non-local, hence radiating, portion of the scalar field. For small rotation, however, these

radiation modes are only required to appear at subleading order in the expansion parameter.

3This follows from the largest shift to the energy coming from the leading order ϵ correction rather than
the higher order terms that might contribute to radiation.

4Previous perturbative analyses of boson stars were not sufficiently general to allow for scalar fields with
angular momentum.
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Therefore, though the localized perturbation is only an approximate solution to the equations

of motion, the approximation can be quite close to a true solution. We estimate the life-time

of the localized perturbation from the radiated power contained in the non-localized part of

the field. We find that small angular momentum solitons are classically metastable in the

small angular velocity limit with lifetimes that can be relevant to cosmological studies.

Therefore, we have meaningfully expanded the possibilities for rotating Q-balls. This is not

simply a formal question; there are important phenomenological consequences. Specifically,

the existence of this new class of long-lived, slowly rotating Q-ball perturbations enhances

the validity of standard calculations of the Q-ball relic density; without these rotating states,

only Q-balls with specific values of the angular momentum would be produced, and the relic

density would presumably be much smaller. A full analysis requires further investigation

into the dynamics of rotating Q-balls and their localized perturbations.

There are many other questions regarding rotating Q-balls. We focused on small angular

velocities in order to explore the dynamics of rotating Q-balls in this limit. It would be

interesting to have an improved characterization of these solutions for arbitrary angular

momentum, perhaps using the methods of [77, 78]. Extending these solutions to boson stars,

oscillons, axion stars, and other solitons in the literature would also be very interesting. Also,

studying rotating Q-balls in a full quantum mechanical theory would be worth investigating

as this might significantly affect their stability. We hope to return to these questions in

future work.
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Chapter 5

Overall Conclusion

Q-balls are intriguing example of stable non-topological solitons, which are well-motivated

from field theory. As discussed in the Chapter 1, the relevance of Q-balls extends beyond

theoretical curiosities and could be related to pivotal phenomenological questions in particle

physics. However, in order to build a testable phenomenological Q-ball model, it is crucial

to analyze the full space of these solutions. Therefore, in this dissertation, we try to explore

theoretical aspects about Q-balls that have not been fully addressed in the literature.

In Chapter 2 and 3, we discuss radial excitation modes of global and gauged Q-ball to

provide a complete picture of the solution space of Q-ball in the sextic potential. In Chapter

2, excited global Q-balls properties are analytically analyzed. Radii of these excitation

modes are derived analytically, which allows us to approximate the profiles of these modes

as products of transition functions in the thin-wall limit. We show that despite the richer

structure of the excited states compared to the ground states of global Q-balls, the properties

such as the charge and energy of the excitation modes can be approximated with a single

length scale similar to the ground state. We build on this observation in Chapter 3 as we

discuss gauged Q-balls. Gauged Q-balls are harder to solve due to having to two coupled non-
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linear differential equations. However, an interesting mapping relation between global and

gauged Q-balls emerges when looking closely at the differential equations as shown in [4]. We

extend this mapping relation to study excited gauged Q-balls, and this successfully enables

us to describe the excitation modes of gauged Q-balls. This is illustrated numerically by

using the finite element method to generate excited gauged Q-balls profiles, and analytically

by deriving expression for properties in the thin-wall limits. We comment on the instability

of the radial excited global and gauged Q-ball.

In Chapter 4, we explore the possible existence of slowly rotating Q-balls. While Q-balls

are macroscopic classical objects, their angular momentum is traditionally treated in the

literature as an integer multiple of the charge. We challenge this assumption by working with

a general Q-ball ansatz that admits perturbation of arbitrarily small angular momentum. A

metastable slowly rotating Q-ball solution has been shown to exist in terms of a leading-order

localized perturbation. This enlarges the solution space of rotating Q-balls.
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Appendix A

Slowly Rotating Q-balls

A.1 Angular Velocity

In this appendix we demonstrate in what sense µ can be interpreted as the angular velocity

of the soliton. The angular momentum M is defined in terms of the energy momentum

tensor T by

M ij =

∫
d3x

(
xiT j0 − xjT i0

)
, (A.1)

where in Cartesian coordinates Jx = M23, Jy = −M13, and Jz = M12. This leads to

Jx =

∫
d3x

[
Φ̇
(
sinφ∂θ +

cosφ

tan θ
∂φ

)
Φ∗ + Φ̇∗

(
sinφ∂θ +

cosφ

tan θ
∂φ

)
Φ
]
, (A.2)

Jy =

∫
d3x

[
Φ̇

(
− cosφ∂θ +

sinφ

tan θ
∂φ

)
Φ∗ + Φ̇∗

(
− cosφ∂θ +

sinφ

tan θ
∂φ

)
Φ

]
, (A.3)

Jz =−
∫

d3x
[
Φ̇∂φΦ

∗ + Φ̇∗∂φΦ
]
. (A.4)
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Note that from these results we quickly see that for an axisymmetric field Φ(r, θ) we have

Jx =

∫
drdθr2 sin θ

(
Φ̇∂θΦ

∗ + Φ̇∗∂θΦ
)∫ 2π

0

dφ sinφ = 0 (A.5)

Jy =−
∫

drdθr2 sin θ
(
Φ̇∂θΦ

∗ + Φ̇∗∂θΦ
)∫ 2π

0

dφ cosφ = 0 (A.6)

Jz =0 . (A.7)

This shows that an axisymmetric scalar field configuration has zero angular momentum.

Using the relation given in Eq. (4.11) and the above definitions of the components of angular

momentum we find

dJx
dt

=

∫
d3x

{(
−iωΦ̇− µ∂φΦ̇

)(
sinφ∂θ +

cosφ

tan θ
∂φ

)
Φ∗

+ Φ̇
(
sinφ∂θ +

cosφ

tan θ
∂φ

)
(iωΦ∗ − µ∂φΦ

∗)

+
(
iωΦ̇∗ − µ∂φΦ̇

∗
)(

sinφ∂θ +
cosφ

tan θ
∂φ

)
Φ

+Φ̇∗
(
sinφ∂θ +

cosφ

tan θ
∂φ

)
(−iωΦ− µ∂φΦ)

}
=µ

∫
d3x

{
Φ̇

(
cosφ∂θ −

sinφ

tan θ
∂φ

)
Φ∗ + Φ̇∗

(
cosφ∂θ −

sinφ

tan θ
∂φ

)
Φ

}
=− µJy , (A.8)

where in the second equality we have integrated by parts to change ∂φΦ̇ to Φ̇. By a similar

calculation we find

dJy
dt

=µJx , (A.9)

dJz
dt

=−
∫

d3x∂φ

[
|Φ̇|2 − ω2|Φ|2 + µ2 |∂φΦ|2

]
= 0 . (A.10)

This confirms the results in Eq. (4.19) that µ appears as the angular velocity about the

z-axis in the Euler equations for rigid rotation.
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A.2 Radiation Modes

In this appendix we give a more detailed discussion of the non-linearities that couple different

(L,M) modes, as mentioned in Sec. 4.4. At higher orders in ϵ, nonlinear terms induce

higher modes with larger values of M of the form (4.12). This can be seen more clearly by

considering the following alternate expansion of Φ

Φ = eiωt
∞∑

n=−∞

cn(r, θ)e
in(φ−µt) , (A.11)

where the time dependence has been chosen so that Eq. (4.11) is satisfied. Within the

Lagrangian we can consider how the cn are linked by the potential through non-linear terms

like

∫
dφ
(
|Φ|2

)N
=

∫
dφ

N∏
i=1

∞∑
ni=∞

∞∑
mi=−∞

cni
c∗mi

eiφ(ni−mi)eiµt(mi−ni) . (A.12)

When integrated over φ, terms containing

exp {iφ (n1 −m1 + . . .+ nN −mN)} (A.13)

vanish unless

n1 −m1 + . . .+ nN −mN = 0 . (A.14)
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This ensures that the potential energy is time independent, but also generally couples low n

modes to arbitrarily high n. An exceptional case is having only one nonzero cn where

∫
dφ
(
|Φ|2

)N
= 2π

(
|cn|2

)N
. (A.15)

In general the nth equation includes a source term from the potential

N

N−1∏
i=1

∑
ni,mi

cni
c∗mi

cn+n1−m1+...+ni−mi
. (A.16)

Consider the simple case of N = 2 and suppose that two cn are nonzero: ca and cb. The

equation for some mode cn includes the source term

2
∑
s,t

csc
∗
t cn+s−t . (A.17)

This contributes to the n = a and n = b equations, but also sources the n = 2a − b and

n = 2b−a modes. Therefore, we must take these modes to be nonzero, which in turn sources

more modes, leading to n of larger and larger magnitude. One can show that the modes

n = a+N(b− a) and n = b+N(a− b) are sourced for all integers N .

We can now determine at what order in ϵ higher M models are sourced. In general, this

depends on the nature of the initial perturbative solution. Let us use, like the solution

obtained in Sec. 4.3, a function which at order ϵ0 is the nonrotating M = 0 (c0) solution

and the ϵ1 solution has L = 1 with M = ±1 (c±1). This solution is exact to this order in

perturbation theory.
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The next Ms that are sourced are M = ±2 and these require the contributions of two

M = ±1 modes, so they enter at ϵ2. This pattern persists at each order in ϵ. Additional M

terms require an M − 1 term coupled to a M = ±1 term through the potential. Thus, in

general the ±M modes enter at order ϵM .
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