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Introduction

We are a way for the cosmos to know itself.
(Carl Sagan, Cosmos: A Personal Voyage, 1980)

Infinity in the palm of your hand

This dissertation is based entirely on a simple question: what is everything made of? For

the vast majority of human history, all answers to this question were equally immaterial, yet

for millennia, people with enough time on their hands and food in their bellies have wondered

about it—from the Greek philosopher Democritus [1], to the Hindu scholar Kanāda (or, “atom-

eater”) [2], and probably long before them. Over time, philosophical musing transformed into

scientific inquiry, and as science progressed, faltered, corrected, and progressed again (and again,

and again), patterns began to emerge. This evolution is presented here as what David Griffiths

would call a “folk history,” with inspiration taken heavily from the first chapter of one of his

revered textbooks [3].

In 1808, the chemist John Dalton published the first1 atomic theory [4, 5], but the

existence of the atom itself could not be directly verified. However, nearly a century later,

physicists including Henri Becquerel, Marie Curie, and J.J. Thompson found that certain elements

and electronic apparatuses emitted different kinds of invisible radiation [7, 8, 9, 10]. In the

decades following, they further realized that this radiation consisted of tiny particles2, and Ernest

Rutherford directed rays of these particles at thin sheets of metal, probing the subatomic scale

1Dalton’s now legendary claim to this was hotly contested by his contemporary, William Higgins, although
without much credence [6].
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for the first time. Based on these seminal experiments, Rutherford made a groundbreaking

observation and two key deductions:

• Observation: The atom exists3 and has a very small “nucleus” of positive charge.

• Deduction: The nucleus is made of positively charged “protons.”

• Deduction: The nucleus is also made of “neutrons” which help keep it together.

Through their work in the lab, Rutherford, Curie, and the other atomic pioneers had unknowingly

stumbled upon the surface of an even greater truth than Democritus, Kanāda, or anyone else

could have imagined.

Albert Einstein, Max Planck, Niels Bohr, and others had begun writing down corrections

to “classical” physics at the turn of the 20th century in order to better describe unexplained

phenomena observed in the lab [14, 15, 16]. By the time Rutherford’s neutrons had been

discovered by James Chadwick in 1932 [17], a cadre of theorists, including many of the most

well-known physicists in history4, had formed around Quantum Mechanics. This “new physics”

extended the early results of Einstein, Planck, and Bohr into a more complete theory describing

the subatomic world, then thought to only include protons, neutrons, and electrons. Over the

next decades, a slew of new particles were discovered: anti-matter was produced in the lab;

electrons were joined by muons and neutrinos in the “lepton” family; an enormous crowd of

more massive particles akin to protons and neutrons were observed (baryons and mesons which

together comprise the families of hadrons). While some of these particles were already thought

to exist, experimental results had, momentarily, outpaced theory. Theorists were developing new

ideas on how to classify or relate different particles, but the ever-growing “particle zoo” was

2Namely photons (X-rays or γ rays), electrons (β rays), and helium ions (He2+ or α rays).
3It should be noted that Jean Perrin separately confirmed the existence of molecules, and thus reality of atoms,

by proving experimentally that the random walk of a microscopic object suspended in liquid could only be due
to collisions with the molecules of that liquid [11]—a phenomenon first observed by the great botanist Robert
Brown [12] (i.e. Brownian motion) and rigorously explained by Albert Einstein in one of his first papers [13].

4Werner Heisenberg, Erwin Schrödinger, and Robert Oppenheimer to name a few.
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otherwise in disarray. However, as is a consistent pattern in history, science progressed, faltered,

corrected, and progressed again (and again, and again), and patterns began to emerge.

A glorious victory parade

It began with Murray Gell-Mann, who, among others, saw a pattern in the deluge of

new particles being discovered. He arranged the numerous hadrons in geometric patterns—

octagons, triangles, and so forth—according to their properties [18], and found that his unusual

diagrams held predictive power: some of his shapes were missing vertices, which were later

found to be particles exactly matching the expectations from his theory [19]. With confidence

in Gell-Mann’s so-called “Eightfold Way” established, a natural question arose: what is the

significance of these patterns? Gell-Mann himself, and, separately, George Zweig, arrived at

the answer: hadrons are not themselves fundamental particles; instead, they are composed of

truly fundamental particles called “quarks” [20], and the Eightfold Way diagrams corresponded

to different configurations of quarks and the properties of those configurations. Similar to

Rutherford’s experiments 50 years prior, wherein beams of particles were used to probe the

structure of the atom, the reality of quarks could be probed by firing beams of electrons at

protons, revealing their inner structure5 [21, 22]. And so the field progressed, with families

of particles filling out into neat organizations: the quarks became a family of six, divided into

three generations (up/down, charm/strange, top/bottom); the leptons, with the addition of the

tau and its neutrino, satisfyingly also totaled six particles divided into three generations (e/νe ,

µ/νµ , τ/ντ); the photon was joined by the gluon, W, Z, and Higgs boson [23, 24], forming the

family of bosons. At the same time, a beautiful, yet deeply perplexing, quantum field theory was

developing, which describes the interactions between these particles. In the words of the great

Sidney Coleman [25]:

This was a great time [1966 to 1979] to be a high-energy theorist, the period of

5These experiments really only showed that the proton was composed of “partons,” but they provided initial
evidence for the existence of quarks.
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the famous triumph of quantum field theory. And what a triumph it was, in the
old sense of the word: a glorious victory parade, full of wonderful things brought
back from far places to make the spectator gasp with awe and laugh with joy.

So began the Standard Model of particle physics: with groundbreaking discoveries and a scientific

“victory parade,” which together still represent the largest fraction of Nobel Prizes by field [26].

There and back again

The Standard Model has, despite remaining largely unchanged since the 1980s, withstood

a tremendous amount of scrutiny across decades of intense study and many billions of dollars of

scientific instrumentation. It supplies, in principle, the answers to those questions posed at the

beginning of this chapter: the origins and composition of everything in the universe are explained

by the existence of, and interactions between, fundamental particles. However, we quickly

found that this theory of everything is really only a theory of some things, and long-known

errors and inconsistencies—reserved for discussion in the next chapter—have been, much to

the community’s dismay, just as durable as the Standard Model has been otherwise. Particle

physics has therefore reached a familiar inflection point, where we are left in anticipation of

the next measurement that confirms an unusual approach or the next surprising discovery that

leads the theory in an entirely new direction. Described in this document are the efforts of one

graduate student, along with the invaluable support of his many colleagues, to contribute to

this extraordinary enterprise. Together, we shall recount his journey, taking the perspective of

the “experimentalist.” That is, very few formulas, axioms, and derivations—the language of

theorists—are to be found in this dissertation. Instead, we will find tables of measurements,

histograms, and some statistics. We will take general direction from the theory, then construct

experiments to realize it in nature.

This work is based on the proton-proton collision data collected by the Compact Muon

Solenoid (CMS), a multi-billion dollar particle detector situated on the beamline of the Large

Hadron Collider (LHC)—the most powerful particle collider and the single largest scientific
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instrument ever built, at the time of writing. At the risk of losing the reader who is not committed

to reading the many pages that lie beyond this introduction, no new physics is documented

here. Instead, this humble submission, amongst over one thousand publications from the CMS

Collaboration alone, represents a small contribution to the rich history documented above,

demonstrating the continued success of a theory that dares to describe the entire universe.

5



Chapter 1

A Beautiful Theory

What is especially striking and remarkable is that in fundamental physics a
beautiful or elegant theory is more likely to be right than a theory that is inelegant.

(Murray Gell-Mann, Beauty and truth in physics, 2007)

1.1 The Standard Model

Put simply, the Standard Model (Fig. 1.1), shortened hereafter to “SM” for brevity,

attempts to describe, at the most fundamental level, what the universe is made of and how

it operates. So far, the content of the model is as follows: the universe is made of fermions

(quarks and leptons), and it operates through the exchange of bosons (photons, gluons, W, Z,

and H). That is, matter1 is composed of assemblies of fermions, which are held together, pushed

apart, and otherwise interact via the fundamental forces “transmitted” by bosons. The most

familiar of these is the electromagnetic (EM) force, because its carrier, the photon, is absorbed

by the retinas in our eyes, allowing sighted readers to review this text. Then, there is the weak

force, carried by the W and Z bosons, which is responsible for the radioactive decay of certain

elements. These first two forces are, in reality, understood to be unified into the “electroweak”

(EW) force. Finally, there is the strong force, carried by the gluon, which holds the nuclei of

atoms together. Alongside the forces, there is the Higgs mechanism, carried by the Higgs boson,

which is responsible for endowing the fundamental particles with mass (Section 1.1.3). Together,

1With the current exception of “dark” matter, which is discussed later in this chapter.

6



these forces and the Higgs mechanism—and gravity, whose omission here is left as a topic for

another time—describe how everything came to be and continues to be: from the sight of the sun

in the sky, to the nuclear fusion causing the sun to shine, to the formation of the sun and all of

the other stars in the universe, to the first instance of creation itself. The entire universe is, we

believe, the structure that emerges from the elegant, infinite dance of these fundamental particles.

Of course, a rigorous description of the SM could only be properly treated alongside a

stack of textbooks. The concepts of fermions and bosons carry deeply insightful mathematics

derived originally in statistical mechanics, which was itself developed to describe the behavior of

large ensembles of microscopic objects (like gases). Moreover, the particle “zoo” has been herded

into the confines of the mathematical framework called quantum field theory (QFT), wherein

particles are described as excitations of quantum “fields” and physical laws are realized as

mathematical symmetries. Unfortunately, four to five years of attentive instruction and rigorous

study across multiple subjects—including quantum mechanics, special relativity, and a bevy of

additional mathematical formalism—are required to even begin reading QFT textbooks, and well

over a lifetime may be required to fully understand them2. The SM will instead, as promised

in the previous chapter, be described here from the perspective of an experimentalist: through

hastily scrawled cartoons, rough calculations, and a great deal of hand-waving that, together, at

least communicate the essential features of the theory.

1.1.1 Feynman diagrams

Fortunately, there is a way to encode essential SM calculations in simple drawings, so-

called “Feynman diagrams,” which, consequently, help experimentalists keep track of physically

allowed processes. In these pictures, time flows from left to right, while space is abstractly

represented on the vertical axis3. The fundamental particles are represented by lines, and

the intersections of three or four of these lines (Fig. 1.2) represent interactions between the

2Even still, paraphrasing the great Prof. Aneesh Manohar, “all QFT textbooks are wrong.”
3In some dark corners of the physics community, these axes are switched, but this dissertation will not deviate

from the configuration described here.
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Figure 1.1. The Standard Model of particle physics arranged in a table with the fermions placed
in the left three columns (one per generation) and the bosons in the right two columns.

corresponding particles, so at least one of them must be a boson. For example, an electron

emitting a photon (Fig. 1.3c) is represented by an electron coming in from the left, then turning

into a photon and an electron leaving the picture to the right. This same vertex can be rotated

clockwise, such that it instead depicts the annihilation of an electron and positron into a photon

(Fig. 1.3a)—one of the electrons had to be replaced with its anti-particle (a positron) to conserve

charge. Rotating it again, we see that it now represents an electron absorbing a photon (Fig. 1.3b).

These vertices act as building blocks that can be rotated and fit together according to a set of rules

that correspond to real physical laws. Thus, any fundamental physical process (e.g. Fig. 1.4)
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can be represented with a Feynman diagram. Feynman diagrams are not only a visual aid for

remembering which processes are allowed, however, for they also encode precise calculations

about that process which can, importantly, be verified by experiment.

γ

X±

X±

(a)

W/Z

f

f ′

(b)

W

Z/γ

W

(c)

W

W

W/Z/γ

W/Z/γ

(d)

g

q

q

(e)

g

g

g

(f)

g

g

g

g

(g)

H

Xm

Xm

(h)

H

H

H

H

(i)

H

H

V

V

(j)

Figure 1.2. The fundamental vertices in the Standard Model. From left to right, top to bottom:
(a) electromagnetic; (b), (c) electroweak; (d) weak; (e), (f), (g) strong; (h), (i), (j) Higgs. For
compactness, a shorthand notation is used in some of the vertices to represent more than one
particle: X± is any charged particle, f is a fermion, and Xm is any massive particle.

1.1.2 Cross sections

Consider two electrons barrelling towards each other. In the classical picture, the electrons

glance off one another and fly off to infinity at some angle to their original trajectories—like two

errant ice skaters. This can be represented as a Feynman diagram (Fig. 1.5) which is assembled

from two EM vertices. Again, time flows from left to right, showing the two electrons entering,
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e+

e−

γ

(a) e++ e− → γ

γ

e−

e−

(b) e−+ γ → e−

γ

e−

e−

(c) e− → γ + e−

Figure 1.3. Rotations of the QED vertex, (a) an electron and positron annihilating and producing
a photon, (b) an electron absorbing a photon, and showing (c) an electron emitting a photon.

Figure 1.4. Feynman diagram for beta decay, which is the mechanism behind the radioactive
decay of carbon-14 (C-14), which enables carbon dating.

then the exchange of a photon, followed by the two electrons leaving, much like the classical

picture. Now, suppose we construct two beams of electrons, aim them at each other, then turn

them on (preferably after we leave the room). In this scenario, we may well want to know the

probability that the two electrons will bounce off each other (“scatter”). This probability is called

the “cross-section,” because it is mathematically similar to the classical picture4, where we would

compute the cross-sectional area presented to either of the colliding objects. Indeed, one of the

most important features of QFT is the ability to compute the cross-section for scattering two

electrons off of each other, as in this case, or any other interactions between particles. Feynman

4In fact, the answer to this question is expressed in the units of “barns,” literally as in “hitting the broadside of a
barn,” coined by Manhattan Project scientists during World War II [27].
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diagrams beautifully encode the complex mathematics at work here: each line and every vertex

(where lines meet) correspond to a term in the calculation. For the electron-electron scattering

example, this would look like

⟨|M |2⟩= 2g4
e

(p1 · p3)
2(p1 · p4)

2[(p1 · p2)
4 +(p1 · p3)

4 +(p1 · p4)
4]

(1.1)

where p1 and p2 are the four-momenta of the incoming electrons, p3, p4 are the four-momenta

of the outgoing electrons, and ge is the EM coupling constant. By integrating the “amplitude”

M over the phase space—effectively, the different ways one can apportion the available energy

amongst the particles in the final state of the system—one can finally obtain the cross-section.

This exercise, and the compact answer above, serves to demonstrate the sheer complexity of

QFT calculations. Many details were left out beyond the computation itself, including details

surrounding the spin of the electron (e.g. the quoted amplitude is “spin-averaged”), the definition

of spin, the definition of four-momentum, all of special relativity, and so on. Those details, and

much more, can be found in Chapter 7 of the illustrious textbook from which this entire example

was borrowed [3] alongside a few years of physics education at an accredited educational

institution. Moreover, this feature of QFT—the ability to compute cross-sections—is absolutely

vital because it offers a way of testing the theory with observation: compute the probability that

the event is expected to occur, then try to reproduce that event many times in the lab and see how

many times it really happens.

The validity of any model is a precarious condition: the model must exactly describe real-

ity, else it is not a realization of the truth, but rather only approximately—or worse, accidentally—

correct. That is, every SM cross-section value must be accurate for the validity of the model

to hold. And so generations of physicists have made diligent, and highly accurate, measure-

ments of dozens of cross-sections—spanning orders of magnitude of rarity. Tabulated in grand

tables (Fig. 1.6 and 1.7), it is evident that the SM has so far withstood every test derived from

generations of experiments. This is an incredible feat: a “simple” model seems to describe
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e e

γ

e e

Figure 1.5. Leading-order Feynman diagram for electron-electron scattering.

subatomic physics, which drove the creation of the universe and continues to drive the mechanics

of everything in existence, with incredible accuracy. Lingering beyond these shining trophies,

however, are a number of glaring inconsistencies and enormous missing pieces. In other words,

we know with certainty that the SM is not complete, and that much more work is needed to

complete it. We will focus in this dissertation on questions around the Higgs boson. However,

we will also mention some additional open questions to illustrate the magnitude of the problem

ahead for future particle physicists.

1.1.3 The Higgs boson

Because we swore to steer away from the details of QFT, we cannot define the Higgs

boson and Higgs mechanism completely. For this, we are better served by a primer by Grif-

fiths [3], followed by the standard QFT textbooks [30, 31], and finally the original papers on the

subject [32, 33, 34, 35]. Without these prerequisites, it suffices to say that the idea of the Higgs

boson is deeply based in Lagrangian mechanics. Originally derived for classical systems—an

arrow in flight, a planet in motion, a ball on a ramp—an appropriately written “Lagrangian,” a

mathematical object, together with the Euler-Lagrange equation can reproduce the mathematical

description of the dynamics of a given system—the position of the arrow, planets, or ball as a
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function of time. The Lagrangian L is a simple function of the energies in a classical mechanics:

L =
1
2

mẋ2︸ ︷︷ ︸
kinetic
energy

− U(x)︸︷︷︸
potential
energy

(1.2)

where x, really x(t), is the position of some physical object in one direction as a function of time

and ẋ is shorthand for the derivative of x with respect to time ( d
dt ), or the velocity. By plugging L

into the Euler-Lagrange equations,

d
dt

(
∂L
∂ ẋ

)
=

∂L
∂x

(1.3)

we can solve for x(t) with some algebra and calculus, trivializing some of the most challenging

undergraduate classical mechanics problems.

In particle physics, we promote x(t) to a field5
φ , which is a function of space and time

φ(x,y,z, t), and L to L , a Lagrangian density. Our interest in these abstract fields is well-

motivated in QFT, where a field φ(x,y,z, t) with certain properties corresponds to an observable

particle with those same properties. For example, the Lagrangian

L =
1
2
(∂µφ)(∂ µ

φ)︸ ︷︷ ︸
kinetic term

− 1
2
(mc

h̄

)2
φ

2︸ ︷︷ ︸
mass term

(1.4)

represents a spin-0 particle with mass m. As in classical mechanics, plugging the appropriate

Lagrangian density into the Euler-Lagrange equation yields a precise description of the dynamics

of fundamental particles.

The Higgs mechanism arises when we try to write down a Lagrangian density L that

accounts for the existence of the W and Z bosons. In doing so, we find that we must demand that

5Fields are used here in a quantum context (scalar fields in particular) but there are many classical examples: the
temperature of a room, the height of the sea, the strength of a magnetic field, i.e. quantities that may be different at
every position in space and may also vary in time.
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L does not change under certain transformations of the fields φ , which, at face value, equates

to demanding that the field is massless—the finer details here are far beyond the scope of this

dissertation. This is a problem because the W and Z bosons are verifiably not massless. However,

by introducing two scalar fields—corresponding to the Higgs boson and Goldstone boson—and

massaging the mathematics, a mass term emerges for the W and Z bosons. The Goldstone boson

does not correspond to a real particle, but instead services the mathematics6 and disappears under

a specific transformation. The Higgs mechanism itself refers to the appearance of the W and Z

boson masses—also the fermion masses, but through different interactions [36, 37].

Beyond the blackboard, the Higgs boson gives us a picture of how the universe came to

be: in the first moments of time, the universe cooled, allowing the Higgs field to saturate all of

space, and the fundamental particles were thereby endowed with mass by the Higgs mechanism.

Thus, rather than fly off to infinity at the speed of light, they formed atoms, and the universe as

we know it bloomed. The Higgs boson is therefore essential to the origin and continued existence

of the known universe—in fact, if the Higgs field were to spontaneously disappear, the entire

universe would evaporate in a nanosecond [38]. It is also, however, a key to understanding the

universe’s distant future [39]: will the universe collapse or explode or something else entirely?

We will elect to spare ourselves of existential crisis and, instead, simply appreciate the specific

importance of the Higgs boson. While every piece of the SM is important, like links in a chain,

the Higgs boson is also one of the less well-understood particles, so further study of this latest

addition to the SM could shed crucial light on the many open questions in particle physics.

1.2 Selected open questions

1.2.1 What is dark matter?

In the 1970s, Vera Rubin, among others, was making careful observations of the rate

at which distant galaxies spin on their axes [40]. By also recording the light emitted by each

6For example, it accounts for the fact that there are three bosons that carry the weak force (W+, W−, Z).
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galaxy, she could estimate the distribution of mass within it, and therefore calculate the expected

rotational velocity due to the gravitational pull of a galaxy’s constituents. The observation and

prediction did not align, leading us to believe that there is some “dark” matter that we cannot

see and is therefore missing from our calculations. In fact, based on the observable mass in

a galaxy, we would expect it to fly apart [41]. Today, as we probe the subatomic world at

unprecedented scales, we have yet to observe any new particle that might be the right candidate

for dark matter—really, we have yet to observe any new particle whatsoever. Dark matter is

therefore an enormous missing piece—27% of the universe [42]—in the SM.

1.2.2 What is dark energy?

Cosmology yields yet another missing piece in the SM, but at a completely different

scale than dark matter. Measurements of the cosmic microwave background (CMB) radiation,

light from the early universe, and of distant galaxies shows clear indication that the universe is

expanding: all of this light has been stretched out, with visible light appearing an eerie red. But

this expansion is accelerating, and we do not know why. More precisely, we are left wondering:

where does the enormous amount of energy required to drive this acceleration come from? With

no known answer to this question, we have yet another invisible quantity—this time, a “dark”

energy that constitutes 68% of the universe [42]—as a placeholder.

1.2.3 What is the true nature of the Higgs boson?

The Higgs boson holds many secrets yet to be uncovered, despite being discovered over

a decade before the publication of this dissertation. It is one of the central physics targets of the

LHC for the coming decades, and only a few of the most interesting questions are summarized

here:

• Is the Higgs boson really a fundamental particle? Pursuing an ever-reductive line of

reasoning, it is important to always ask if a particle is in fact a composite particle, rather

than a fundamental one. A number of theories that predict a composite Higgs boson exist,
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e.g. Refs. [43, 44, 45], and, if true, they may explain other open questions around the

nature of the Higgs boson.

• Is there only one Higgs boson? In a 2012 interview at CERN, only 6 months before the

discovery of the Higgs boson, Murray Gell-Mann mused

As to there being one boson that results from this Higgs process, it’s not
quite so certain because there could be more than one... and [CMS and
ATLAS] might not be looking for it in the right way for that.

Although only a single Higgs boson was discovered, the existence of others, e.g. Refs. [46,

47, 48], could again answer other open questions around the nature of the Higgs boson.

• Why is the Higgs boson mass so small? While nearly as heavy as the most massive

SM particle, the top quark, the Higgs boson is not nearly as massive as it “should” be.

Corrections from heavier particles—even unknown ones—could make the Higgs boson

over 16 orders of magnitude heavier, so some new physics should correct this somehow [49,

50].

Answers to many of the questions above could lie in more precise measurements of the properties

of the Higgs boson, such as those presented in this dissertation.
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Experiment compared to the Standard Model predictions, from Ref. [28]. The size of each
cross-section is plotted on the x-axis and each measurement is separated along the y-axis, with
the process name, collision energy, and journal reference on the left and the integrated luminosity
of the collision data used in the measurement on the right. Precise agreement with the Standard
Model can be seen across several orders of magnitude, representing the triumph of the model
across decades of experimental scrutiny.
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Figure 1.7. A selection of cross-section measurements performed with data from the ATLAS
Experiment compared to the Standard Model predictions, from Ref. [29]. The size of each
cross-section is plotted on the x-axis and each measurement is separated along the y-axis, with
the process name on the left and the integrated luminosity of the collision data used in the
measurement and the journal reference on the right. Precise agreement with the Standard Model
can be seen across several orders of magnitude, representing the triumph of the model across
decades of experimental scrutiny.
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Chapter 2

A Grand Apparatus

A glance at the ATLAS and CMS detectors at CERN reveals their beauty... These
detectors are the modern cathedrals of the rational world created by scientists,
experimentalists, and theoreticians.

(François Englert, CMS: The Art of Science, 2016)

2.1 The Large Hadron Collider

The Large Hadron Collider (LHC) is the largest particle accelerator ever built. Its most

striking feature is a 27 km ring buried 100 m beneath the Franco-Swiss border (Fig. 2.1) in

which two beams of protons (or heavy ions like lead), after going through several smaller stages

(Fig. 2.2), are accelerated to 99.9999991% of the speed of light in opposite directions. The beams

are steered by thousands of magnets, including 1232 superconducting dipole magnets (Fig. 2.3),

placed along the circumference of the ring. At various points, the proton beams are directed

towards each other, allowing the protons to collide. These collision points are surrounded by

enormous, multi-layered particle detectors which record snapshots of the collisions.

The protons are accelerated in bunches, composed of approximately 115 billion protons

each, so when the bunches are brought together (called a “bunch crossing”), over 200 billion

protons are brought very close together. However, only a small portion of them actually interact.

To increase our odds of producing something truly interesting, the bunch crossings are spaced

close together, with only 25 nanoseconds of separation. To put this into context, the speed of
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Figure 2.1. A diagram illustrating the depth of the LHC beneath the surface (left), from Ref. [51],
and an aerial photograph of the entire CERN complex (right), from Ref. [52]. The SPS and LHC
tunnels illustrated in both figures.

light is roughly 1 ft/ns, so the next bunch crossing will occur before the light from a screen on

one side of the CMS control room can reach the eyes of someone standing on the other side

(approximately 39 feet [55]).

2.1.1 Collision energy

The collision energy, often written as
√

s, is measured in electronvolts (eV), the standard

unit of energy in particle physics—at LHC scales, teraelectronvolts (TeV), or trillions of eV, are

the relevant units. In Run 1 of the LHC (2009–2013) the collision energy was ramped up to a

maximum of 8TeV, much lower than what the LHC was designed for. This was done out of an

abundance of caution due to the fact that the LHC exploded1 when it was first turned on in 2008.

Then, in Run 2 (2016–2018), the collision energy was increased to 13TeV. Over the course of

Run 2I, the collision energy will be ramped up to 14TeV, where it will be held for the remainder

of the LHC’s lifetime. At 7TeV per proton beam, each bunch has roughly 7 times the kinetic

energy of a flying mosquito with a mass ten trillion times smaller.

1A faulty cable lead to a catastrophic quench of one of the LHC superconducting magnets, resulting in the
release of several metric tons of helium (used to cool the magnets) into the LHC tunnel [56].
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Figure 2.2. The CERN accelerator complex, from Ref. [53], illustrated in detail. The different
stages of particle acceleration can be seen in detail, described here for protons. First, negative
hydrogen ions (H−) generated by LINAC 4 are fed into BOOSTER, which strips the electrons
from the H− ions, leaving only the protons, and accelerates them to 2GeV. Next, the Proton
Synchrotron (PS) accelerates the protons to 26GeV. The PS feeds into the Super Proton
Synchrotron (SPS) which further accelerates them to to 450GeV. Finally, the protons are fed
into the LHC, which accelerates them to a final energy of 7TeV.

2.1.2 Luminosity and pileup

The luminosity is a measure of an accelerator’s ability to initiate the desired particle

interactions [57]. It is thus measured in the inverse units of a cross-section, namely cm−2 or

inverse barns (b−1)—or, at LHC scales, inverse femptobarns ( fb−1). At the LHC, luminosity

is a measure of the ability to initiate pp collisions. Immediately, it is clear that it should be

some function of time: the longer we let the beams collide, the more pp collisions produced.
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Figure 2.3. A cutaway diagram illustrating the internals of a dipole magnet inside the LHC
tunnel (left), from Ref. [54], and a photograph of a decommissioned dipole magnet with a
physicist for scale (right).

This is called the instantaneous luminosity (L ), or how many interactions are initiated at any

one time. We can also consider the integrated luminosity, or the total number of interactions

initiated over some period of time—as the name suggests, this is simply the integral of the

instantaneous luminosity over time. Put simply, the integrated luminosity represents the rate at

which interactions occur at the LHC, while the integrated luminosity is a compact shorthand for

how many interactions occurred at the LHC during some period of data-taking. For example,

with the LHC operating at an instantaneous luminosity of L = 1×1034 cm−2s−1, given the pp

inelastic scattering cross-section at 13TeV (σ = 71.3 millibarns [58]), we can expect L ×σ =

713 million pp collisions per second, or 11.24 quadrillion pp collisions over 6 months. This is

notably much larger than 1 pp collision per bunch crossing: with one bunch crossing every 25

ns, one might expect a mere 630 trillion collisions. In reality, under Run 2 conditions, there

are approximately 30 pp collisions per bunch crossing on average (Fig. 2.4), explaining the

difference between these back-of-the-envelope calculations, and out of all of those collisions,

only one (if any) pp collision will initiate a process that a physicist at the LHC wants to study

(e.g. Fig. 4.1). The rest, called “pileup” collisions, each produce some number of low-energy

particles, presenting a sizable amount of noise for extracting the interesting physics. Importantly,

a cross-section σ for a specific process—the cross-section for a Higgs boson to be produced in a
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pp collision, for instance—can be used in the same calculation to determine how much of it is

produced at the LHC.
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Figure 2.4. Distribution of the average number of interactions per bunch crossing within the
CMS detector from Ref. [59]. The distributions for 2015, 2016, 2017, and 2018 are stacked
together, showing the composition of the overall distribution.

Based on intuition, we can guess that the luminosity must be a function of the number of

protons in a bunch, the bunch spacing, and the exact dynamics of the bunch crossing. Indeed, at

the LHC, we define the instantaneous luminosity as follows:

L = γ
nbN2 frev

4πβ
∗
εn

R (2.1)

where nb is the number of bunches per beam, N is the number of protons per bunch, and frev

is the frequency at which bunches revolve around the LHC ring, while γ comes from special

relativity and β
∗, R, and εn represent physical properties of the proton beams [60]. Therefore, in

order to modify the rate at which interactions may occur, we have several parameters that we can

tune.
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2.2 The Compact Muon Solenoid

The Compact Muon Solenoid (CMS) Experiment is one of two general purpose LHC

experiments, the other being the ATLAS2 Experiment, among the four major experiments

supported by the LHC [61], where the other two are more specialized: ALICE, for studying

heavy ion collisions, and LHCb, for studying b quarks. Compared to ATLAS, which stands at a

mighty 46×25×25 meters in dimension, CMS is “compact” at a stout 21×15×15 m, with

a dedicated muon system and one of the world’s largest solenoids [62, 63]. See Fig. 2.5 for its

exact specifications, and Figures 2.6 and 2.7 for some beauty shots.

Figure 2.5. A detailed cutaway diagram of CMS, from Ref. [64], with each subdetector labeled
with its name and some of its characteristics.

2Whereas ATLAS originally derived its name from, putting it politely, a rather creative acronym: “A Toroidal
LHC ApparatuS.”

24



Figure 2.6. CMS in all of its glory, with one of the endcaps separated from the main body of the
experiment, pictured from the top (left), from Ref. [65], and side (right), from Ref. [66].

Figure 2.7. CMS in the closed configuration, pictured from the top (left), from Ref. [67], and
side, with a physicist in the foreground for scale (right).

2.2.1 Overview

The CMS Experiment is composed of subdetectors arranged in consecutive layers sur-

rounding one of the LHC collision points, where each layer interacts with or completely absorbs

certain particles, producing an electric signal that can be used to measure some property of those

particles. The innermost layer is the silicon tracker, which allows for the reconstruction of the

trajectories of throughgoing charged particles (“tracks”). Next is the electromagnetic calorimeter

(ECAL), which absorbs electrons and photons and records their individual energies. After the

ECAL, there is the hadronic calorimeter (HCAL), which absorbs hadrons and records their

individual energies. These first three layers—the tracker, ECAL, and HCAL—are surrounded
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by the eponymous CMS magnet, a superconducting solenoid that immerses the inner layers

in an approximately uniform magnetic field that runs parallel to the beamline. This is critical:

charged particles fly along curved trajectories in a magnetic field according to their charge

and momentum, so those properties can be inferred from a high-quality measurement of each

particle’s trajectory. Finally, there are alternating layers of muon chambers, the other half of the

experiment’s namesake, and iron support structures. The former detects throughgoing muons,

which pass through all of the inner layers mostly unperturbed, and measures an additional portion

of their tracks. However, the latter is equally important: the iron “return yoke” guides the

magnetic field outside of the solenoid, absorbs stray particles that make it past the inner layers,

and supports the immense weight of CMS itself. By combining information from all of these

detectors, the exact identity of any individual particle can, in principle, be inferred based on

which detectors registered a signal. Therefore, a full “picture” of each pp collision event is

recorded by CMS for further study. The exact function of each subdetector layer described here

is detailed below.

2.2.2 Superconducting solenoid

The curve of a track is critical, as it allows us to infer the charge and momentum of a

particle. However, in a weak magnetic field, the particles produced at the LHC would have

nearly straight tracks, due to the large pp collision energy. The magnetic field inside CMS must

therefore be very large [68]. It should also be nearly uniform everywhere, in order to make the

determination of each particle’s charge and momentum as simple as possible. The CMS magnet

must also be large in dimension, however, as it must surround the tracker, ECAL, and HCAL,

since it would otherwise block outgoing particles.

By winding copper wire into a helix and passing a current through it, we can generate

a magnetic field whose strength is directly proportional to the current and number of turns of

the wire, but inversely proportional to the length of the helix. Within the volume of the helix,

the magnetic field will be almost uniformly oriented in a single direction, determined by the
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orientation of the helix and direction of the current (Fig. 2.8a). This is not true outside of the

helix, where the magnetic field lines curve in space.

(a) (b)

Figure 2.8. The field lines of an ideal solenoid (a), from Ref. [69], and those of the CMS magnet
(b), from Ref. [70]. For the ideal solenoid, the magnetic field is described by a simple equation:
B = µ0

NI
l , where µ0 is the magnetic constant, N is the number of turns, I is the current, and l is

the length of the helix.

The CMS magnet [71] is a massive3 realization of a solenoid. It is composed of over

2000 turns of Rutherford wire, which has a rectangular cross-section (Fig. 2.9). In operation, it

is cooled to superconducting temperatures (-268.5 ◦C, or one degree warmer than outer space),

such that a high current (20 kiloamperes4) can be passed through the coil without violently

destroying it. This configuration allows the CMS magnet to produce a mostly uniform magnetic

field of 4 T inside the solenoid volume. That is 2–4 times larger than an MRI, which are typically

0.5–1.5 T [73], within a volume that is 1000 times larger. We must also, however, have a fairly

uniform magnetic field outside of the solenoid in order to maintain good momentum resolution

for muons. To achieve this, the iron support structures that hold CMS together are also designed

to guide the magnetic field lines (Fig. 2.8b). Inside the iron, the magnetic field runs almost

uniformly parallel to the field inside the solenoid, but in the opposite direction—this gives muon

tracks a characteristic S-shape in the transverse plane (Fig. 2.15b).

3It was built offsite, however, so it needed to be designed to fit within 7 such that it could be wheeled through
the streets in Cessy, France (under which CMS is situated) [68].

4For scale, this is 100 000 times larger than the minimum fatal current for humans (100–200 milliamperes) [72].
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Figure 2.9. A photograph of a section of the CMS magnet, from Ref. [74], showing the cross-
section of the solenoid winding (left), and a diagram of the cross-section of a Rutherford cable,
from Ref. [71] (right).

2.2.3 Silicon tracker

In order to reconstruct the track of any particle, we need its position at multiple points

in time. A tracker records these positions. Mechanically, this can be done in a variety of ways.

Some of the earliest particle physics experiments used bubble chambers, a device that maintains

(for a brief instance) a volume of superheated liquid immersed in a magnetic field in which

throughgoing charged particles leave helical trails of bubbles. Photographs of these trails were

used to infer the identities of each particle. Still others used even more exotic non-electric

solutions, like the OPERA Experiment, which used enormous layers of nuclear emulsion film

(modified photography film) in which throughgoing particles would leave tiny black dots after

the film was developed5 [75]—the experiment used over 100 000 m2 of emulsion film in total.

The leading challenge in designing the CMS tracker was the unprecedented level of

radiation, due to the high frequency of pp collisions, which each produce many thousands of

5Developing the film was quite an operation, and a large robotic arm was used to remove and replace the layers.
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particles. Existing tracker designs, like the CDF Experiment’s beautiful gas-and-wire tracker [76],

would quickly break down6 in this kind of environment. Thankfully, advances in radiation-hard

electronics yielded a new solution. In particular, a silicon-based tracking module was devised.

When charged particles pass through the module, they liberate electrons from the silicon atoms.

These electrons are collected on one of many small readout plates, which results in a localized

electric signal called a “hit,” giving excellent spatial resolution.

(a) (b)

Figure 2.10. A photograph of the CMS silicon tracker inner forward pixel modules (left), from
Ref. [78], and the outer barrel layers with a physicist in the background for scale (right), from
Ref. [79].

The CMS tracker is composed of multiple layers of silicon tracker modules (Fig. 2.11),

such that each throughgoing particle leaves multiple hits that can then be used to reconstruct

its track. The layers are grouped into different sections according to their proximity to the

beamline and their geometry. The innermost layers comprise the “inner tracker” (Fig. 2.10a). In

these layers, pixel modules are used because they have superior spatial resolution, allowing us

to measure the first portion of each track precisely. The outermost layers comprise the “outer

tracker” (Fig. 2.10b). These layers use strip modules, which have worse spatial resolution than

the pixel modules, but are easier to produce.

6In fact, the tracker section was left blank in the first CMS design document, since there were no known solutions
at the time [77].
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Figure 2.11. A detailed cutaway diagram of the CMS Phase-1 tracker from Ref. [80].

2.2.4 Electromagnetic calorimeter (ECAL)

The ECAL (Fig. 2.12a) consists of nearly 80 000 lead tungstate (PbWO4) crystals7

(Fig. 2.12b) [81]. When an electron or photon passes through one of these crystals, they interact

through the electromagnetic force with the atoms in the crystal lattice, resulting in the emission

of photons. This process is called “scintillation” and the amount of light produced from one of

these interactions is proportional to the energy of the impinging particle. Each PbWO4 crystal is

glued to a photodetector that collects the scintillation light by the attached crystal and outputs

an electric signal proportional to the amount of light collected. This signal can then be used to

measure the energy of electrons and photons.

The probability of material interactions occurring as well as the shape of the shower

varies amongst scintillating materials. Ultimately, PbWO4 was selected for its short radiation

7These crystals were grown in manufacturing plants in Russia and China and took roughly a decade to pro-
duce [81].
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length and small Molière radius [82], corresponding to a high probability of interactions and

showers localized mostly to a single crystal, respectively. The former property is most obviously

useful: a high probability of scintillation means electrons and photons are more efficiently

collected by the ECAL. The latter property, however, is also vital: localized showers are less

likely to overlap, so individual particles can be resolved.

(a) (b)

Figure 2.12. A photograph of the CMS electromagnetic calorimeter (ECAL) after half of the
modules had been installed (left), and a physicist posed with the lead tungstate scintillator
crystals used in the ECAL (right). Both photographs are from Ref. [83].

2.2.5 Hadronic calorimeter (HCAL)

The HCAL (Fig. 2.13a) is composed of interwoven layers of solid brass or steel plates and

plastic scintillator tiles [84]. When a hadron interacts with one of the brass and steel “absorber”

layers, a shower of secondary particles are created. The secondary particles pass through the

next scintillator layer, creating scintillation light, then proceed to the next absorber layer. In this

way, large cascading showers of secondary particles are produced according to the energy of the

impinging particle, where each scintillator layer gives some measurement, or “sample,” of the

original particle’s energy.

This kind of calorimeter, which has alternating absorber and scintillator layers, is called a

“sampling” calorimeter as opposed to a “homogeneous” calorimeter, wherein a single medium is

used to both create the shower and measure the energy. Sampling calorimeters are typically less
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costly and give some information on the shape of the shower, whereas homogeneous calorimeters

have superior energy resolution. However, a homogeneous hadronic calorimeter would need to be

infeasibly large in order to fully contain a hadronic shower [85]. It is particularly critical that the

HCAL be compact for CMS, as every increase in size of the inner layers results in large increases

in volume of the solenoid and muon chambers, resulting in enormous increases in energy and

material costs. Due to these space constraints, an additional layer of the HCAL needed to be

placed outside of the magnet in order to measure, and absorb, anything that made it past the

bulk of the HCAL. In fact, the HCAL was already projected to be too costly due to the sheer

amount of high-quality brass needed to create the absorber plates. To save on costs, the Russian

Navy was convinced to recycle over one million World War II artillery shells (Fig. 2.13b), which

were designed to withstand a large amount of stress (read: explosions) and years at sea, for the

cause [86].

Figure 2.13. A photograph of the CMS hadronic calorimeter (HCAL) in front of the magnet and
muon chambers before the detector was installed in the experiment cavern (left), from Ref. [87],
and workers in Mormansk sitting on the decommissioned World War II artillery shell casings
used to supply the brass for the HCAL (right), from Ref. [88].

2.2.6 Muon chambers

The CMS muon system (Fig. 2.14a) was originally composed of three different kinds

of detectors: drift tubes (DTs) in the barrel, cathode strip chambers (CSCs) in the endcaps, and

resistive plate chambers (RPCs) interwoven between the layers of DTs or CSCs. All of the
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different types of muon chambers operate on a similar principle: muons pass through a chamber

filled with gas, liberating electrons from the gas atoms; those electrons are then collected on

a conductive surface, resulting in an electric signal [89]. The DTs (Fig. 2.15) and CSCs are

assembled into multiple layers that serve as an enormous outer tracker (Fig. 2.14b) exclusively for

muons. DT and CSC modules also both have multiple inner layers in order to give a measurement

of a muon’s outer track accurate enough to be matched to its inner track in the silicon tracker.

The RPCs, meanwhile, are designed to give a much faster, if less accurate, measurement of each

muon’s momentum. Because the presence of muons indicates potentially interesting physics

(most collisions at the LHC simply produces low-energy quarks), a signal in the RPC can be

used to determine whether a pp collision should be recorded. Moreover, the time resolution (2

ns) of the RPCs makes this information available well before the next pp collision.

(a) (b)

Figure 2.14. The cross-section of CMS in the r-z plane (left), from Ref. [90], and r-φ plane
(right), from Ref. [91]. In the r-z plane, the DTs, CSCs, and RPCs are drawn in light green,
dark green, and blue, respectively, showing the layout of the muon system as well as the other
subdetectors. In the r-φ plane, the muon “stations” in the barrel are depicted with the DT
internals exposed for stations with a throughgoing muon, showing the activation of the individual
DT cells (blue) as well as the activation of a section of the RPC (red).
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(a) (b)

Figure 2.15. A photograph of a section of the barrel muon chambers (drift tubes) before they
were installed (left), from Ref. [92], and a diagram of a drift tube muon detector (right), from
Ref. [93].

2.2.7 Trigger system

If every bunch crossing was recorded, with one bunch crossing every 25 ns (40 MHz),

the CMS Experiment would record data at an intractable rate:

40 MHz×0.75 megabytes per event = 30 terabytes per second (2.2)

Within 24 hours, CMS alone would produce over 2 exabytes of data—within a week, CMS

could thus easily overwhelm CERN’s storage capacity. However, pp collisions rarely produce

something worth studying like a Higgs boson, vector boson (W or Z), or something new, and

anything new had better be rare, else we should have seen it already. We can therefore discard

most pp collisions, making the continued operation of CMS sustainable.

The CMS Experiment has a two-stage trigger system for identifying interesting events.

The first stage, called the “Level 1” (L1) trigger, takes raw data from the calorimeters and muon

chambers and makes a decision on whether to keep or discard the event. It is implemented with

dedicated hardware, so it can run synchronously with the pp collisions. Although it can only

make very simple decisions, the L1 trigger reduces the output of CMS from 40 million events

per second down to 100 000 by discarding events that are obviously uninteresting. The second
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stage, called the “high level” trigger (HLT), relies on high-throughput software (written in C++),

rather than specialized hardware, to reduce the event rate from 100 000 events per second to 1000

events per second. The HLT is designed to ingest more sophisticated input and thus make more

precise decisions. In particular, events are processed along trigger “paths,” representing different

sets of selections. Passing events are then sorted and written to disk for further processing.

2.3 The high luminosity era

There are three primary knobs to turn at the LHC: what things are being collided, what

energy they are collided at, and how many of them are collided at once (the instantaneous

luminosity). Since most of the experiments serviced by the LHC were designed for pp collisions,

and because the LHC is designed for at most
√

s = 14TeV, the final era of LHC physics will

see a massive increase in luminosity. That is, at the “high luminosity” LHC (HL-LHC), there

will be 100–200 concurrent pp collisions per bunch crossing (Fig. 2.16b), corresponding to an

increase by a factor of 5–7.5. More collisions mean more opportunities for interesting physics.

For example, in 2017, the LHC produced 3 million Higgs bosons per year, whereas the HL-LHC

will produce over 15 million per year [94].

(a) (b)

Figure 2.16. A collision event with 30 reconstructed vertices amidst high pileup conditions for
Run 2 recorded at CMS in 2016 (a) is shown next to an event with 86 reconstructed vertices
amidst HL-LHC-like pileup recorded at CMS in the same year (b), from Refs. [95, 96]. The dots
are reconstructed vertices and the thin lines are the reconstructed particle tracks.

Significant modifications to the LHC as well as its experiments are needed to enable
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HL-LHC operations. The CMS Experiment, in particular, will receive several upgrades:

• Enhanced silicon tracker [97]: The tracking modules in the outer tracker will be replaced

with bilayer modules that give an approximation of a throughgoing particle’s pT. These

modules will give the L1 trigger new information, as well as provide an opportunity for an

entirely new paradigm for offline track reconstruction (Ch. 6).

• Timing detector [98]: A new detector will be added between the tracker and ECAL that

provides a precise measurement of when each particle passed through it. This effectively

adds another dimension (time) to particle identification, allowing for greater mitigation of

pileup.

• High granularity calorimeter [99, 100]: The forward sections of the ECAL and HCAL

will be entirely replaced with a new calorimeter that incorporates layers of silicon detectors.

This will give timing information for PU mitigation, higher resolution, and more.

The muon chambers and trigger system will also see significant upgrades, along with a major

overhaul of much of the less glorious hardware.
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Chapter 3

Studying the Higgs boson through vector
boson scattering at CMS

It’s very nice to be right sometimes.
(Peter Higgs, Edinburgh University press conference, 2012)

3.1 New physics and the Higgs boson

Chapters 4 and 5 cover two distinct analyses of CMS data—hereafter, we will use the

word “analysis” as a shorthand for any publishable study of CMS data. Both chapters report

precision measurements of the Higgs boson as an exciting handle for discovery via similar

physics processes. As such, in this chapter, we will introduce common strategies, terminology,

and techniques used in both analyses. Then, in the following chapters, we will narrow in on

specifics.

The stage is set: over a century of particle physics has yielded a beautiful theory of almost

everything, the Standard Model, and a grand coalition of nations has built the largest and most

complex scientific instrument in human history, the LHC, to test it. The most recent act in this

drama concluded in 2012, when the Higgs boson was discovered at CMS and ATLAS [24, 23].

In the years following its discovery, the LHC experiments have measured many of its properties

to great precision and found no significant deviations from SM predictions [102, 103]. However,

there are many features yet to be measured precisely. This implies that studies of the Higgs boson
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have incredible potential for discovery: a better understanding of the Higgs boson immediately

yields a better understanding of the origin, operation, and continued existence of the entire

universe. Moreover, the Higgs boson can uniquely interact with all known matter, so by

producing many Higgs bosons in the lab, we may be able to access physics beyond the Standard

Model (BSM).

There are many educated guesses, called theories, as to the mysterious nature of the

Higgs boson. Some guess at the existence of yet-undiscovered particles that also interact with the

Higgs boson1, and experimentalists can search for their existence directly: either by looking for

the SM particles that they might decay into, or by checking for what is missing after everything

is else accounted for. Experimentalists can also search for new physics indirectly by making

precise measurements of SM predictions: any significant deviation from the prediction would

poke another hole in the Standard Model or even confirm a prediction of a new theory. The

physics analyses described in this document both follow the latter strategy.

3.1.1 The κ-framework

One commonly used framework used to quantify deviations from the SM is the so-called

κ-framework [104], which defines modifiers κX to the Higgs boson couplings to any particle X :

κX =
modified coupling value

SM coupling value
. (3.1)

While there are myriad theoretical nuances to the statement above, it is sufficient to state the

obvious: κX = 1 represents the SM scenario and deviations from 1 represent BSM scenarios.

The κ-framework is not the only framework used to understand and quantify modifications to

the SM, however, with the most notable alternative being Effective Field Theory [105, 106].

1This is well-motivated: dark matter is known to have mass, and it may have obtained that mass through the
Higgs mechanism.
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3.2 Producing Higgs bosons with vector boson scattering

The dominant Higgs boson production mechanism at the LHC is gluon-gluon fusion

through a top quark loop. Through these processes, the Higgs boson was discovered and many of

its branching ratios and couplings have been measured precisely. However, additional production

mechanisms can yield unique insights. Enter vector boson scattering2 (VBS), where two quarks

scatter off of each other by the exchange of vector bosons (V = W or Z), as shown in Fig. 3.1.

This exchange can, in turn, produce a variety of physics, most notably the production of at least

one Higgs boson. This process also has two important features. First, it has a unique signature:

the two scattered quarks fly out of the collision back-to-back, typically in the forward regions

of the detector (Fig. 3.6), with large energies. Second, but equally important, modifications to

the Higgs couplings induce effects that grow with energy [108]—at the LHC, where energy is

plentiful, this makes BSM scenarios easier to spot.

Figure 3.1. The leading-order Feynman diagram for VBS production of a Higgs boson and two
vector bosons. This can occur in several ways, represented by a circle in the middle obscuring
the vertices involved (“here be dragons”). Inspired by Ref. [109].

2Although VBS specifically implies the production of two vector bosons, while vector boson fusion (VBF)
implies the production of a single Higgs or vector boson [107], the names VBS and VBF are used interchangeably;
since we are interested in the production of a Higgs boson and one or two vector bosons, the naming is anyway
ambiguous.
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VBS provides a unique way of producing Higgs bosons, with an easily identifiable

signature, and there are myriad VBS processes involving a Higgs, each involving different

couplings. The rarer couplings are of particular interest, including the HHVV and HHH

couplings (Ch. 5). Also of interest are some of the more obscure properties of the Higgs

boson, like the relative sign between the HWW and HZZ couplings (Ch. 4). In all of these

measurements, if we confirm SM predictions, we exclude possible BSM directions, and if we

find a significant deviation from the SM, we will have opened an entirely new chapter of physics.

We begin by selecting the Feynman diagrams that involve the couplings of interest—here,

we focus on VBS processes. We call the selected processes our “signal.” For example, if we are

interested in HHVV, as in Ch. 5, our signal might be VBS production of a Higgs boson and two

vector bosons. We must then find our signal, which is often incredibly rare, amongst petabytes

of data recorded by CMS.

3.3 Choosing a final state

The final collection of particles that are actually recorded by CMS are called the “final

state.” As covered in Chapter 2, Section 2.2, CMS can record electrons, photons, hadrons, and

muons. Higgs bosons, vector bosons, gluons, and tau leptons decay to these particles. Therefore,

when we say we are looking for VBS production of a Higgs boson and two vector bosons, we are

really looking for two quarks (VBS) and the decay products of the bosons. Some final states are

preferable over others, however. For convenience, we often prefer to look for H → bb, since it

occurs 58% of the time—the next-largest “branching ratio” is H → W+W− at 21%. The choice

for the decay of the vector bosons is less clear. The leptonic decays (W → ℓν or Z → ℓ+ℓ−) are

more unique, but are rarer, with branching ratios of 33% and 10%, respectively. On the other

hand, the hadronic decays (W → qq at 67% and Z → qq at 70%) are more plentiful, but are

difficult to distinguish from far more abundant processes. The reconstruction of the final state

of each proton-proton collision, based on the electronic readout of CMS, is thus crucial for the
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entire physics operation at CMS—and any other experiment at the LHC. Importantly, many SM

particles decay to neutrinos, which pass through CMS completely undetected, and it is possible

that BSM particles are similarly missed, but the presence of these particles can be inferred if the

reconstruction is performed with high precision (see Section 3.4.3).

3.4 Reconstruction

The subdetectors that comprise CMS produce a set of electric signals digitized into

data that can be used as measurements of physical quantities. Moreover, when associated

to one another, these measurements can also be used to ascertain the identity of detectable

throughgoing particles (Fig. 3.2). This is done via a global “particle-flow” (PF) algorithm [110],

which combines the information from each of the CMS subdetectors to reconstruct all individual

particles in an event. Particles reconstructed by the PF algorithm are called PF “candidates” and

are used to build jets, which originate from hadrons, τ leptons, and in the computation of the

missing transverse momentum (pmiss
T ).

1m 2m 3m 4m 5m 6m 7m0m

2 T

4 T

Legend:
Electron
Charged hadron (e.g. Pion)

Muon

Photon
Neutral hadron (e.g. Neutron, K0)

Silicon
Tracker

Electromagnet
Calorimeter

Hadronic
Calorimeter

Superconducting
Solenoid Iron return yoke interspersed

with Muon Chambers

Y

X

Figure 3.2. A transverse slice of CMS, from Ref. [111], showing the signals left by different
kinds of particles in each subdetector.
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3.4.1 Jets

All hadrons leave a deposit in the HCAL, while charged hadrons also have a track that can

be associated to it, but these hits do not correspond to individual quarks—like the VBS quarks,

for example. Due to “color confinement,” quarks hadronize into “jets” of hadrons. This happens

in a cascade, where quarks beget quarks that beget more quarks and so on, until the jet impinges

on the calorimeters (Fig. 3.3). Fortunately, jets tend to be concentrated in relatively narrow cones,

meaning individual jets—and thus, individual quarks—can usually be distinguished from one

another. Jets are constructed using the anti-kT algorithm [112, 113], which clusters PF candidates

according to a configurable “distance parameter,” which determines the size of the jet cone. For

AK4 jets, the distance parameter is set to 0.4, corresponding to ∆R = 0.4, where

∆R =

√
(∆φ)2 +(∆η)2 (3.2)

and ∆φ and ∆η are the difference in azimuthal angle and pseudorapidity (defined in Appendix A)

between two vectors, respectively. There is also a collection of AK8 jets, which have the distance

parameter set to 0.8, for reconstructing merged jets.

Figure 3.3. Illustration of two quarks hadronizing into two distinct jets based on Figs. 8.1, 8.2,
and 8.3 in Ref. [3].
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Jets originating from b quarks

While the presence of quarks can be inferred from the presence of jets, the identity

(flavor) of each quark is less obvious. However, when b quarks hadronize, they produce a B

meson (Fig. 3.4a). The B meson lifetime is sufficiently long such that it passes the first few

layers of the tracker before decaying—only picoseconds after it was produced. When it decays,

it produces several quarks and, potentially, a lepton. This results in “displaced” tracks in the

tracker that point to a “secondary vertex” (Fig. 3.4b) as opposed to the “primary vertex,” or the

original pp collision. The presence of a secondary vertex within a jet therefore gives a unique

indication that it originated from a b quark (Fig. 3.4c). However, the reconstruction of that

secondary vertex is fundamentally made possible by the fact that the B meson is sufficiently more

massive than its decay products. If the B meson were much lighter, its decay products would be

more collimated, and the secondary vertex could therefore only be reconstructed if the tracker

were infinitely precise. Particle tracks are therefore vital for b-tagging, so b-tagged jets must be

within the tracker acceptance region (|η |< 2.5). For CMS analysis, a deep neural network called

DEEPJET was trained to use the presence of a secondary vertex, along with additional kinematic

information about the jet and its constituents, to “tag” jets as originating from a b quark [114].

(a) (b) (c)

Figure 3.4. A sketch of the hadronization of a b quark (left), the subsequent hadronization of the
produced B meson (center), and the identification of each jet (right). Based on Ref. [115].
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Merged jets originating from H → bb

In cases where a highly energetic particle decays to a pair of quarks, the resulting jets

overlap or are near enough to each other to be difficult to separate (Fig. 3.5). This presents a

unique signal: the two nearby jets can instead be found as a single, large-cone jet. That is, these

merged jets will appear in the AK8 jet collection. In the work presented in this dissertation, we

search for Higgs bosons decaying to bb at high energies, tagged as a single merged jet. This

is made possible by a graph neural network, called PARTICLENET, trained for CMS analysis

to identify the origins of merged jets based on the properties of its constituents, arranged in a

graph-like data structure according to their proximity to one another [116]. Similar to b-tagging,

merged jets considered for X → bb tagging, for instance, must be within the tracker acceptance

region. The merged jet with a mass similar to the Higgs boson, and the highest PARTICLENET

X → bb score is considered as the best Higgs boson candidate.

Figure 3.5. Illustration of a generic boson with a small, moderate, and large Lorentz boost,
respectively, decaying to two jets. As the boson receives a larger boost, its hadronic decay
products become increasingly collimated until they are reconstructed as a single merged jet.
Based on Ref. [117].

Jets originating from VBS quarks

The presence of VBS quarks is inferred from the presence of two jets that are back-to-

back (large |∆ηjj|) and have a large combined invariant mass (Mjj). In events where there are

more than two additional jets that do not overlap with the Higgs boson candidate jet, the two
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best VBS jet candidates must be selected. A unique VBS selection technique was derived for the

work presented in this dissertation: if all of the jets are in one hemisphere of η , then the two jets

with the largest momenta are selected; otherwise, the jet with the largest momentum in each η

hemisphere are selected.

Figure 3.6. Typical VBS jet Mjj and |∆ηjj| distributions (left) next to an event display for a
simulated VBS WH signal event in the r-z plane, with the VBS jets labeled (right). Mjj is the
invariant mass of the two VBS jets, and |∆ηjj| is the pseudorapidity (defined in Appendix A) gap
between them.

3.4.2 Leptons

For simplicity, when we consider “leptons,” we will exclusively mean those leptons that

are directly detected by CMS, namely electrons and muons. Electrons have a track in the silicon

tracker and leave a deposit in the ECAL. The tracks and ECAL deposit can be associated to one

another, distinguishing electrons from photons, which only leave a deposit in the ECAL. Muons

also have a track, but they fly past both calorimeters undetected and leave hits behind in the

muon chambers.

In the SM, the lepton family also includes tau leptons and neutrinos. Tau leptons decay

almost immediately to hadrons or to a tau neutrino and W boson. The latter decay is difficult to

reconstruct, because it is easily confused with a lone W boson. The hadronic decay, however,
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has a unique “multi-prong” structure, allowing it to be distinguished from other jets. Neutrinos,

meanwhile, pass through the entire detector, so their presence can only be inferred by first

accounting for everything else, then asking for what is missing.

3.4.3 Missing transverse momentum

Protons collide along the beamline with equal but opposite momenta, so the system has a

total momentum of zero. Because of the conservation of momentum, the sum of the momenta

of all produced particles must still be zero in the transverse plane. Importantly, the interacting

protons receive a random fraction of the proton’s overall momentum according to the parton

distribution function, so the initial momentum of the produced particles in the z-direction is not

known a priori. The picture in the transverse plane can meanwhile be visualized in the classical

world. The shrapnel from two colliding bullets, for instance, is thrown from the collision in a disk

such that the total momentum is conserved [118]. Therefore, if an invisible particle (a neutrino

or possibly something new) is produced, its momentum will not be recorded, and the visible pT

sum will thereby be non-zero. The “missing” pT required to conserve transverse momentum is

referred to as pmiss
T .

3.5 Identifying backgrounds

Of course, the observed final state is not unique. For example, if we were searching for

Z → ℓ+ℓ−, and thus asked for collision events with two leptons with opposite charge, we would

also get events where a W+ and W− were produced and both decayed leptonically. We could

also pick up events where W and Z boson were produced, and both decayed leptonically, but the

lepton from the W was not recorded by CMS. These processes that produce the same final state,

but are not the signal, are referred to as “backgrounds.”

One common background for VBS Higgs boson analyses is tt production. Both top

quarks decay to a W boson and b quark. With either the hadronic or leptonic decay of the W

bosons, and the two genuine b jets, there is a large potential for trickery. For example, the W
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boson could decay to two quarks that overlap with each other and one of the b jets, resulting in a

jet with a large invariant mass and displaced tracks that could be mistaken for a H → bb jet (e.g.

Fig. 3.7). Backgrounds including genuine VBS jets or a genuine Higgs boson are typically much

rarer than a more populous background like tt generating a fake signature.

Figure 3.7. Event display for a simulated VBS WH signal event (left) and tt event (right). Both
events contain two forward jets, a single muon, and two b jets.

3.6 Simulation

Some experiments can control when interesting data is being recorded, so background

noise can be directly measured by simply turning the source of interesting data off, but leaving

the experiment on. The CMS Experiment does not have this luxury: interesting collision events

are buried amidst billions of uninteresting ones—the L1 trigger and HLT only make very general

selections. Moreover, as covered in the previous section, the signal final state is not unique, so

although the PF algorithm is capable of reconstructing each particle produced in a proton-proton

collision, we must carefully examine those produced by signal versus background such that we

may separate them in our analysis. This cannot be done easily using only data, since we do not

know a priori what really happened—we can only know what was produced. Instead, we use

Monte Carlo (MC) simulation software that “generates” proton-proton collisions, where we can
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specify exactly what physics processes occur [119].

Figure 3.8. Detailed diagram of the generation of a single pp → tt+H event, based on Ref. [120],
starting from hard scattering (circled), to the decay of the top quark, anti-top quark, and Higgs
boson (black arrows and text), to the hadronization of the final state into jets (red triangles). Also
included are jets from final-state radiation, i.e. gluons radiated from the final state quarks, and
initial-state radiation, i.e. jets from the other constituents of the colliding protons.

Taking pp → tt +H as an example (Fig. 3.8), the first step of generating simulated

collision events is to calculate the kinematics (the energy and the momentum vector) for the top

quark, anti-top quark, and Higgs boson. This is often done with the MADGRAPH5 aMC@NLO

“matrix-element” generator [121], which finds the relevant Feynman diagrams, including very rare

ones, and randomly generates different realizations of the final state based on an approximation of

the underlying theory. Better accuracy comes from including more Feynman diagrams and a more

fine-grained approximation of QFT at the cost of computational complexity. Next, a “general-

purpose” generator (e.g. PYTHIA or POWHEG [122, 123, 124]) takes the event generated by the
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previous step3 and promotes it to something closer to what we would observe in nature. That is,

it generates the particles that actually impinge onto our detector, including an approximation of

the hadronization of quarks and gluons into jets. The output of this step is then interfaced with a

highly detailed GEANT4 simulation [125] of the CMS Experiment—from material interactions,

to the digitization of the electrical signals from the subdetectors, to the decisions of the L1

trigger and HLT. The result is a sample of simulated data that is a very close match to the signals

produced by CMS for pp → tt +H.

Because it is simulated all of the way to the trigger decisions, the simulation can be

passed through the PF algorithm and all other data post-processing steps performed on data

(Fig. 3.9). This results in samples of simulated data that appear effectively identical to real

collision data, except with some truth-level information available for further study. Analyzers

can then use these simulated samples to optimize their analysis for preferring signal processes

over background processes.

Figure 3.9. Diagram of the CMS collision data and simulation processing workflow, from [126],
for generating MC simulation showing the post-processing steps that are shared between MC
simulation and real collision data.

3Notably, general-purpose generators are also capable of doing the first step.
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3.7 Event selection

In order to isolate the signal, we must place a set of selections on our data that prefer

events that look like signal. We do this in a particular order, however, because of the sheer size

of our data: over the course of Run 2, the CMS Experiment collected over 200 PB of data!

This data is processed and re-processed into more and more condensed descriptions of the same

recorded events—the simulation is identically re-processed—but even at the smallest so-called

“data tier”, there is 200 TB of data and 900 TB of simulation (Fig. 3.10). Starting with triggers,

progressively strict selections are placed that are optimized to prefer events that contain our

signal. This process, orchestrated across 170 computing clusters in over 40 countries [127] (i.e.

1000s of distributed CPUs), reduces 1.1 PB of data down to a few histograms.

We first select the HLT paths most relevant to the chosen final state. For example, if the

final state includes one lepton—say, from the leptonic decay of a W boson—then then we would

select the single-lepton HLT paths. This isolates a portion of the petabytes of CMS data that are

relevant for analysis. The HLT paths are also implemented in the simulation, so we will require

that simulated events pass the same HLT paths as the data.

Next, a series of selections are placed on the events passing the HLTs in order to narrow

in on a set of events most relevant for analysis. For VBS Higgs boson analyses, these will select

for at least two jets that look like VBS jets, and H → bb reconstructed as one merged jet or two

separate jets. These selections are referred to as the “Preselection” in this dissertation.

The final set of selections are optimized using events that pass the Preselection. In the

simplest analyses, like that presented in Chapter 4, these selections will be on properties of

each particle in the signal final state. Other analyses, like that presented in Chapter 5, use these

variables as input to a machine learning algorithm trained to select signal events. Ultimately, we

select a final set of events that comprise the so-called “signal region” (Fig. 3.11). We will compare

the number of actual collision events that enter this region to the number of events predicted by

simulation. However, we must first derive the best possible estimate of the background in this
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Figure 3.10. Diagram of the evolution of CMS data from collection (top) to post-processing
into the data used in analysis (bottom). The 30 TB/s of data that are produced by the 40 MHz
proton-proton collisions is reduced to 6 GB/s by the trigger system, which discards uninteresting
events. Over the course of Run 2, this yielded over 200 PB of recorded data that was then
processed into different data “tiers” for further analysis.

region and compute all relevant systematic uncertainties.

3.8 Background estimation

Although the predicted number of background events in the signal region can be taken

directly from the simulation, the simulation is not perfect. Instead, there is a strategy—the

famous “ABCD” method—in which only real data is used. The ABCD method entirely relies on

there being two variables used to define the signal region that are decorrelated. For example, an

analysis may have variables x and y, where most of the signal has x > 4 and y > 200, whereas the

background is concentrated near small values of x and y (Fig. 3.12). In this case, if x and y are
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Figure 3.11. Diagram of the data processing workflow for a typical measurement with CMS
data. Starting from NanoAOD (200 PB of real collision data, 900 PB of simulation), “skimming”
jobs are distributed across thousands of GPUs, each taking a few NanoAOD files (around 1 GB
each) and removing all of the unnecessary information. Then, progressively strict selections are
placed until the signal region is reached, wherein the measurement will be made.

decorrelated, then for any value of x, the distribution of the background in y will be the same and

vice versa. Provided that this is true, we can look at real collision events with x ≤ 4 and calculate

f =
N events with y > 200 and x ≤ 4
N events with y ≤ 200 and x ≤ 4

(3.3)

The distribution of y, and thereby the fraction f , should be identical to that for events with x > 4,

since x and y are decorrelated, i.e.

f ′ =
N events with y > 200 and x > 4
N events with y ≤ 200 and x > 4

(3.4)

f ′ ≈ f (3.5)

Therefore, we can take the number of events with x > 4 and y ≤ 200 and multiply it by f to get

the number of events we expect to have x > 4 and y > 200, i.e.

(
N events with

y > 200 and x > 4

)
≈
(

N events with
y ≤ 200 and x > 4

)
× N events with y > 200 and x ≤ 4

N events with y ≤ 200 and x ≤ 4
(3.6)
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For brevity, let A, B, C, and D, be the number of events with y > 200 and x > 4, y ≤ 200 and

x > 4, y > 200 and x ≤ 4, and y ≤ 200 and x ≤ 4, respectively. Then, the equation above becomes

A ≈ B× C
D

(3.7)

By estimating the background yield in the signal region in this way, we rely entirely on nature,

which has no associated systematic uncertainties.

Figure 3.12. A generic ABCD configuration where selections on the statistically independent
quantities x and y are used to form the signal region (region A) and three “control” regions
(regions B, C, and D) used to estimate the background (black dots) in the signal region. In the
toy example shown, the method closes exactly: B×C/D = 10×6/15 = 4.

3.9 Systematic uncertainties

Since the background estimation strategy is data-driven, the systematic uncertainties on

the simulation, which are numerous, only need to be evaluated for the signal yield. Systematic

uncertainties in CMS statistical analysis come in two flavors: theoretical and experimental

uncertainties. Sources of experimental uncertainty include the efficiency of the HLT, lepton

identification, and b tagging as well as the scale and resolution of the jet energies. For each of

these sources, a correction has been derived to make simulation behave more like data. The

HLT efficiency, for example, can be directly compared to data; 90% pass in simulation, versus
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95% in data, then each passing event can be considered instead as 1.056 events, forcing the

overall yields to match. Then, the associated experimental uncertainty is quantified by taking the

correction, varying it up and down by one standard deviation4, and assessing the impact on the

final measurement. Theoretical uncertainties, meanwhile, are quantified by varying parameters

of the simulation up and down and assessing the impact on the final measurement.

3.10 Statistical interpretation

The analyses presented in this dissertation are counting experiments. That is, for the final

result, we take the expected signal yield Asignal and predicted background yield Apred
data in the signal

region and compare them to the yield of real collision events Adata. Intuitively, if Adata = Apred
data ,

then our signal most likely does not exist in nature; conversely, if Adata = Asignal +Apred
data , then

we have just confirmed that our signal does exist. But what can we say if Adata is somewhere

between Apred
data and Asignal +Apred

data ? We have also just enumerated through the many systematic

uncertainties on Asignal and Apred
data that affect our ability to make this comparison exactly. For

example, Apred
data may have, by chance, fluctuated upward by just enough to make it seem as though

our signal exists—or worse, it may have fluctuated downward and made us think our signal is

not real. Using statistics, we can make a more precise statement about our measurement, taking

all of the uncertainties into account.

3.10.1 Probability and likelihood

The probability that we observe n events in our signal region given the expected yield λ

follows Poisson statistics:

P(n|λ ) = λ
ne−λ

n!
(3.8)

In our analysis, λ = µs+b, or some fixed number µ times the signal yield s plus the background

yield b. The number µ is called the “signal strength” because µs represents different scenarios:

4This uncertainty is derived differently for each correction.
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e.g. the signal does not exist (µ = 0), the signal does exist (µ = 1), the signal is 50% smaller

than our model expected (µ = 0.5), and so on. Revising our equation, we obtain

P(n|µ,s,b) = (µs+b)ne−(µs+b)

n!
(3.9)

We need a slightly different formulation, however, because we have already observed n events.

That is, we already know the outcome of our experiment, and we are trying to explain that

outcome based on the parameters of the underlying statistical model—Poisson statistics in this

case. In other words, we need the probability that the signal strength is some number µ , given

the yields n, s, and b. We call this the likelihood L, or

L(µ) =
(µs+b)ne−(µs+b)

n!
(3.10)

Importantly, P and L are related, and thus superficially similar, but they are distinct quantities

(Fig. 3.13).

Figure 3.13. The probability for different values of µ (left) and the likelihood for n = 1 (right),
showing how L(µ)|n=1 is given by computing P(1|µ).

3.10.2 Maximum likelihood estimate

Our task can now be expressed in the proper language of statistics: determine the most

probable value of µ given n, s, and b by calculating the maximum of the likelihood L(µ).
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Fortunately, this is basic calculus: take the derivative of L with respect to µ , set it equal to zero,

and solve. For simplicity, we will instead consider q(µ) =−2lnL(µ):

q(µ) =−2[n ln(µs+b)− (µs+b)− ln(n!)]

∂q
∂ µ

= 1− n
µs+b

where
∂q
∂ µ

∣∣∣∣
µ=µ̂

≡ 0

0 = 1− n
µ̂s+b

µ̂ =
n−b

s
(3.11)

In our simple setup, this is rather intuitive: plugging µ̂ into µs+b gives n exactly. We can now

easily compute µ̂ for a given value of n, s, and b, but we must also declare how confident we are

in our measurement.

Assuming the likelihood is approximately Gaussian5 with an amplitude N and standard

deviation of σµ—which is true for large n (Fig. 3.14)—we can express L(µ) as

L(µ)≈ N e
−(µ−µ̂)

2

−2σ
2
µ (3.12)

For convenience, we again consider a more useful quantity q(µ):

q(µ) =−2ln
L(µ)
L(µ̂)

=

(
µ − µ̂

σµ

)2

(3.13)

where
√

q(µ) can be interpreted as the number of standard deviations away µ is from µ̂ . In

other words, for a given value of µ̂ , we can now express the range of possible values of µ within

1, 2, or more standard deviations (Fig. 3.15)—this is called a confidence interval. If, for example,

we had 413 expected signal events, 128 predicted background events, and observed 550 real

events, then we could say that the signal strength was measured to be within the 95% confidence

5For non-physicists, this is referring to a normal distribution or bell curve.
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interval [0.88,1.10].

Figure 3.14. The likelihood with the Gaussian approximation of the likelihood overlaid for
different values of n, showing poor agreement for small n (left), decent agreement for n = 56,
and good agreement for n = 550.

So far, we have not considered the uncertainty in s or b, which are critical to the accuracy

of our confidence interval. Focusing on the signal yield, we can decompose s into multiple

components:

s =
( detector

acceptance︸ ︷︷ ︸
A

)
×
( detection

efficiency︸ ︷︷ ︸
ε

)
×
( integrated

luminosity︸ ︷︷ ︸
L

)
×
( cross

section︸ ︷︷ ︸
σ

)
(3.14)

At CMS, we are able to measure the integrated luminosity for all of Run 2 with an uncertainty

of around 1.6%. If we wanted to include this uncertainty in our statistical analysis, we could

rewrite the luminosity term L

s = AεL0(1+1.016)η
σ (3.15)

where L0 is the measured value of the integrated luminosity and η is typically a Gaussian-

distributed number between 0 and 1. Before we compute our confidence interval, we must find

some η̂(µ) that minimizes q(µ,ν(µ)). For each systematic uncertainty in our analysis, we add

another “nuisance parameter” that must first be minimized before the final result is produced. In

this dissertation, this operation—along with the maximum likelihood estimation—is performed

by the COMBINE tool [128].
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Figure 3.15. The likelihood (left) and confidence interval (right) plotted for two different
scenarios: n ≈ s, or the signal exists, (top) and n ≈ b, or the signal does not exist (bottom). In the
first scenario, the signal strength is measured to be within [0.88,1.10] at the 95% CL, whereas in
the other scenario, it is measured to be within [0,0.06] at the 95% CL.
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Chapter 4

Determination of λWZ through VBS WH
production

4.1 Looking for a sign

Before this work was published, the CMS Collaboration had measured the magnitudes

of the HWW (κW) and HZZ (κZ) couplings to be |κW|= 1.02+0.11
−0.10 and |κZ|= 1.04+0.07

−0.07, show-

ing precise agreement with the SM values [102]—with similarly strong constraints from AT-

LAS [103]. The sign of either coupling, however, had not yet been well-determined. The relative

sign between κW and κZ , which was of particular interest, can be expressed more compactly as

the ratio between the two couplings:

λWZ =
κW

κZ
. (4.1)

The Standard Model requires λWZ = 1 in order to preserve the “custodial” symmetry. Meanwhile,

certain BSM theories require λWZ to be negative [129], including models with higher isospin

representations [130] like the Georgi-Machacek model [131]. Therefore, in the absence of a

significant experimental measurement of the sign of λWZ , a crucial element of the SM had not

been confirmed, and a potential signature of BSM physics was left unexplored.
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4.2 The signal

The precise determinations of the magnitudes of κW and κZ [102] were obtained in

studies of processes that are predominantly quadratic in κV—that is, κW or κZ enter the Feynman

diagram twice. While there were some with a linear dependence, they did not give a strong

exclusion of opposite-sign scenarios [132]—in fact they slightly preferred the λWZ < 0 scenario.

A promising channel to directly probe λWZ at the LHC is the production of VH via vector-boson

scattering (VBS) [133], shown (at leading order) in Fig. 4.1. Such a channel is sensitive to the

relative sign of κW and κZ since the cross-section σ has an interference term that is linear in

both κW and κZ [133]:

σ ∝ |M |2 = κ
2
W|MW |2 +κWκZM 2

WZ +κ
2
Z |MZ|

2 (4.2)

where the matrix elements for the contributions from the HWW couplings, HZZ couplings, and

interference term are denoted as MW , MW , and MWZ , respectively. Therefore, this channel

provides the opportunity to determine the sign of λWZ .
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Figure 4.1. Leading-order Feynman diagrams for VBS production of a W and Higgs boson,
where the W decays leptonically and the Higgs decays to b quarks. The Higgs coupling to W
bosons κW and Z bosons κZ is denoted by a red circle (●).

4.2.1 Signal characteristics

A specific final state is intentionally selected for its uniqueness—making the signal easier

to find amidst the haystack. First, leptons are preferred in the final state over jets, due to the
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sheer size of the “QCD multijet” background, the most populous physics process produced at

the LHC where the interactions between the quarks and gluons in the colliding protons simply

produce more quarks and gluons. Then, W → ℓν is preferred over Z → ℓℓ, since there are fewer

backgrounds with only one lepton in the final state. Finally, H → bb has the largest branching

ratio, and it can be identified using the latest advances in artificial intelligence.

While there are a few, quite large background processes can produce the target final state,

the Monte Carlo (MC) simulation of the signal reveals additional boons. The final state particles

receive a significant boost for negative λWZ scenarios (Fig. 4.2). In our preferred final state, this

will give a lepton with large pT, some additional Emiss
T from the neutrino, and two overlapping

b-jets reconstructed as a single merged jet. This can be quantified in a single variable by simply

summing the pT of each final-state particle other than the VBS jets:

ST = pT(W → ℓν)+ pT(H → bb) = pT(ℓ)+ pmiss
T + pT(AK8 jet) (4.3)

The cross-section of the signal process increases almost quadratically as κW or κZ deviate from

the SM value (Fig. 4.3), so there are simply more signal events in BSM scenarios. Importantly,

the cross-section and Lorentz boost are the same for κW =−1, κZ = 1 and κW = 1, κZ =−1.

The analysis was optimized for the latter case.

The VBS jets also provide a distinct kinematic signature (Fig. 4.4), namely two nearly

back-to-back jets—i.e. a large absolute difference in pseudorapidity |∆ηjj|—with a large com-

bined invariant mass Mjj. In particular, the background processes fall off exponentially in Mjj

whereas the signal process is more flatly distributed. Combined with the fact that the signal has

a distinctly larger average value of |∆ηjj| than background, these VBS characteristics form a

strong handle for distinguishing signal from background.
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Figure 4.2. Distribution of ST plotted at the generator level for κZ = +1, demonstrating the
Lorentz boost in the final state due to modifications to λWZ . Importantly, the distributions look
identical for the case where κW =+1 and κZ is similarly varied.

4.3 The backgrounds

In general, background processes for this analysis need a fake1 H → bb merged jet,

two fake1 VBS jets, one lepton, and some Emiss
T . The leading background process for this

analysis is tt production, wherein a top and antitop quark are produced and both decay to a

bottom quark and W boson. One of the W bosons can decay to a real lepton and neutrino, and

the fake VBS jets and H → bb merged jet can come from some combination of the b quarks,

quarks from one of the W bosons decaying hadronically, and possibly an extra gluon radiated by

one of the incoming quarks (Fig. 4.5a). One of the incoming quarks can also radiate a W or Z

boson (Fig. 4.5b), which presents additional opportunities for trickery. The largest sub-leading

background comes from W+jets (Fig. 4.5c), where a W boson is produced along with some

number of quarks or gluons, and single-top production (Fig. 4.5d), where only one top quark is

produced. In W+jets, the W can give a real lepton and neutrino, while the additional jets cover

1In principle, a background process could have a real Higgs boson with large pT decay to bb or two real
VBS jets, however SM processes with these kinds of signatures are so rare that they do not represent a significant
background for this analysis.
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Figure 4.3. The signal cross-section plotted as a function of enhancements to κW , keeping
κZ = +1 (left) and to κZ , keeping κW = +1 (right). The black points are taken from MAD-
GRAPH5 aMC@NLO, and the blue curve is the best fit of a 2nd order polynomial to those points.

the fake VBS and H → bb signature. In single-top production, the top quark again decays to a

W boson and b quark, so it can produce a signal-like final state much like tt.

4.4 Event selection

4.4.1 Triggers and preselection

The single lepton in our signal final state gives a clean signature on which to trigger, so

the aptly named “single lepton” triggers are applied and the “single lepton” datasets are used.

These triggers are nearly 100% efficient for signal events because the lepton in the BSM final

state is expected to have high pT. A number of additional event-level filters are applied to remove

detector noise and unphysical events [134].

Then, a loose selection, referred to as the “Preselection,” is applied to select the final

state of interest. First, a loose selection is made on the combined VBS jet invariant mass:

Mjj > 500GeV. Next, the PARTICLENET X → bb score of the H → bb fat jet candidate is

required to be greater than 0.3. The event is also required to have no AK4 jets passing the
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Figure 4.4. Event display for a simulated VBS WH event in the r-φ plane (left) and r-z plane
(right), with the final-state particles (thick red lines) labeled. Two VBS jets can be seen very near
to the beamline, going in either direction in z.

Medium DEEPJET working point. The event must furthermore have one and only one lepton

with pT > 40GeV that passes the Tight lepton ID. If there are any additional leptons that pass

the Veto lepton ID, the event is vetoed–these leptons are not required to pass the pT threshold.

Finally, the event must have ST > 800GeV (where ST is defined in Eq. 4.3).

4.4.2 Signal region

The signal region for this analysis is defined on top of the Preselection with similar, but

tighter selections. First, the ST threshold is increased to ST > 900GeV. Then, the selections on

the VBS jet variables are tightened to Mjj > 600GeV and |∆ηjj|> 4. Finally, the selections on

the H → bb fat jet candidate are made much more stringent, where the PARTICLENET X → bb

score is required to be greater than 0.9 and MSD is required to be less than 150GeV.

The background in this region is estimated using a data-driven technique, described in

the next section, that the signal region was specifically designed to enable. Looser cuts are

preferred in particular, as it was found that the variables used for the background estimation

become correlated in a more restricted phase space. Therefore, the signal region selections are

not optimized for maximal purity, though such a region can be formed.
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Figure 4.5. Feynman diagrams for the leading and subleading backgrounds in this analysis.
From top to bottom: tt production in the single-lepton final state with (a) an extra jet from a
gluon or (b) an extra vector boson (V = W or Z) radiated from one of the incoming partons;
W+jets production in the single-lepton final state (c); and the production of a single top quark
and W boson (d).

4.5 Background estimation

The background in the signal region is estimated using the “ABCD” method, where

region A is the signal region, and regions B, C, and D have the ∆ηjj requirement, the MSD

requirement, and both inverted, respectively (Fig. 4.9). First, let the background yield in regions

A, B, C, and D in Monte Carlo be defined as AMC, BMC, CMC, and DMC. Likewise, let the same

yields in data be defined as Adata, Bdata, Cdata, and Ddata. Under these definitions, the estimated

background yield in region A, referred to as Apred
data , can be computed with data as follows:

Apred
data = Bdata ×

Cdata
Ddata

(4.4)
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Figure 4.6. The VBS jet combined invariant mass Mjj (left) and absolute difference in pseudora-
pidity |∆ηjj| (right) plotted after applying the Preselection.

where the same can be done in MC, yielding Apred
MC . First, it can be seen in Fig. 4.11 that data

and MC agree reasonably well in regions A, B, and C. In addition, it has been verified that the

“transfer factor” that scales the actual yield in Region C to the estimated yield in region D is

consistent within statistical uncertainty across data and MC:

CMC
DMC

= 0.71±3.1%
Cdata
Ddata

= 0.71±11.0%

The closure of the ABCD method described here is tested by comparing Apred
MC to AMC. This

checks how closely the estimation in simulated events predicts the actual yield in simulation.

Apred
MC = BMC × CMC

DMC
= 129.7 AMC = 117

Comparing these two numbers, it is clear that the ABCD method for this analysis systematically

over-predicts the background yield in the signal region. The difference between the predicted

and actual yield in MC is therefore taken as the baseline systematic uncertainty of 11.3% on this

method. However, the background composition is not consistent between the ABCD regions,
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Figure 4.7. The variable ST = pT(H)+ pT(ℓ)+ pmiss
T plotted after applying the Preselection.

and it is furthermore not known to high precision. The baseline systematic must be extended to

cover the uncertainty in the background composition. In order to quantify this uncertainty, the

yields for each of the next-to-leading backgrounds are varied within their respective statistical

uncertainties, representing scenarios in which the contributions from each background are larger

or smaller, and the closure of the method is recalculated. Based on how the closure varies for

each scenario, a final systematic uncertainty of 13% is selected to cover the uncertainty in the

background composition. Thus, the systematic and statistical uncertainties εsyst and εstat are

εsyst ≈ 13%

εstat =

√
Bdata

Bdata
⊕

√
Cdata

Cdata
⊕

√
Ddata

Ddata
≈ 13.4%

and the estimated background yield in the signal region is therefore given by

Apred
data = 120±16.1±15.3
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Figure 4.8. The H → bb fat jet candidate soft drop mass (left) and PARTICLENET X → bb score
(right) plotted after applying the Preselection.

However, it can be seen in Fig. 4.10a that the ABCD variables ∆ηjj and MSD are correlated.

This correlation is not evident in MC closure because it happens to “cancel out,” leading to the

mild systematic over-prediction quantified above. To improve the reliability and accuracy of the

method, a correction is computed in MC and applied to the transfer factor Cdata/Ddata as follows:

Apred
data = Bdata ×

Cdata
Ddata

×
(

AMC
CMC/DMC

)

That is, the over-prediction of the ABCD method is measured in MC, i.e. the 13% computed

before, but it is now used to adjust the transfer factor Cdata/Ddata to account for the correlation

between MSD and ∆ηjj. Moreover, in the MSD ≥ 150GeV sideband, comparison between data

and MC shows that the correlation is well-modeled by MC (Fig. 4.10b), thus validating this

correction. This trivially makes the method close exactly in MC, but by applying it to ABCD in

data, the predicted background yield in the signal region is made more accurate, as the correlation

was previously biasing the result. Therefore, the final estimated background yield in the signal
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Figure 4.9. A sketch of regions A, B, C, and D used in the background estimation method.

region is given by

Apred
data = 108±14.4±13.8

where the systematic and statistical uncertainties are kept as 13% and 13.4% respectively.

4.6 Results

The background yield in the signal region estimated from data and the signal yield

predicted by Monte Carlo simulation are shown in Fig. 4.11 and tabulated in Table 4.1. Using

these yields, and a thorough accounting of systematic uncertainties, we perform a maximum-

likelihood fit [135] using the COMBINE statistical tool. Then, the exclusion significance and

confidence level (CL) are extracted following the procedure described in Section 3.2 of Ref. [136].

In particular, we exclude the scenario where λWZ =−1 with an observed (expected) significance

of 8.3σ (9.3σ ), and we exclude all λWZ < 0 scenarios that were allowed by previous limits well

beyond 5σ . These results are presented in Fig. 4.12a and 4.12b, respectively. This analysis,

therefore, strongly indicates that κW and κZ have the same sign, representing another success of

the Standard Model and the final determination of this property of the Higgs boson.
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Figure 4.10. A 2-dimensional histogram of the ABCD variables MSD and ∆ηjj with a profile of
MSD overlaid using only MC (left). The downward trend in the profile plot indicates that there is
a minor correlation between MSD and ∆ηjj. The profile is compared between data and MC (right),
and good agreement suggests that the correlation is at least well-modeled. This correlation can
thus be addressed with a correction derived from MC when applying the method in data, such
that the background yield in the signal region is more accurately predicted.
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Figure 4.11. The data and MC yields plotted in regions A, B, C, and D as a 1-dimensional
histogram. In region A, the signal region, the background yield estimated from data is plotted
instead of that predicted by MC. Overall, there is good agreement between data and MC in
regions B, C, and D, with the difference between data and MC never exceeding 2σ .

Table 4.1. Table of the signal region yields from signal MC, background estimated from data, and
observed data along with their respective statistical and systematic uncertainties. The systematic
uncertainty for the signal quoted here is the sum in quadrature of all of the independent systematic
uncertainties (percent errors) multiplied by the total yield. The observed yield is also tabulated.

Type Yield ± stat. ± syst.

Signal 366 ± 2.9 ± 68.1
Background 108 ± 14.4 ± 13.8

Observed 130
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Figure 4.12. The negative-log-likelihood plotted as a function of the signal strength (µ) for
λWZ =−1, with the 68% confidence interval labeled (a), and the exclusion significance plotted
as a function of κW and κZ with the previous best CMS limits plotted as white capped error bars
(b). It is clear from these two plots (a) the λWZ =−1 scenario is excluded beyond 5σ and (b)
opposite-sign scenarios (λWZ < 0) within previous CMS limits are also excluded beyond 5σ .
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Chapter 5

Measurement of κVV through VBS VVH
production

5.1 Chasing couplings

The precise determination of the Higgs boson couplings to other particles is essential

to establishing our understanding of the Higgs mechanism with empirical data. However, the

more exotic the coupling, the more rare it is in nature. Among these are the HHVV and HHH

couplings, whose modifiers are represented by κVV and κλ in the κ framework, respectively. At

the time of writing, the value of κVV has been constrained to [0.67,1.38] and the value of κλ

has been constrained to [−1.24,6.49] at the 95% CL [102]. Thus, compared to the κV coupling

modifiers, for example, the values of κVV and κλ are relatively less well-measured, providing an

exciting opportunity for advancing our understanding of the Higgs boson.

5.2 The signal

A less well-known process that includes κVV and κλ is the VBS production of HVV

(Fig. 5.1). While rare, the cross-section of VBS HVV production grows almost quadratically

with κVV (and more mildly for κλ ), and the Higgs boson and vector boson receive a characteristic

Lorentz boost for BSM values of either coupling modifier. This process has been proposed as a

promising channel through which κVV and κλ could be measured [108], further reducing their

73



respective confidence intervals. By branching fraction, the VBS HVV all-hadronic final state is

the most populous, although it has the largest background, followed by the single-lepton and

dilepton final states. This chapter focuses on the all-hadronic final state.
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Figure 5.1. Leading-order Feynman diagrams for VBS production of two vector bosons (V)
and one Higgs boson, where the vector bosons decay hadronically and the Higgs boson decays
specifically to b quarks. The HHVV coupling κVV is denoted by a blue circle (●), and the HHH
coupling κλ is denoted by a magenta circle (●).

5.2.1 Signal characteristics

The VBS quarks provide the usual signature: two nearly back-to-back VBS jets have

large |∆ηjj| and Mjj (Fig. 5.2). The boost from BSM values of κVV is also evident when the VVH

system is reconstructed as three AK8 jets (Fig. 5.3). Moreover, a graph neural network called

PARTICLENET can be used to classify each AK8 jet, with negligible misidentification for signal,

providing a strong handle for removing the dominant QCD background. The PARTICLENET

regressed mass MPNet is used to estimate the mass of each AK8 jet, as it has been shown to have

better resolution than the other methods, and the clear resonance peaks around the Higgs boson

and vector boson masses can be used to separate signal from background, which, in general,

does not have such resonances (Fig. 5.4).
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Figure 5.2. The invariant mass Mjj (left) and pseudorapidity separation ∆ηjj (right) of the VBS
jets plotted after the Preselection is applied. The main signal MC (κVV = 2) is plotted in red
alongside κVV = 1.5 and κVV = 1.3 for comparison.

5.3 The backgrounds

The main background in this analysis comes from QCD multijet production (Fig. 5.5a),

wherein the quarks and gluons in the colliding protons interact and produce more quarks and

gluons. This is the most common process at the LHC, and it dominates the background for

many analyses that target an all-hadronic final state. The largest sub-leading backgrounds are

tt production (Fig. 5.5b) and multi-boson production in all-hadronic final states. All of these

backgrounds simply produce many jets that can, by random chance, pass our H → bb selections,

or have genuine vector bosons that decay hadronically.

5.3.1 QCD PARTICLENET resampling

From Fig. 5.6, it is clear that the data and MC distributions for the PARTICLENET scores

used in this analysis do not fully agree. This is not an issue for the final result, as the background

estimation is fully data-driven. However, for training any classifier for this analysis, such as a

boosted decision tree (BDT) or deep neural network (DNN), better modeling would result in
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Figure 5.3. The pT of the H → bb (left), leading V → qq (center), and trailing V → qq (right)
AK8 jets plotted after the Preselection is applied. The main signal MC (κVV = 2) is plotted in
red alongside κVV = 1.5 and κVV = 1.3 for comparison.
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Figure 5.4. The PARTICLENET regressed masses MPNet of the H → bb (left), leading V → qq
(center), and trailing V → qq (right) AK8 jets plotted after the Preselection is applied. The main
signal MC (κVV = 2) is plotted in red alongside κVV = 1.5 and κVV = 1.3 for comparison.

more events passing the Preselection, and therefore being available for training.

To address this, the following resampling procedure is used to correct the PARTICLENET

score shape for QCD MC. Only the scores for the QCD jets undergo this procedure, and the

rest of the minor backgrounds are subtracted from the data distributions used for the resampling.

First, the following assumptions are made:

1. A mass-decorrelated PARTICLENET score for a given AK8 jet should be fundamentally

described by a probability density function P , namely PX→bb and PXW→qq for the
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Figure 5.5. Feynman diagram for QCD multijet production (left) and tt production in the
all-hadronic final state (right), the leading and subleading backgrounds, respectively, for the VBS
VVH all-hadronic analysis.
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Figure 5.6. The PARTICLENET scores for the H → bb (left), leading V → qq (center), and
trailing V → qq (right) AK8 jets plotted after the analysis objects are selected. The main signal
MC (κVV = 2) is plotted in red alongside κVV = 1.5 and κVV = 1.3 for comparison.

PARTICLENET X → bb and XW → qq scores, respectively.

2. P should be the same regardless of how many AK8 jets are in the event.

3. The PARTICLENET score is not correlated to the jet kinematic properties used later in the

analysis.

Assumption 1 is the common statistical interpretation of a histogram; that is, P can be approxi-

mated by histogramming the PARTICLENET score for every AK8 jet in an event and normalizing

it to unity. Assumption 2 is less trivial. In our case, we need to verify that events with 3 AK8 jets

to contain the same kinds of AK8 jets as an event with 2 AK8 jets. This is not guaranteed, as
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events with different AK8 jet multiplicity may involve different physics. For QCD events in this

analysis, however, it can be seen in Fig. 5.7 that Assumption 2 holds, as the PDFs in 3 AK8 jet

events approximately match the 2 AK8 jet events in data (with non-QCD events taken from MC

subtracted out). Therefore, the properly binned P derived in data for 2-AK8-jet events can be

sampled to replace the PARTICLENET scores in 3-AK8-jet events. In order to account for the

correlation in this resampling, we bin the PARTICLENET X → bb score in pT.

The PARTICLENET XW → qq score, on the other hand, must be binned in the X → bb

score and pT, since the X → bb score is included indirectly in the calculation of the XW → qq

score. The leading X → bb score is also picked first, thus potentially further biasing the

correlation among the scores. The replacement is performed for each AK8 jet via the following

prescription:

1. Get AK8 jet pT

2. Sample PX→bb for the appropriate pT bin

3. Replace AK8 jet X → bb score with one randomly sampled from PX→bb

4. Get PXW→qq for the appropriate pT, X → bb score bin

5. Replace AK8 jet XW → qq score with one randomly sampled from PXW→qq

After replacing the AK8 jet scores in events with 3 AK8 jets, the PARTICLENET score distribution

agreement between data and MC improves significantly (Fig. 5.8), doubling the number of raw

QCD MC events that pass the Preselection.

5.4 Event selection

5.4.1 Triggers and preselection

Because the entire final state is composed of jets, the jet HT triggers are applied, where

HT is “hadronic transverse energy,” or the sum of the pT of every jet in the event. Moreover,
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Figure 5.7. The approximation of the PARTICLENET probability density functions plotted for
the X → bb score in one bin of pT (left) and the XW → qq score in one bin of pT and X → bb
(right).

since the jets considered in this analysis are expected to be highly boosted, these triggers are

100% efficient for signal events. The same event-level filters used to remove detector noise

and unphysical events in the analysis described in the previous chapter are applied also in this

analysis.

Also like the previous analysis, a loose selection referred to as the “Preselection” is

applied to select the final state of interest. First, events are required to have zero leptons passing

the veto lepton ID. This orthogonalizes the all-hadronic channel from the other channels that are

analyzed separately. The event must have at least three AK8 jets, where the leading AK8 jet is

required to have pT > 500GeV (while for all of them the pT threshold is 250GeV) such that the

analysis is on the HT-binned trigger threshold. Finally, the event is also required to have two

AK4 jets, following the VBS jet selection scheme detailed in Section 3.4.1. Then, the AK8 jet

with the highest PARTICLENET Xbb score is selected as the H → bb candidate. The next two

AK8 jets are selected as the V → qq candidates, sorted (leading vs. trailing) by pT. With the

AK8 jets thus tagged, a very loose selection is applied to the PARTICLENET scores: the H → bb

candidate is required to have a PARTICLENET X → bb score greater than 0.5, while the V → qq
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Figure 5.8. The PARTICLENET scores for the H → bb (left), leading V → qq (center), and
trailing V → qq (right) AK8 jets plotted after the analysis objects are selected and the QCD
resampling is applied. The main signal MC (κVV = 2) is plotted in red alongside κVV = 1.5 and
κVV = 1.3 for comparison.

candidates are each required to have a PARTICLENET XW → qq score greater than 0.3.

5.4.2 ABCDNET

The signal region would preferably be accompanied by a valid data-driven background

estimation method while also being optimized for maximal significance, since the dominant

background is multijet QCD. Because this is a common analysis scenario, a machine learning

(ML) method has been proposed to satisfy both requirements at once [137]. This method has

been used already in some published work, e.g. Ref. [138]. In particular, a DNN is trained to

serve as one of the “arms” of a traditional ABCD background estimation. Critically, a dCorr2

term is added to the loss function (L ) that trains the DNN to be decorrelated with the other arm:

L [ f (⃗x)] = LBCE[ f (⃗x,y)]+λdCorr2
y=0[ f (⃗x),X0] (5.1)

where x⃗ is the input vector, y is the truth label (1 for signal, 0 for background), λ is a tunable

parameter for controlling the size of the decorrelation term, and X0 is the decorrelation target,

which the analyzer is free to choose. Binary Cross Entropy (LBCE) is used in our analysis,

however any loss function L could in principle be used in its place. The dCorr2 term is the
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“distance correlation,” a statistical quantity that measures the dependence of two variables f and

g, based on the “distance covariance” dCov2 between them:

dCov2[ f ,g] = ⟨| f − f ′|× |g−g′|⟩+ ⟨| f − f ′|⟩×⟨|g−g′|⟩−2⟨| f − f ′|× |g−g′′|⟩ (5.2)

dCorr2[ f ,g] =
dCov2[ f ,g]

dCov[ f , f ]dCov[g,g]
(5.3)

For this analysis, a DNN hereafter referred to as ABCDNET was trained to be decorre-

lated from |∆ηjj|. While there are many configurations of this technique that were considered,

we found that using |∆ηjj| as the decorrelation target provided the most stable result and the best

closure for this analysis. A simple architecture was selected for ABCDNET: 3 hidden layers

with 64 nodes each. Additional hyperparameters are tabulated in Table 5.1. A total of 13 features

(Fig. 5.9) are provided to ABCDNET as inputs:

• H → bb candidate pT, η , φ , MPNet

• Leading V → qq candidate pT, η , φ , MPNet

• Trailing V → qq candidate pT, η , φ , MPNet

• Mjj

In short, the 4-vectors for the Higgs candidate and two V candidates are supplied, along with Mjj.

While the decorrelation term in the loss is able to train the DNN to decorrelate even fundamentally

correlated variables, like Mjj and ∆ηjj, adding any additional VBS variables harmed the final

closure. In addition, the background and signal event weights were renormalized such that the

total integral for each were equal to the total number of raw background events. The input

features were all normalized to be of order 1–this helps the model converge. Specifically, the pT

is log-normalized (pT → log(pT)) and the other variables are normalized as follows:

x → x− xmin
xmax − xmin

(5.4)
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That is, the range of a variable x is normalized such that a chosen minimum (xmin) and maximum

(xmax) value are scaled to 0 and 1 respectively. This range is selected to be within a reasonable

window; for example, Mjj is normalized such that 0 remains 0 and 3000 is scaled to 1.

Table 5.1. The hyperparameters for ABCDNET. Many values of λ were tried, where the best
value was determined by comparing the correlation between the ABCDNET discriminator and
∆ηjj, as well as comparing the ABCD closure directly.

Parameter Setting

Number of hidden layers 3
Hidden layer size 64

Activation function Leaky ReLU
Learning rate (constant) 0.001

Test/train split 80/20
Number of training batches 10
Number of testing batches 5

DisCo λ 30

ABCDNET was trained for 3000 epochs with a constant learning rate. Once training was

complete, the model was selected before the average testing and training loss start to diverge.

Notably, the decorrelation term tends to overfit faster than BCE, and preference must be given to

less overfitting in the decorrelation than in the overall performance. For this analysis, epoch 700

was deemed optimal (Fig. 5.10a). The selected model shows no signs of overfitting and sufficient

performance (Fig. 5.10b). Moreover, it can be seen in Fig. 5.11 that the ABCDNET discriminant

(Fig. 5.12) and |∆ηjj| are indeed decorrelated.

5.4.3 Signal region

Ultimately, the signal region for this analysis is formed from cuts on five variables:

ABCDNET score, |∆ηjj|, and PARTICLENET scores for the three AK8 jets. A brute-force scan

was performed, where over fifty thousands regions were tested. The regions were ranked by a

rough estimation of the significance: S/
√

B, where S is the signal yield taken from MC and B is

the background yield predicted using data via the ABCD method described in the next section.

The final signal region was required to have at least 0.5 predicted background events, as cutting
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Figure 5.9. The input features for ABCDNET plotted as histograms normalized to unity. It can
be seen that the features have been re-scaled to values of order 1.

tighter on the signal region variables resulted in larger uncertainties. Ultimately, the following

signal region was determined:

• ABCDNET > 0.89

• |∆ηjj|> 5

• Xbb(H → bb) > 0.8

• XWqq(leading V → qq) > 0.8

• XWqq(trailing V → qq) > 0.7
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Figure 5.10. The average loss at each epoch (left) and ROC curve for the selected model (right).
The total loss, which is the sum of the Binary Cross Entropy (BCE) plus the decorrelation term,
is plotted as a solid line, the BCE is plotted as a dashed line, and the decorrelation term is plotted
as a dotted line. The testing loss is plotted in blue and the training loss is plotted in orange.

5.5 Background estimation

The background in the signal region is estimated entirely from data by using the “ABCD”

method, where regions A, B, C, and D are illustrated in Fig. 5.13. These regions are formed

by selecting two cuts in the signal region (region A), then inverting them to form regions B, C,

and D. So long as the two cuts are independent, the following method holds. As in the previous

analysis, the background yield in regions A, B, C, and D in Monte Carlo are defined as AMC,

BMC, CMC, and DMC. Likewise, let the same yields in data be defined as Adata, Bdata, Cdata, and

Ddata. Again, the estimated background yield in the signal region Apred
data can be computed using

Eq. 4.4, reproduced here for convenience:

Apred
data = Bdata ×

Cdata
Ddata

where the same can be done in MC, yielding Apred
MC . The two cuts used to define the ABCD method

are ABCDNET > 0.89 and |∆ηjj|> 5. Because ABCDNET was trained to be decorrelated with
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Figure 5.11. A two-dimensional histogram binned in ABCDNET score and ∆ηjj. The one-
dimensional profile of the x-axis is overlaid such that the correlation between the two variables
appears as a trend in the profile. The signal region selections on the AK8 jet PARTICLENET

scores are applied, so the left plot is equivalent to Fig. 5.13.

∆ηjj, the method holds by construction. Now, it can be seen in Fig. 5.15 that data and MC agree

reasonably well in regions A, B, and C. The statistical uncertainty εstat on the method is simply

the propagation of statistical uncertainties on the data yields for regions B, C, and D:

εstat =

√
Bdata

Bdata
⊕

√
Cdata

Cdata
⊕

√
Ddata

Ddata
≈ 34% (5.5)

Table 5.2. Data yields and region A prediction for the control region used for the ABCD closure
test. The region A yield is kept blind, while Apred is reported.

Region Data Yield Prediction

A – 1.07
B 10
C 72
D 672

We can immediately assess the closure of the method using only simulated events by
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Figure 5.12. The ABCDNET score plotted in data and MC at the Preselection. The data beyond
the cut used in the signal region is kept blind.

comparing Apred
MC and AMC:

Apred
MC = BMC × CMC

DMC
= 1.12±0.29 AMC = 2.34±0.82

However, the conclusion from this test is not clear, given the large uncertainty on the MC

prediction in region A. Instead, a systematic uncertainty on the method εsyst can be derived using

MC as follows:

εsyst =
2

AMC +Apred
MC

√√√√(
Aerr

MC
AMC

)2

+

(
ε

MC
stat

Apred
MC

)2

≈ 25% (5.6)

This effectively takes the relative error on the non-closure in MC as the systematic uncertainty,

where Aerr
MC is the statistical error on the MC yield and ε

MC
stat is the equivalent of Eq. 5.5 for MC.

Ultimately, the ABCD method will be applied exclusively in data, so showing good

closure only in MC would not fully ensure the validity of the method in data. Moreover, the MC

statistics are limited in the signal region, so the exact quality of the closure is not clear from

MC alone. In order to verify that the method is valid in data, the sidebands B, C, and D can be

divided into sub-regions as shown in Fig. 5.14b. The ABCD method should still hold in these
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Figure 5.13. A cartoon of the ABCD regions. The signal region selections on the AK8 jet
PARTICLENET scores are applied to all regions. Region B has the ∆ηjj cut inverted, region C has
the ABCDNET score inverted, and region D has both cuts inverted.

sub-regions, and because regions B, C, and D exclude the signal region, closure can be evaluated

in data. In total, 5 such checks are done, and the results are tabulated in Table 5.3. In each test,

good closure is seen in data, supporting the validity of the method.

5.6 Results

We fit the signal and predicted background yield in the signal region to data for the

analysis described here as well as all other channels. The B, C and D region data yields are

included in the fit together with their respective signal contamination. We set upper limits at the

95% CL on the cross-section of the VBS VVH process for each κVV generated data point. The

upper limits are calculated using the AymptoticLimits method in the COMBINE toolkit [128].

The full list of systematic uncertainties are included as nuisance parameters during the fitting

procedure. The result of the fit is shown in Fig. 5.16a and 5.16b for the all-hadronic channel and

the combination of all channels, respectively. The regions where the expected limit is smaller

than the theoretical prediction on the cross-section are taken to be excluded values for κVV .
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Figure 5.14. The ABCD regions used for closure tests. Again, the cuts on the AK8 jet
PARTICLENET scores are applied to all regions. Regions C and D can each be split into two
sub-regions by introducing a looser cut on the ABCDNET score (a). Region B can similarly
be split into two sub-regions by introducing a looser cut on ∆ηjj, which also divides D into 4
sub-regions total (b).

Specifically, the all-hadronic channel places a limit on the HHVV coupling to be within -0.03

and 2.04 times the SM, and the combined limit further limits it to within 0.23 and 1.78 times the

SM.

5.7 Next steps

This work is still going through the rigorous CMS Collaboration approval process,

wherein the methods and conclusions presented in this chapter are thoroughly checked for

validity and accuracy. All of the results presented here use only simulated events—or, for the

background estimation, recorded data events that do not enter the signal region. Soon, the

analysis will be “unblinded,” meaning the yield of recorded data in the signal region will be seen

for the first time. Already, the combination of all VBS VVH channels are expected to give a

limit that is competitive with the current best result. In Run 3, and beyond, the combination of
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Figure 5.15. Regions A and C (left) and regions B and D (right) used in the ABCD method.

VBS VVH with the results from other analyses will yield a precise measurement of the strength

of the HHVV coupling.
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Table 5.3. Data yields and signal-like region prediction for the ABCD closure tests. Regions Bi,
Ci, and Di are described in Fig. 5.14.

Region Data Yield Prediction

B1 3±1.7 5.6±2.5
B2 7±2.7
D1 27±5.2
D2 34±5.8

Region Data Yield Prediction

D1 27±5.2 24±4.6
D2 34±5.8
D3 255±16
D4 356±19

Region Data Yield Prediction

C1 5±2.2 7.1±1.7
D1 27±5.2
C2 67±8.2
D3 255±16

Figure 5.16. The 95% confidence level limit plotted as a function of κVV for the all-hadronic
channel (left) and all channels combined (right).
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Chapter 6

Line Segment Tracking

6.1 The HL-LHC computing challenge

With the massive increase in pileup in the HL-LHC era, each recorded event is massively

more complex, making all steps of data processing much more expensive. Current projects show

that, in fact, computing demands will exceed the resources that CMS is able to provide, even

with annual increases (Fig. 6.1a). We must therefore make use of novel hardware or develop

more efficient algorithms to make HL-LHC operations at all possible at CMS. In particular,

reconstruction will represent 61% of CPU usage at CMS when the HL-LHC turns on (Fig. 6.1b),

and a large fraction of that compute is dedicated to track reconstruction.
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Figure 6.1. The HL-LHC CPU usage projections at CMS as a function of time (left) and broken
down by computing tasks (right), from Ref. [139].
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6.1.1 Track reconstruction

Because many thousands of particles are produced simultaneously in each bunch crossing,

individual tracks need to be recognized out of dense clouds of x-y-z points called “hits” (Fig. 6.2).

This is made even more challenging with the HL-LHC, where tens of pileup collisions becomes

hundreds. Nevertheless, individual particle tracks must be reconstructed because they contain

critical information about what was produced in the collision. This is accomplished in two steps:

track finding and track fitting. First, a track-finding algorithm identifies each set of hits that were

likely to have been generated by the same particle—these are called track “candidates.” Then, a

track-fitting algorithm takes each track candidate and fits a trajectory to it, from which it can

determine key properties of the particle like its charge and momentum.

Figure 6.2. Simple illustration of particles (gray lines) originating from the primary vertex
(red star) and a secondary vertex (blue star), each leaving hits (black dots) in a hypothetical
multi-layered tracker.

Better track-fitting yields more accurate “track parameters” that are crucial for down-

stream analysis. For example, those same algorithms that use the presence of displaced tracks

to identify longer-lived particles rely on the accuracy of the input features. While not a central

topic of this chapter, there is already a well-optimized solution for track-fitting [140].

Better track-finding yields a higher quantity and quality of reconstructed tracks, enabling
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more diverse and precise analysis. Moreover, many interesting physics processes involve

particles that decay in flight after traveling millimeters to centimeters (and beyond in some

cases), resulting in “displaced” tracks that do not point to a proton-proton collision. The Higgs

boson, a primary object of interest, can only be detected by identifying its decay products,

some of which have longer lifetimes [114]. Many new physics candidates are also expected to

have long lifetimes (e.g. Ref. [141]), so it is imperative that track-finding algorithms are robust

against edge cases—in addition to displaced production vertices, tracks can also have holes or

significant overlap. Finally, with the massive increase in pileup, track finding also becomes

a problem of computational scalability, adding yet another dimension to the problem of track

finding: proposed algorithms must meet or exceed critical efficiency milestones while being

robust to vital edge cases and delivering massive gains in throughput all at once.

Traditional track-finding algorithms, namely the Kalman filter, proceed sequentially,

building tracks from the innermost to the outermost layer of the silicon tracker. Moreover, this

means that track-finding at CMS is currently completely reliant on the pixel detector, which is

more prone to failures due to its proximity to the beamline, and displaced tracks that begin in the

outer tracker are more easily missed.

6.2 The line segment tracking algorithm

Proposed originally as a drastic redesign of the silicon tracker layers, the line segment

tracking (LST) algorithm makes use of the bi-layer “pT-modules” that will replace the single-

layer tracking modules currently used in the outer tracker. Each of these modules will have

two silicon sensors spaced a few millimeters apart [97], allowing for a rough estimation of a

throughgoing particle’s pT (Fig. 6.3). That is, particles with high-pT will have two hits within a

small window, so particles with two hits outside of that window have low-pT and can most likely

be rejected. This massively reduces the occupancy (number of hits) in the tracker due to pileup,

which produces mostly low-pT particles.
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Figure 6.3. An illustration of the CMS Phase-II silicon tracker with a diagram of a pT-module
from Ref. [142].

Rather than build every track hit-by-hit, LST builds track segments of increasing size in

parallel, leveraging GPUs for a massive speedup. Starting in the outer tracker, LST first builds

“mini-doublets” (MDs) in each pT-module, filtering out low-pT tracks. Then, line segments

(LSs) are built from each pair of MDs in adjacent tracker layers, and each LS is required to

contain MDs with consistent pT estimates. Progressively longer track segments are built in this

way: “triplets” (T3s) are formed from LSs that share an MD, and “quintuplets” (T5s) are formed

from T3s that share an MD. At each step, the track segments are required to be approximately

consistent with a single helical trajectory. Finally, the track segments in the pixel layer (pLSs)

are taken from an upstream algorithm and matched to the LST track segments, resulting in four

mutually exclusive collections of track candidates (TCs). First, pLSs are matched to T5s, forming

pT5s. Next, the unmatched T5s are set aside, and the T3s that are not in a pT5 are matched to

pLSs, forming pT3s. Last, all unused pLSs are collected and considered as track candidates, in

order to recover tracks from particles outside of the outer tracker acceptance region. A complete

taxonomy of the LST objects is presented in Table 6.1.

We benchmark LST with a variety of MC simulation samples. Primarily, we use simulated

tt events, which have displaced tracks (from b quarks) and multiple jets, and therefore a high
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Table 6.1. The steps of the LST algorithm are shown in order of execution, starting with track-
segment building (Steps 1 to 4) followed by track-candidate selection (Steps 5 to 8). Step 0
is performed by a preceding iteration of the CMS track-finding algorithm. Each LST step is
implemented as a separate kernel, where the track objects of interest are built in parallel.

Step Track segment Description

0 Pixel seeds (pLSs) Track segments from the inner tracker
1 Mini-doublets (MDs) Two hits in a pT-module
2 Line segments (LSs) Two MDs in nearby modules
3 Triplets (T3s) Two LSs that share a common MD
4 Quintuplets (T5s) Two T3s that share a common MD

Step Track candidate Description

5 pT5s T5s matched to a pixel seed
6 T5s T5s that are not matched to a pixel seed
7 pT3s T3s that are not in a pT5, but are matched to a pixel seed
8 pLS Pixel seeds that are not already in a pT5 or pT3

tracker occupancy, with a pileup of 200 (PU200) and the Phase-II tracker geometry. In order

to measure the performance of LST, we look at each simulated track and try to match it to a

TC: if more than 75% of the hits in a TC belong to a single simulated track, it is considered as

real. Then, the efficiency is defined as the fraction of simulated tracks that are matched in this

way to a TC, whereas the fake rate is defined as the fraction of TCs that are not matched to any

simulated tracks. These two metrics are plotted in Fig. 6.4, where it is clear that the fake TCs in

the barrel are mostly T5s, which also contribute the largest fraction of the overall efficiency. In

the baseline version of LST, there is therefore an opportunity for massive improvement.

6.3 Improving LST with machine learning

6.3.1 Training

We trained a DNN on the set of T5s built by LST running on 175 tt PU200 events with

the selections on a custom heuristic on the quality of a circular fit to the T5 in the r-φ plane

removed based on the assumption that the DNN could better use the same information. In total,

this yielded approximately 840 000 real T5s and 1.26 million fake T5s shuffled into two datasets,
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Figure 6.4. The LST track-finding efficiency (left) and fake rate (right) plotted as a function of
the pseudorapidity η of the simulated track and track candidate, respectively. For both plots, five
histograms are overlaid: all track candidates (black), pT5s (red), pT3s (blue), T5s (magenta),
and pLSs that are not used in a pT5 or pT3 (green).

80% for training and 20% for testing.

The DNN receives input features describing the orientation and pT of each T3, the T5

itself, and the “bridge T3” that connects the three MDs at the center of the T5 (Fig. 6.5a). The

coordinates of the “anchor” hit in each MD are also provided—for PS pT-modules, the hit in

the P-layer is taken as the anchor hit, whereas the innermost hit is taken as the anchor hit for 2S

modules. There are 38 input features in total: the pT estimate and radius of a circular fit to the

hits in each of the T3s; the (r,φ ,z) coordinates, η , and layer of each anchor hit; the pT estimate,

η , and φ of the T5; and the radius of a circular fit to the hits in the bridge T3. Because the DNN

will classify T5s as fake or real, binary cross entropy is used as the loss function.

Given the relatively simple input, and the intense throughput requirements of LST, we

selected a simple DNN architecture: a two-layer DNN with 32 nodes per hidden layer. The DNN

was trained for over 600 epochs, but the loss plateaued after epoch 400 (Fig. 6.6a). The ROC

curve at epoch 500 is shown in Fig. 6.6b; larger architectures were explored, but we found that

they did not give significantly better performance. Compared to LST, the DNN is able to reduce
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the number of false positives—fake T5s incorrectly classified as real—by nearly 50%.

(a) (b)

Figure 6.5. The components of a T5 in the r-φ plane, including the “bridge” T3, the circular fit,
and the anchor hit in an MD (left) alongside the DNN architecture used in this work (right).

(a) (b)

Figure 6.6. The average loss after each epoch plotted (a) next to the Receiver Operating
Characteristic (ROC) curves for the model after epoch 500 (b). For the ROC curve, the signal
efficiency is plotted on the y-axis, while the background efficiency, or fake rate, is plotted on the
x-axis.
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6.3.2 Results

After verifying that the DNN could classify T5s better than the cuts removed from LST,

it was integrated into the LST algorithm so the effect on the final collection of TCs could be

evaluated. A working point for the DNN was selected to match the baseline LST true positive

rate—the number of T5s correctly classified as real. As such, no loss of efficiency is observed

with the DNN integrated into the algorithm (Fig. 6.7). However, the efficiency binned in the

displacement of the track tells a different story (Fig. 6.9): the DNN recovers displaced tracks that

were being dropped by LST. Meanwhile, the fake rate (Fig. 6.8) is reduced by 40% on average in

the barrel, addressing the motivation for this work. These performance enhancements come at

no cost in throughput (Fig. 6.10).
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Figure 6.7. The LST efficiency for all TCs plotted as a function of pT (left) and η (right). The
working point for the DNN was selected to match the efficiency of LST, and it is clear that no
efficiency is lost.

6.4 Next steps

Immediately, the success of the DNN begs the question, “what is it doing so much

better than what was done before?” We are thus currently dissecting the DNN, determining
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Figure 6.8. The LST fake rate for all TCs plotted as a function of pT (left) and η (right). Notably,
there is a 40% reduction in the fake rate in the barrel, where the T5 fake rate was previously
dominant.
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Figure 6.9. The LST efficiency for all TCs plotted as a function of rvertex, i.e. the distance to
the production vertex measured in the plane transverse to the beamline. This plot is made with
1000 tt events with HL-LHC pile-up (left) and 10,000 “muon-cube” events where muons are
produced at points uniformly distributed across a 5 cm cube (right). In both plots, it is clear that
the T5-DNN recovers a significant amount of efficiency for displaced tracks.
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Figure 6.10. The LST throughput plotted for different numbers of parallel CUDA streams that
are each opportunistically processing different events concurrently. The throughput is measured
before (dark gray) and after (light gray) the DNN is integrated into LST, showing no significant
difference.

which input features are most important and understanding how they are used to achieve the

observed performance boost. At the same time, there are a number of additional opportunities

for leveraging ML to improve LST. The same classification task can be improved for T3s, for

instance, and duplicate removal—discerning between overlapping tracks—is a difficult, but vital

step where efficiency is critical. Finally, more ambitious ML models could also be envisioned.

Recent work suggests that graph neural networks (GNNs) could be used to do end-to-end track-

finding and possibly track-fitting as well [143, 144, 145]. We foresee these efforts integrated into

LST, where LST provides a fast graph-building step—which is the slowest step in the current

GNN tracking efforts—that feeds into a robust GNN-based tracking algorithm.
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Chapter 7

Exascale Cyberinfrastructure

7.1 The HL-LHC data challenge

In the high luminosity era of the LHC, the CMS Experiment alone is expected to produce

roughly 0.5 exabytes (EB) of data every year1 (Fig. 7.1). The data will need to be distributed

across the worldwide LHC computing grid (WLCG), as it is now, to be accessed by thousands

of scientists. This defines two important classifications of network traffic: the distribution of

LHC data, referred to as “production” traffic, and the access and final processing of that data,

referred to as “user” traffic. Crucially, CMS data movement is entirely driven by the production

data transfers, which are centrally managed.

With many PB, soon to be EB, of data that needs to be distributed all over the world,

National Research and Education Networks (NRENs) are critical to the continued operation of

CMS, and the LHC in general. However, NRENs are entirely opaque to their users—that is,

users have no control over the share of the network that they receive—resulting in highly variable

networking performance. This kind of unmanaged networking is referred to as “best effort”

service, and it already presents significant challenges to CMS operators running production data

transfers. For example, high priority data transfers will unpredictably slow down, or even fail,

making any precise coordination impossible. These kinds of issues are furthermore difficult

1For context, the CMS Experiment produced roughly half as much data across the three years of data-taking in
Run 2.
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Figure 7.1. The HL-LHC tape usage projections at CMS as a function of time, showing data
production rates of over 0.5 EB per year after 2030 [139].

to diagnose: with an opaque network, operators must coordinate between the data storage site

administrators and network engineers just to gain a preliminary understanding of where the

problem may lie. An increase in data volumes by an order of magnitude would inflate these

challenges into significant barriers for the data operation at CMS, and the LHC in general. Thus,

a novel solution is imperative in order to guarantee the success of the HL-LHC [146, 147].

7.2 Software defined networking

If CMS operators could have a specified bandwidth reserved for a high-priority, produc-

tion data transfers could be achieved on a more well-defined timescale. Meanwhile, lower priority

data transfers, including user traffic, could share the unreserved bandwidth as they do today. This

functionality is exactly provided by software defined networking (SDN) [148], which enables

the allocation of networking resources in the same way that CPUs and memory are allocated on

shared computing clusters. With this model, CMS operators could hold the network accountable

for the “promises” (bandwidth guarantees) it has made. By comparing data movement speed

102



against the network promise and storage site diagnostics, which are already maintained, CMS

operators could easily determine, and therefore more quickly address, bottlenecks in throughput.

Therefore, by incorporating SDN into the existing data movement infrastructure, CMS would be

able to efficiently and reliably move EB of data around the world. Furthermore, while described

in the context of CMS, SDN could be used to address the data movement requirements for other

LHC experiments like ATLAS, or even other large-scale science experiments.

7.3 Rucio

The distribution of CMS data is managed through Rucio, an open-source data manage-

ment framework designed specifically for large-scale science [149]. In practice, CMS operators

define “rules” which represent the replication of one or more datasets at one or more data storage

sites. The operator also assigns a priority to each rule that can be changed at any time. Until

the replication is complete, the requisite data transfers are organized for each rule. These data

transfers are initialized and managed by the File Transfer Service (FTS) [150], starting with the

transfers belonging to the highest priority rule.

7.4 SENSE

The Energy Sciences Network (ESnet), the NREN used by the CMS and ATLAS collab-

orations in the United States, has developed an SDN product called SENSE: SDN for end-to-end

networked science at the exascale [151]. It is designed to provide users with enhanced in-

teractivity via an “intent-based” interface, allowing for the precise management of network

resources—the exact functionality needed for HL-LHC data movement. SENSE provides this

interactivity through a novel configuration of the data storage sites (Fig. 7.2) that allows data to

be accessed across many different IPv6 subnets simultaneously. These subnets logically divide

the network traffic, enabling SENSE to allocate bandwidth.
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Figure 7.2. A generic site configuration that enables SENSE capabilities, where each “redirector”
services a different bandwidth allocation by directing traffic for that allocation to one of the data
servers connected to it. Each data server has equal access to the underlying filesystem.

7.5 Rucio-SENSE interoperation model

In order to leverage SENSE for CMS data distribution, the close interoperation of Rucio

and SENSE must be implemented with little-to-no changes to Rucio, as it is already used in

production. Specifically, priorities assigned to each rule in Rucio should correspond to an

appropriate bandwidth reservation made through SENSE, and changes to that rule should result

in changes to the reservation. We designed and implemented a Data Movement Manager (DMM)

to perform this crucial translation. Importantly, DMM also holds the intelligence for determining

what an “appropriate” bandwidth reservation is for a given priority. DMM is therefore the

keystone of the Rucio-SENSE interoperation model (Fig. 7.3) first described in Ref. [152]:

1. A Rucio operator initializes a rule with some priority which requests one or more dataset

transfers, where each transfer may involve a different pair (source and destination) of sites

2. Rucio sends the following data to DMM for each transfer:

• Total transfer size

• Source site

• Destination site

• Priority
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3. DMM processes the data from Rucio:

(a) If the transfer has no priority, place it on best effort service (skip steps below)

(b) Reserve an IPv6 address at the source and destination site

(c) Compute the bandwidth provision (i.e. promise) appropriate for the transfer priority

4. DMM requests a new promise from SENSE that implements the provisioning from (3c),

reprovisioning existing promises where appropriate

5. DMM sends the IPv6 addresses it reserved to Rucio

6. Rucio injects the IPv6 addresses into the FTS request

7. SENSE takes one of the following actions:

(a) Begin the construction of a new guaranteed-bandwidth link

(b) Do nothing; the transfer will be provided best effort service

8. SENSE sends identifying metadata for the link back to DMM

There are multiple opportunities for optimization in the steps above that we are currently

evaluating in our testbed as it evolves. For example, a future implementation of the Rucio-

SENSE interoperation model will see the integration of DMM into Rucio, such that steps (2)

through (5) can be implemented to better handle a large number of transfers. In addition, the

bandwidth provisioning decision, step (3c), is of particular interest. It could be designed to allow

for scheduling—e.g. move Dataset A to Site B in one week—for instance. Alternatively, transfers

could be allocated bandwidth according to their priorities.

7.6 Demonstrations

The Rucio-SENSE interoperation was first demonstrated in a simple test involving two

sites, one at UCSD and another at Caltech [153]. These institutions were selected because they
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Figure 7.3. A simplified diagram of the Rucio-SENSE interoperation workflow, taken from
Ref. [152], with numbered steps: (1) a rule is initialized; (2) Rucio sends transfer description
to DMM; (3) DMM translates Rucio request into SENSE provision; (4) DMM sends provision
request to SENSE; (5) DMM sends a source IPv6 and destination IPv6 to Rucio; (6) Rucio
injects IPv6s from previous step into the FTS request; (7) Either (a) SENSE builds dedicated
service or (b) default to best effort service; (8) SENSE sends service metadata to DMM.

each maintain highly active “Tier-2” computing facilities, which are the endpoints of real CMS

production data transfers. In order to simulate this kind of network traffic, the IPerf tool was used

to emulate activity across best effort network services. At the same time, a private instance of

Rucio was deployed, with only UCSD and Caltech as known sites. After the best effort network

traffic saturated the 10 Gb/s network link between the two sites, we initialized a rule in Rucio

that requested a replica of 750 GB of data stored at UCSD to be made at Caltech. This rule was

assigned a high priority. Once the rule was initialized, DMM requested bandwidth reservation of

7 Gb/s for the data transfers. Importantly, the bandwidth received may never fall below a SENSE

bandwidth reservation, but it is allowed to exceed it. As shown in Fig. 7.4, the priority data

transfers were completed in a timely manner thanks to the large amount of bandwidth reserved

for them. The throughput for best effort traffic, meanwhile, was suppressed until the priority

transfers finished. This test shows the fundamental action of the Rucio-SENSE interoperation

model from end to end, demonstrating that the two technologies could successfully work in

concert. Though simple, the test was the result of many months of work, as many aspects of the
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implementation of this model are novel, and therefore non-trivial.

A more complicated test was recently performed involving a testbed site at Fermilab

(FNAL) in addition to the existing Caltech and UCSD sites. In this test, high-priority data

transfers are started between UCSD and Caltech—in particular, they are assigned a priority of

5. Then, data transfers between FNAL and Caltech are initiated with a middling priority of 3.

Finally, we began another set of data transfers between UCSD and Caltech with a low priority

of 2. All sites had 100 Gb/s connectivity between each other, so the priorities correspond to 50

Gb/s, 30 Gb/s, and 2 Gb/s, respectively—there was no best-effort traffic in this test. As the data

moved from source to destination, we swapped the priority assignments every one to two hours.

In Fig. 7.5, it can be seen that the bandwidth is appropriately limited for the three data transfers

at any one time.

Figure 7.4. Throughput measurements of the first demonstration of the Rucio-SENSE inter-
operation prototype involving three sites: UCSD and Caltech. Background traffic is simulated
with the IPerf tool, emulating activity across best effort network services. Then, a set of priority
data transfers are initialized between the two sites with at least 7 Gb/s of requested bandwidth.
This throttles the best effort traffic until the priority transfers are complete and the reservation is
released.

7.7 Next steps

With the Rucio-SENSE interoperation model now demonstrated successfully multiple

times, we are now interested in including more sites in the existing testbed as we walk the project

closer to production. In addition, the intelligence of the DMM priority allocation will continue
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Figure 7.5. Throughput measurements of a demonstration of the Rucio-SENSE interoperation
prototype involving three sites: UCSD, FNAL, and Caltech. Three sets of data transfers are
started simultaneously: one from UCSD to Caltech with priority 5, another from FNAL to
Caltech with priority 3, and one more from UCSD to Caltech with a priority of 2. Every one
to two hours, the priorities are swapped between the three. The throughput for each transfer
correctly reflects the appropriate bandwidth for its priority at any one time. In particular, the
priorities 5, 3, and 2 correspond to 50 Gb/s, 30 Gb/s, and 20 Gb/s, respectively.

to be refined, with special attention given to the possibility of data transfer scheduling.
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Appendix A

CMS coordinate system

The CMS coordinate system (Fig. A.1) takes the z axis to be along the beamline and

the origin at the collision point. The x axis points to the center of the LHC and the y axis is

orthogonal to the x-z plane. The x-y plane defines the “transverse” plane, wherein quantities

like transverse momentum pT are measured. Naturally, cylindrical coordinates (r,z,φ) are used

frequently, where r is the transverse distance from the z-axis to any point in space and φ is the

azimuthal angle. The pseudorapidity η is often used in place of the polar angle θ , where η is

defined as

η ≡− ln
[

tan
(

θ

2

)]
(A.1)

That is, η is zero in the transverse plane, and it approaches infinity along either direction of the

beamline. It is preferred over θ because differences in η are uniquely Lorentz-invariant under

boosts along the z axis, which is important in the context of proton-proton collisions, where

the interacting partons will carry some random fraction of the proton’s energy according to the

parton distribution function. Moreover, since the pseudorapidity is simply a function of θ , which

is easily measured, it is preferred over the actual rapidity, which is a function of the particle’s

energy. However, the pseudorapidity of a particle is approximately equal to the rapidity, so long

as its rest mass is much smaller than the magnitude of its momentum.
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Figure A.1. The CMS coordinate system, from Ref [154], with a cylinder representing the
volume of the CMS detector. The origin is taken to be the interaction point (IP), with the z-axis
along the beamline, the x-axis towards the center of the LHC, and the y-axis pointing upwards,
perpendicular to to the x-z plane.
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D. Radojičić, D. C. Rahm, C. R. Richardson, N. P. Samios, J. R. Sanford, R. P. Shutt, J. R.
Smith, D. L. Stonehill, R. C. Strand, A. M. Thorndike, M. S. Webster, W. J. Willis, and
S. S. Yamamoto, “Observation of a hyperon with strangeness minus three,” Phys. Rev.
Lett., vol. 12, pp. 204–206, Feb 1964.

[20] D. B. Lichtenberg and S. P. Rosen, Developments in the Quark Theory of Hadrons.
Nonantum, MA: Hadronic Press, 1980. Not held by the CERN library.

[21] E. D. Bloom, D. H. Coward, H. DeStaebler, J. Drees, G. Miller, L. W. Mo, R. E. Taylor,
M. Breidenbach, J. I. Friedman, G. C. Hartmann, and H. W. Kendall, “High-energy
inelastic e− p scattering at 6° and 10°,” Phys. Rev. Lett., vol. 23, pp. 930–934, Oct 1969.

[22] M. Breidenbach, J. I. Friedman, H. W. Kendall, E. D. Bloom, D. H. Coward, H. DeStaebler,
J. Drees, L. W. Mo, and R. E. Taylor, “Observed behavior of highly inelastic electron-
proton scattering,” Phys. Rev. Lett., vol. 23, pp. 935–939, Oct 1969.

[23] ATLAS Collaboration, “Observation of a new particle in the search for the Standard Model
Higgs boson with the ATLAS detector at the LHC,” Phys. Lett. B, vol. 716, pp. 1–29,
2012.

[24] CMS Collaboration, “Observation of a New Boson at a Mass of 125 GeV with the CMS
Experiment at the LHC,” Phys. Lett. B, vol. 716, pp. 30–61, 2012.

112



[25] S. Coleman, Aspects of Symmetry: Selected Erice Lectures. Cambridge University Press,
1988.

[26] J. P. A. Ioannidis, I.-A. Cristea, and K. W. Boyack, “Work honored by nobel prizes clusters
heavily in a few scientific fields,” PLOS ONE, vol. 15, pp. 1–11, Jul 2020.

[27] M. G. Holloway and C. P. Baker, “How the barn was born,” Physics Today, vol. 25,
pp. 9–9, 07 1972.

[28] M. Herndon. https://twiki.cern.ch/twiki/bin/view/CMSPublic/PhysicsResultsCombined.
Accessed: 02-15-2024.

[29] ATLAS Collaboration, “Standard Model Summary Plots October 2023,” tech. rep., CERN,
Geneva, 2023. All figures including auxiliary figures are available at https://atlas.web.
cern.ch/Atlas/GROUPS/PHYSICS/PUBNOTES/ATL-PHYS-PUB-2023-039.

[30] M. Srednicki, Quantum Field Theory. Physics textbook, Cambridge, UK: Cambridge
University Press, 1st ed., 2007.

[31] M. E. Peskin and D. V. Schroeder, An Introduction To Quantum Field Theory. Physics
textbook, Reading, USA: Addison-Wesley, 1st ed., 1995.

[32] F. Englert and R. Brout, “Broken symmetry and the mass of gauge vector mesons,” Phys.
Rev. Lett., vol. 13, pp. 321–323, Aug 1964.

[33] P. Higgs, “Broken symmetries, massless particles and gauge fields,” Physics Letters,
vol. 12, no. 2, pp. 132–133, 1964.

[34] P. W. Higgs, “Broken symmetries and the masses of gauge bosons,” Phys. Rev. Lett.,
vol. 13, pp. 508–509, Oct 1964.

[35] G. S. Guralnik, C. R. Hagen, and T. W. B. Kibble, “Global conservation laws and massless
particles,” Phys. Rev. Lett., vol. 13, pp. 585–587, Nov 1964.

[36] S. Weinberg, “A Model of Leptons,” Phys. Rev. Lett., vol. 19, pp. 1264–1266, 1967.

[37] Y. Nambu and G. Jona-Lasinio, “Dynamical model of elementary particles based on an
analogy with superconductivity. II.,” Phys. Rev., vol. 124, pp. 246–254, 1961.

[38] Particle Physics Project Prioritization Panel, “Pathways to innovation and discovery in
particle physics.” https://www.usparticlephysics.org/2023-p5-report/, 2023. Accessed:
04-25-2024.

[39] S. D. Bass, A. De Roeck, and M. Kado, “The higgs boson implications and prospects for
future discoveries,” Nature Reviews Physics, vol. 3, pp. 608–624, Sep 2021.

[40] V. C. Rubin, J. Ford, W. K., and N. Thonnard, “Extended rotation curves of high-luminosity
spiral galaxies. IV. Systematic dynamical properties, Sa→Sc.,” The Astrophysical Journal,
vol. 225, pp. L107–L111, Nov 1978.

113

https://twiki.cern.ch/twiki/bin/view/CMSPublic/PhysicsResultsCombined
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PUBNOTES/ATL-PHYS-PUB-2023-039
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PUBNOTES/ATL-PHYS-PUB-2023-039
https://www.usparticlephysics.org/2023-p5-report/


[41] R. H. Wechsler and J. L. Tinker, “The connection between galaxies and their dark matter
halos,” Annual Review of Astronomy and Astrophysics, vol. 56, no. Volume 56, 2018,
pp. 435–487, 2018.

[42] Planck Collaboration, “Planck 2018 results - I. Overview and the cosmological legacy of
Planck,” Astrononmy & Astrophysics, vol. 641, p. A1, 2020. Table 7.

[43] D. B. Kaplan, H. Georgi, and S. Dimopoulos, “Composite Higgs Scalars,” Phys. Lett. B,
vol. 136, pp. 187–190, 1984.

[44] N. Arkani-Hamed, A. G. Cohen, E. Katz, and A. E. Nelson, “The Littlest Higgs,” JHEP,
vol. 07, p. 034, 2002.

[45] R. Contino, Y. Nomura, and A. Pomarol, “Higgs as a holographic pseudoGoldstone boson,”
Nucl. Phys. B, vol. 671, pp. 148–174, 2003.

[46] G. C. Branco, P. M. Ferreira, L. Lavoura, M. N. Rebelo, M. Sher, and J. P. Silva, “Theory
and phenomenology of two-Higgs-doublet models,” Phys. Rept., vol. 516, pp. 1–102,
2012.

[47] J. F. Gunion and H. E. Haber, “Conditions for CP-violation in the general two-Higgs-
doublet model,” Phys. Rev. D, vol. 72, p. 095002, 2005.

[48] B. Grzadkowski, O. M. Ogreid, and P. Osland, “Natural Multi-Higgs Model with Dark
Matter and CP Violation,” Phys. Rev. D, vol. 80, p. 055013, 2009.

[49] L. Susskind, “Dynamics of Spontaneous Symmetry Breaking in the Weinberg-Salam
Theory,” Phys. Rev. D, vol. 20, pp. 2619–2625, 1979.

[50] G. ’t Hooft, “Naturalness, chiral symmetry, and spontaneous chiral symmetry breaking,”
NATO Sci. Ser. B, vol. 59, pp. 135–157, 1980.

[51] Service graphique, CERN, “Overall view of the LHC.” https://cds.cern.ch/record/1708849,
2014. General Photo.

[52] M. Brice, “Aerial View of the CERN taken in 2008.” https://cds.cern.ch/record/1295244,
2008. General Photo.

[53] E. Lopienska, “The CERN accelerator complex, layout in 2022.” https://cds.cern.ch/
record/2800984, 2022. General Photo.

[54] D. Dominguez, “3D cut of the LHC dipole.” https://cds.cern.ch/record/1741036, 2014.
General Photo.

[55] L. Taylor, “CMS Document 5592-v1.” https://cms-docdb.cern.ch/cgi-bin/PublicDocDB/
ShowDocument?docid=5592. Accessed: 04-21-2024.

[56] CERN, “Interim summary report on the analysis of the 19 September 2008 incident at the
LHC,” tech. rep., CERN, Geneva, 2008.

114

https://cds.cern.ch/record/1708849
https://cds.cern.ch/record/1295244
https://cds.cern.ch/record/2800984
https://cds.cern.ch/record/2800984
https://cds.cern.ch/record/1741036
https://cms-docdb.cern.ch/cgi-bin/PublicDocDB/ShowDocument?docid=5592
https://cms-docdb.cern.ch/cgi-bin/PublicDocDB/ShowDocument?docid=5592


[57] W. Herr and B. Muratori, “Concept of luminosity,” 2006.

[58] CMS Collaboration, “Measurement of the inelastic proton-proton cross section at
√

s = 13
TeV,” tech. rep., CERN, Geneva, 2016.

[59] CMS Collaboration, “Public CMS Luminosity Information.” https://twiki.cern.ch/twiki/
bin/view/CMSPublic/LumiPublicResults, 2024. Accessed: 04-16-2024.
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[106] B. Grzadkowski, M. Iskrzyński, M. Misiak, and J. Rosiek, “Dimension-six terms in the
standard model lagrangian,” Journal of High Energy Physics, vol. 2010, p. 85, Oct 2010.

[107] M. Rauch, “Vector-boson fusion and vector-boson scattering,” 2016.

[108] B. Henning, D. Lombardo, M. Riembau, and F. Riva, “Measuring Higgs couplings without
Higgs bosons,” Phys. Rev. Lett., vol. 123, p. 181801, Oct 2019.

[109] C. Polly, “First results from the Muon g-2 Experiment at Fermilab.” https://www.
fermilabcommunity.org/wp-content/uploads/2021/05/Polly 210527 CAB final.pdf, 2021.
Slide 17.

[110] CMS Collaboration, “Particle-flow reconstruction and global event description with the
CMS detector,” JINST, vol. 12, p. P10003, 2017.

[111] S. R. Davis, “Interactive Slice of the CMS detector.” https://cds.cern.ch/record/2205172,
2016.

[112] M. Cacciari, G. P. Salam, and G. Soyez, “The anti-kT jet clustering algorithm,” JHEP,
vol. 04, p. 063, 2008.

[113] M. Cacciari, G. P. Salam, and G. Soyez, “FastJet user manual,” Eur. Phys. J. C, vol. 72,
p. 1896, 2012.

[114] E. Bols, J. Kieseler, M. Verzetti, M. Stoye, and A. Stakia, “Jet Flavour Classification
Using DeepJet,” JINST, vol. 15, no. 12, p. P12012, 2020.

[115] N. Bartosik, “B-tagging diagram.” https://commons.wikimedia.org/wiki/File:B-tagging
diagram.png, 2024. Accessed: 04-19-2024.

[116] H. Qu and L. Gouskos, “ParticleNet: Jet Tagging via Particle Clouds,” Phys. Rev. D,
vol. 101, no. 5, p. 056019, 2020.

[117] CMS Collaboration, “Displays of candidate events in the search for new heavy resonances
decaying to dibosons in the all-jets final state in the CMS detector.” https://cds.cern.ch/
record/2809446, 2022. CMS Collection.

[118] D. Sandlin, “Bullets HITTING Bullets in Slow Motion - THE IMPOSSIBLE SHOT
- Smarter Every Day 287.” https://youtu.be/tcQVrD7RnNI?si=IRUzaQTSJNhL8MW8,
2023.

118

https://www.fermilabcommunity.org/wp-content/uploads/2021/05/Polly_210527_CAB_final.pdf
https://www.fermilabcommunity.org/wp-content/uploads/2021/05/Polly_210527_CAB_final.pdf
https://cds.cern.ch/record/2205172
https://commons.wikimedia.org/wiki/File:B-tagging_diagram.png
https://commons.wikimedia.org/wiki/File:B-tagging_diagram.png
https://cds.cern.ch/record/2809446
https://cds.cern.ch/record/2809446
https://youtu.be/tcQVrD7RnNI?si=IRUzaQTSJNhL8MW8


[119] A. Buckley, J. Butterworth, S. Gieseke, D. Grellscheid, S. Höche, H. Hoeth, F. Krauss,
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