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Behavioral/Systems/Cognitive

Activity Related to Perceptual Judgment and Action in
Primary Auditory Cortex

Mamiko Niwa,1 Jeffrey S. Johnson,1 Kevin N. O’Connor,1,2 and Mitchell L. Sutter1,2

1Center for Neuroscience and 2Department of Neurobiology Physiology and Behavior, University of California, Davis, Davis, California 95618

Recent evidence is reshaping the view of primary auditory cortex (A1) from a unisensory area to one more involved in dynamically
integrating multisensory- and task-related information. We found A1 single- (SU) and multiple-unit (MU) activity correlated with
macaques’ choices in an amplitude modulation (AM) discrimination task. Animals were trained to discriminate AM noise from unmodu-
lated noise by releasing a lever for AM noise and holding down the lever for unmodulated noise. Activity for identical stimuli was
compared between trials where the animals reported AM and trials where they did not. We found 47.4% of MUs and 22.8% of SUs
significantly increased firing shortly before the animal’s behavioral response to report AM when compared to the equivalent time period
on trials where AM was not reported. Activity was also linked to lever release in a different task context, suggesting A1 modulation by
somatosensory, or efference copy, input. When spikes were counted only during the stimulus, 19.6% of MUs and 13.8% of SUs increased
firing rate when animals reported AM compared to when they did not, suggesting an attentional effect, or that A1 activity can be used by
higher decision areas, or that such areas provide feedback to A1. Activity associated with AM reporting was correlated with a unit’s AM
sensitivity, suggesting AM sensitive neurons’ involvement in task performance. A1 neurons’ phase locking to AM correlated more weakly
(compared to firing rate) with the animals’ report of AM, suggesting a preferential role for rate-codes in A1 for this AM discrimination
task.

Introduction
Little is known about single-unit (SU) activity in the auditory system
during sound discrimination (Vaadia et al., 1982; Brosch et al., 2005;
Yin et al., 2008; Otazu et al., 2009; Lee and Middlebrooks, 2011) (for
review, see Sutter and Shamma, 2011). Recording from neurons
while animals discriminate sound allows important questions to be
addressed: for example, what codes (e.g., temporal vs rate) are used
to discriminate sound, and what is the role of nonauditory activity in
auditory cortex? By recording while animals perform near-threshold
discriminations, where there are many correct and incorrect trials, it
is possible to determine statistically whether activity for an identical
stimulus is correlated with the animals choice (inferred from the
behavioral response), and possibly perception, through choice prob-
ability (CP) analysis (Celebrini and Newsome, 1994; Britten et al.,
1996). This approach has established such correlations in visual and
somatosensory cortices (Dodd et al., 2001; Cook and Maunsell,
2002; Romo et al., 2002; Uka and DeAngelis, 2004).

While the role of primary auditory cortex (A1) in perceptually
based choices is unknown, neural activity may reflect nonaudi-

tory influences (for review, see Hackett and Schroeder, 2009)
(Werner-Reiss et al., 2003; Ghazanfar and Schroeder, 2006; Laka-
tos et al., 2007; Kayser et al., 2008, 2010; Maier and Groh, 2010).
Such nonauditory influences depend on three parameters: (1) the
cortical area, (2) the spatial scale of activity measured [e.g., fMRI,
EEG, MEG, local field potentials, multiple units (MUs) and SUs
sample at different spatial scales], and (3) whether the nonau-
ditory influences modulate auditory responses or can drive
activity independently. In general, nonauditory effects are
more likely to be seen outside of A1, with methods that inte-
grate activity over larger spatial scales, and to be modulatory
(Fu et al., 2003; Kayser et al., 2009). While nonauditory inputs
can directly drive single A1 neurons (Brosch et al., 2005; Bizley
et al., 2007; Bizley and King, 2009), such results have been rare,
and little is known of the conditions under which these inputs
come to the forefront.

Results differ as to whether temporal spiking patterns corre-
late with perceptual choices (Salinas et al., 2000; Luna et al., 2005;
Lemus et al., 2009; Yang et al., 2008). Amplitude modulation
(AM)—an important feature in communication sounds, sound
source segregation and pitch (Burns and Viemeister, 1981; Breg-
man et al., 1990; Yost, 1991; Nelken et al., 1999; Grimault et al.,
2002)—is ideally suited to investigate temporal coding, because
AM creates a temporal pattern that neural responses follow
(phase lock to). Therefore, a promising approach to understand-
ing the relevance of temporal codes is determining whether phase
locking is related to trial-by-trial judgments by recording neural
activity while animals discriminate AM.

We recorded A1 SU and MU activity while monkeys discrim-
inated AM noise from unmodulated noise. We found activity

Received Feb. 9, 2011; revised Dec. 20, 2011; accepted Dec. 24, 2011.
Author contributions: M.N., J.S.J., K.N.O., and M.L.S. designed research; M.N. performed research; M.N., J.S.J.,

K.N.O., and M.L.S. contributed unpublished reagents/analytic tools; M.N. and M.L.S. analyzed data; M.N. and M.L.S.
wrote the paper.

This work is supported by NIH NIDCD Grant 02514 (M.L.S.) and NIH F31 National Research Service Award
F31DC008935 (M.N.). We acknowledge Drs, G. Recanzone, K. Britten, and J. Ditterich for useful comments on this
manuscript. We also acknowledge Elizabeth Marshall for her help in animal training and recording.

The authors declare no competing financial interests.
Correspondence should be addressed to Mitchell L. Sutter, University of California, Center for Neuroscience,

University of California, Davis, Davis, CA 95618. E-mail: mlsutter@ucdavis.edu.
DOI:10.1523/JNEUROSCI.0767-11.2012

Copyright © 2012 the authors 0270-6474/12/323193-18$15.00/0

The Journal of Neuroscience, February 29, 2012 • 32(9):3193–3210 • 3193



during the stimulus related to whether the animal reported per-
ceiving AM, and also found later activity associated with lever
release. Together, these results support a view that there are
strong nonauditory influences in A1 related to performance of an
auditory discrimination task.

Materials and Methods
Subjects. Experiments were performed in the right hemisphere of three
adult rhesus macaque monkeys (Macaca mulatta), two females and one
male, weighing 6 –11 kg. Of three monkeys, V, X, and W, who partici-
pated in the current work, monkeys X and W also participated in the
study by O’Connor et al. (2011), and monkey X in the study by O’Connor
et al. (2000). All procedures conformed to the U.S. Public Health Service
policy on experimental animal care and were approved by the UC Davis
animal care and use committee.

Acoustic stimuli. The stimuli were 800 ms sinusoidally amplitude mod-
ulated (AM) broadband noise bursts with modulation frequencies of 2.5,
5, 10, 15, 20, 30, 60, 120, 250, 500, and 1000 Hz and modulation depths
(in amplitude, not power) of 6, 16, 28, 40, 60, 80, and 100%. Unmodu-
lated (0% modulation) broadband noise was also used. The broadband
noise carrier was “frozen”; the same random number sequence was used
as a noise carrier sample for all stimuli. Sound generation was described
previously (O’Connor et al., 2010). Briefly, the sound signals were cre-
ated using Matlab (MathWorks), generated using a digital-to-analog
converter [Cambridge Electronic Design (CED) system model 1401],
and then passed through programmable (Tucker-Davis Technologies
PA5) and passive attenuators (Leader LAT-45). The signal was amplified
(MPA-200; Radio Shack) and delivered to a speaker. Two different ex-
perimental stations were used. One had a Radio Shack PA-110 speaker
1.5 m in front of the animal at its ear level. The other had a Radio Shack
Optimus Pro-7AV positioned 0.8 m in front of the subject at its ear level.
Sounds were generated with 100 kHz sampling rate and cosine ramped at
onset and offset (5.0 ms rise/fall time). Stimulus intensity was calibrated
at the middle of the head position where the monkey would be sitting
(Bruel and Kjaer model 2231 sound-level meter) to 63 dB sound pressure
level (SPL).

Behavioral task. The monkeys discriminated AM noise from unmodu-
lated noise. They were trained to initiate a trial by pressing and holding
down a lever. A trial consisted of two 800 ms sounds separated by a 400
ms interstimulus interval (ISI). The first (standard) sound was an un-
modulated noise, and the second (test stimulus) was either another un-
modulated noise (nontarget) or an AM noise (target). The standard
sound’s purpose in initial training was to allow the monkey to compare
the test stimulus to the unmodulated sound. We cannot guarantee the
monkeys used this strategy once fully trained. Whether the monkey con-
tinued to compare sounds or generalized AM as a property (and there-
fore could ignore the first sound) is unknown. We did not remove the
first sound because if the monkey was comparing the two, such changes
could add substantial delays to the training. Target stimuli had a fixed
modulation frequency (MF) [at the multiple unit’s best MF (BMF)] (see
below, Physiological recording) during a recording session and modula-
tion depths of 6 –100%. Subjects were trained to respond to AM targets
by releasing the lever during an 800 ms response window following the
offset of the second sound. When the second sound was unmodulated
(0% depth), the subjects were required to hold down the lever for the
entire 800 ms response window. We defined response time (RT) as the
amount of time from stimulus offset to behavioral response. To maintain
low false alarm rates, during initial training and early recording, 22% of
the test stimuli were unmodulated. Later we switched to one in eight
unmodulated stimuli (i.e., seven modulation depths plus unmodulated
equally in random order). For both hits (a lever release for target trials)
and correct rejections (holding down the lever for nontarget trials), the
macaques were rewarded with juice or water. Animals were notified of
incorrect responses (misses and false alarms; not releasing the lever on
target trials and releasing the lever on nontarget trials, respectively) by
the offset of an incandescent light placed in front of them. For misses, the
light turned back on �1.1 s after the animal released the lever (to indicate
they are ready to resume the next trial). For false alarms, the light turned

back on following a 15– 60 s time-out period. After the light turned on, a
new trial could begin by the animal pressing the lever.

Physiological recording. The physiological recording procedures were
similar to those described previously (O’Connor et al., 2005; Yin et al.,
2011). Briefly, each monkey was chronically implanted with a titanium
head holder and a CILUX recording chamber (Crist Instrument) placed
over the parietal cortex to allow for near-vertical access to A1. A plastic
grid with 27 gauge holes was placed on the recording chamber. The grid
held a stainless-steel transdural guide tube and allowed it to be inserted
into a 15 � 15 mm area of the brain at 1 mm intervals (see Fig. 1). A
high-impedance tungsten microelectrode (1– 4 M�, FHC; 0.5–1 M�,
Alpha-Omega Engineering) was inserted through the guide tube and
lowered into A1 by a hydraulic microdrive (FHC). All recordings were
done while the monkey sat in an “acoustically transparent” primate
chair, with its head restrained, in double-walled, sound-attenuated,
foam-lined booths [Industrial Acoustics Company; 2.9 � 3.2 � 2.0 m or
1.2 � 0.9 � 2.0 m, described by O’Connor et al. (2011)].

Electrophysiological signals were amplified and filtered (0.3–10 kHz,
plus a 60 Hz notch; AM Systems model 1800; Krohn-Hite model 3382),
passed to a computer with an analog-to-digital converter (CED model
1401) with a sampling rate of 50 kHz, and saved onto a hard disk along
with the time stamps of all relevant events for later analysis. Initial spike
sorting was achieved by waveform template matching, and refinement of
isolation was achieved using principal component analysis (SPIKE2 soft-
ware; CED) off-line. MU activity was all spiking activity (through the
0.3–10 kHz filtering mentioned above) crossing a threshold set above the
background level. Thus, MUs may include activity from a wider variety of
cells types than SUs, which are thought to have a bias toward pyramidal
neurons. There are two commonly used methods to record multiple-unit
activity. One is the method used in this study, where signals are bandpass
filtered and then a threshold, or Schmidt trigger, is set to collect spikes
whose amplitude exceed a background level (Stecker et al., 2003; Brosch
et al., 2011a). In the second type of MU recording (Fishman and Stein-
schneider, 2009), signals are high-pass filtered (�500 Hz), full-wave rec-
tified, then low-pass filtered (�500 Hz). With this method, the final
signal is the envelope of high-frequency elements (spiking activity). The
first method gives spike firing events, which can be analyzed like SU
activity, whereas the second gives an analog signal which reflects an in-
stantaneous measure of the number and size of spikes fired by neurons in
the vicinity of the electrode tip and can be analyzed as an analog signal
(such as a local filed potential). The two methods have been shown to
provide qualitatively similar responses in V1 during curve tracing, al-
though the second method may have higher reliability in trial-by-trial
responses (Super and Roelfsema, 2005).

We did not use interspike intervals as a tool during isolation, but a post
hoc analysis showed that the median percentage of spikes falling within
the 1 ms refractory period was 0.153% for SUs and 3.04% for MUs. When
CP analysis was done separately for SUs below and above the median
values, the results during the test stimulus and before lever release did not
change for either.

Before subjects started the behavioral task, the BMF was determined
for both spike count (BMFSC) and vector strength (VS) (BMFVS) of the
MU at each recording site by presenting 100% AM noise at all modula-
tion frequencies (2.5, 5, 10, 15, 20, 30, 60, 120, 250, 500, and 1000 Hz) and
comparing AM responses to the unmodulated noise responses. During
this period, monkeys received randomly timed fluid reward for sitting
quietly. BMFs were determined by calculating the receiver operating
characteristic (ROC) area (see Data analysis: ROC, below) comparing the
AM response measure (spike count or VS) to the unmodulated noise
measure and determining the modulation frequency yielding a response
most different from that to the unmodulated noise. After the BMFs were
determined, animals performed the AM task with target stimulus mod-
ulation frequency at either the MU’s BMFSC or BMFVS, and target depths
varied from 6 to 100%. The first BMF (BMFSC or BMFVS) chosen was the
one with the largest difference, measured from ROC analysis, from the
unmodulated response. We tested at the counterpart BMF, given enough
time. Tested modulation frequency ranged from 2.5 to 500 Hz. BMF
based on VS ranged from 2.5 to 120 Hz for MUs and from 2.5 to 1 kHz for
SUs. BMF based on firing rate ranged from 2.5 to 1 k Hz for both MUs
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and SUs. The 25th to 75th percentiles for VS BMFs were 10 –30 Hz for
both MUs and SUs, and for rate BMF were 15–120 Hz for MUs and
15–250 Hz for SUs. The distributions for VS were skewed toward lower
BMFs, while those for firing rate were skewed toward larger values.

A given site was pursued if (1) the site had at least one isolatable SU (by
visual inspection on oscilloscope) and (2) the MU at the site showed
�0.60 ROC area for any modulation frequency (2.5–1000 Hz) compared
to unmodulated noise. Therefore, MUs were required to be able to dis-
criminate AM from unmodulated noise at one of the modulation fre-
quencies used for BMF determination. Since SUs were isolated from
MUs after the recording session, they were not required to have an audi-
tory response at the time of recording. Most SUs showed activity modu-
lated by AM frequency and/or depth, but in rare cases, SUs showed no
apparent auditory response (see Fig. 6). We did not intentionally target
specific cortical layers, and our recording techniques did not permit the
precise determination of laminar location.

Data analysis: choice probability. CP analysis was used to quantify the
trial-to-trial correlation between neural activity and an animal’s behav-
ioral choice (inferred from the behavioral response). CP ranged from 0 to
1. A CP value of 1 (or 0) means that firing rate is always higher (or lower)
when the animal reports an AM stimulus than when the animal does not,
and therefore shows that the activity measure on any individual trial
predicts with 100% accuracy whether the animal reported the sound as
modulated. A CP value of 0.5 means there is no correlation between the
animal’s choice and firing rate, and therefore predictions of the animal’s
choice based on neural activity can be made only at chance level.

CP is calculated by measuring the degree of overlap between two distri-
butions of an activity measure (in this case, spike count or vector strength)
for trials where the animal reports modulation versus trials where the animal
does not report modulation. This analysis is essentially identical to ROC
analysis based on signal detection theory (Green and Swets, 1974), except
trials are partitioned by the animal’s choice rather than by stimulus proper-
ties. Below, procedures for firing-rate-based CP are described; VS-based CP
is calculated in the same manner, replacing VS for firing rate.

First, the average firing rate in a time window of interest was calculated
for each trial in a recording session. At each modulation depth, trials were
then divided into two conditions: (1) the “responded” condition, where
the animal released the lever (hit or false alarm trials) to report AM, and
(2) the “nonresponded” condition, where the animal did not release the
lever (miss or correct rejection trials). Distributions of trial-by-trial firing
rates were made separately for these two conditions at each modulation
depth. Then, we calculated the proportion of responded trials (Pr) having
firing rate greater than a given criterion level as well as the proportion of
nonresponded trials (Pnr) exceeding the same criterion. This procedure
was repeated for the full range of criteria (from lowest to highest spike
counts divided into 100 equal steps), and an ROC curve was generated by
plotting Pnr against Pr. CP is the area under this ROC curve.

Since animals rarely fail to respond to AM stimuli with high modula-
tion depths (e.g., 60 –100%), there are few nonresponded trials at these
depths. Also, there are few responded trials for modulation depths below
16%, as these depths are typically below animals’ thresholds. To reliably
compare firing rate between responded and nonresponded conditions,

Figure 1. A–D, Tonotopic maps for monkeys W and X. Each dot represents the BF of a multiple unit obtained from a recording. Some recordings used to generate the maps were made during
experiments not reported here. Squares (stippled, pink, and light gray) represent locations of recordings used for this study. Pink squares represent locations where we found multiple units with
significant CPs during the 400 ms time window before report release. Stippled squares represent locations where we found significant CPs during the test stimulus. Stippled pink represents cells with
significant CP during both epochs. Light gray squares represent locations without significant CPs in either of these time periods. For all maps, a systematic increase in BF from an anterior (top) to a
posterior (bottom) direction is found, confirming that most recordings were likely made in A1.
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we included only modulation depths having five or more trials in both
conditions for CP analysis. In a typical recording session, two to three
modulation depths have five or more trials in both conditions. In 3 of 100
recording sessions, this criterion was not satisfied at any depths, so units
from these sessions (3 MUs and 5 SUs) were excluded from the CP
analysis that compares the responded and nonresponded conditions (for
one analysis in Fig. 7C,D, the entire sample of 100 MUs and 237 SUs
could be used because comparisons were made to spontaneous activity
that could be measured for all recordings). To assess each unit’s overall
correlation between firing rate and the animal’s choice, we calculated a
“grand CP” by transforming firing rates at each depth into z scores and
collapsing them across depths. Then, distributions of z scores were made
for responded and nonresponded conditions, an ROC curve was gener-
ated, and a grand CP was determined for each unit. The significance of
each unit’s grand CP was determined using a permutation test (Britten et
al., 1996), which shuffles the contingency between the animal’s choice
and firing rate [or phase-projected vector strength (VSPP)]. Briefly, the z
scores from responded and nonresponded conditions were pooled to-
gether, and random samples were taken from the pool (without replace-
ment) and assigned to responded and nonresponded conditions in the
same proportion as the experiment. Then, CP was calculated from the
random samples. This procedure was repeated 2000 times. The p value
equals the proportion of CP values from the random process lying
above the experimentally obtained CP.

For calculating CP during a fixed-length window (e.g., 400 ms) before
and aligned to the lever release, we needed to determine an appropriate
time window to count spikes for nonresponded trials where no lever
release occurs. We therefore first randomly sampled (with replacement)
the RTs—the time from the end of the stimulus to lever release—from
responded trials in the same recording session at the same depth as the
nonresponded trials of interest. (Replacement was used here because at
some depths nonresponded trials outnumbered responded trials. If we
did not do this, we would run out of windows to use in the nonresponded
trials for depths with more nonresponded trials. We chose this approach
rather than simply using the average RT at each depth because it also
accounts for RT variability.) For the nonresponded trials at that depth,
we then calculated firing rate using 400 ms windows before the sampled
RTs. For responded trials, we used firing rate 400 ms before actual re-
sponses. We calculated the grand CP based on z scores for responded and
nonresponded trials and determined the significance of this CP using a
permutation test. This procedure was repeated 1000 times, using a dif-
ferent set of random RT samples on each repetition. The median grand
CP and its corresponding p value were used as the estimated CP and p
value for each unit.

To test the significance of population mean CP relative to 0.5, we used
a one sample t test and tested against the null hypothesis that the exper-
imentally obtained CPs were random samples from a normal distribu-
tion with mean of 0.5 and unknown variance (Matlab; t test). We also
used a binomial test to see whether there were significantly more units
with CP � 0.5 than those with CP � 0.5. For cells where we tested at two
modulation frequencies, we used the numerical average of the two CPs as
its CP and counted the cell as having a significant effect if either of the two
CPs had p values by permutation test �0.05.

CP determines how well neural activity predicts the animal’s behav-
ioral response (in this case, reporting AM by releasing the lever vs not
reporting AM by pressing it) by comparing neural activity under condi-
tions where the behavioral response is different but the stimulus is the
same. The term “choice” is used because choice is inferred from the
behavioral response under the assumption that the animal makes
the choice and then responds. CP measures a relationship that is correl-
ative to the choice and not necessarily causative (Nienborg and Cum-
ming, 2009). For example, significant CP in an area (e.g., A1) may reflect
inputs from somatosensory, motor, decision, or attention areas fed back
to A1. Significant CP in A1 could also relate to A1 carrying sensory
information that could be used later in the decision process. The activity
of AM responding neurons in A1 might be passed forward through sev-
eral stations to higher decision areas, and changes in A1 activity due to
behavioral state, attention, or other trial-by-trial spiking variability may
be interpreted as reflecting the sensory signal and influence the choice.

One current decision model proposes separate stages of sensory catego-
rization in sensory cortex and decision making in prefrontal cortex (Lee
et al., 2009; Tsunada et al., 2011). Under such a model, neurons with
significant CP could affect sensory categorization directly and the deci-
sion process only indirectly. In conclusion, it is important to remember
that while the label choice probability seems to imply decision-related
processes, it has other possible interpretations.

Average firing rate and grand average firing rate. To relate CP to the
more intuitive measure of firing rate difference between responded and
nonresponded trials, we also calculated grand average firing rate (differ-
ences). For each cell, we first calculated the mean firing rate for re-
sponded and nonresponded trials at each depth. Then, we took the
average of “mean” firing rate across depths for responded and nonre-
sponded trials. For this averaging, we included only modulation depths
that met the same criteria used for CP analyses; both responded and
nonresponded conditions must have five or more trials at a given depth.
We then calculated the average firing rate difference between responded
and nonresponded trials. This was done for each MU and SU, and from
that we also constructed a population grand average by averaging the
response from each unit.

Data analysis: ROC. For some analyses, we used a signal detection
theory-based ROC area (Green and Swets, 1974) to quantify how well a
neuron discriminates AM from its unmodulated carriers. The first step in
ROC analysis is to quantify a unit’s response to AM stimuli (signal) with
a neural measure (for example, firing rate) on each trial. Its response to
unmodulated sound (noise) was also quantified with the same measure
on each trial. Then, the measure obtained in repeated trials was plotted
into probability distributions for the AM and the unmodulated noise.
From these two probability distributions, we determined the proportion
of trials in which neural response to AM exceeded a given criterion level
(Ps) and the proportion of trials in which neural response to the un-
modulated noise exceeded the same criterion (Pn). This procedure was
repeated for all possible criteria. Here, Ps is directly comparable to hit rate
in psychophysical experiments, while the Pn is directly comparable to the

Figure 2. Average behavioral performance for each monkey in the study. A, Each point
shows the hit (6 –100% modulation) or false-alarm (0% modulation) probabilities for each
monkey. B, RT as a function of modulation depth. Behavioral data are taken only from the
recording sessions that generated unit (SU/MU) data reported in the study. Error bars indicate
standard deviation.
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false alarm rate. The two-dimensional plot of all pairs of Ps and Pn forms
the neural ROC, and the area under the ROC is called the neural ROC
area. Neural ROC area represents neural discriminability of a signal;
the probability with which an ideal observer determines that the sig-
nal is AM based solely on neural responses. To calculate each neuron’s
sensitivity to AM, we average the ROC areas over all depths (6 –
100%). We did not use threshold—the lowest modulation depth at
which the firing of a neuron can discriminate AM—as the definition
of sensitivity because many SUs and some MUs do not reach thresh-
old (e.g., ROC area �0.75 or ROC area �0.65) at any depth. The
method we used allows the inclusion of all units because all neurons
have an ROC area value at all depths.

Data analysis: vector strength and phase-projected vector strength. The
VS is defined as follows:

VS � ���
i�1

n cos�i�2

� ��
i�1

n sin�i�2�1/2�n, (1)

where n is the total number of spikes, and �i is the phase of each spike in
radians.

�i is calculated as follows:

�i � 2� * �ti modulo p�/p, (2)

where ti is the time of the spike relative to the
onset of the stimulus, and p is the modulation
period of the stimulus (Mardia and Jupp,
2000). One weakness of the standard VS mea-
sure is that it may give spuriously high values at
low firing rates. If a cell fires one spike on a
given trial, a VS of 1 would result. If a cell fires
two spikes randomly, a high VS would also
likely result, because the probability that two
random spikes fire 180° out of phase with each
other (relative to the stimulus modulation pe-
riod) is low. Basically, if sampling from a ran-
dom distribution of spikes in time, VS will
approach zero as the number of spikes ap-
proaches infinity. Since we apply VS on a trial-
by-trial basis, VS in low-spike-count trials is a
critical issue because some single units fire only
a few spikes in a single trial.

One way to address this issue is to use a
measure known as phase-projected vector
strength (Yin et al., 2011). Conceptually,
VSPP compares the mean phase angle for
each trial with the mean phase angle of all
100% AM trials and penalizes single-trial VS
values if they are not in phase with the global
response. VSPP was calculated on a trial-by-
trial basis as follows:

VSpp � VSt * cos(�t � �c), (3)

where VSPP is the phase-projected vector
strength per trial, VSt is the vector strength per
trial, calculated as in Equation 1, and �t and �c

are the trial-by-trial and mean phase angle, re-
spectively, in radians. Phase angles � are calcu-
lated as follows:

� � arctan2 * ��
i�1

n sin �i����
i�1

n cos�i�,

(4)

where n is the number of spikes per trial (for
�t) or across all trials (for �c), and arctan2 is a
modified version of the arctangent that deter-
mines the correct quadrant of the output based
on the signs of the sine and cosine inputs (Mat-
lab, “atan2”). The mean phase angle �c for each

cell was estimated from its response to all of the 100% AM presentations.
Therefore, VSpp was calculated for each trial for each stimulus using the
same average phase determined by all 100% AM trials. Trials with no
spikes were assigned a VSPP of zero. VS ranges from 1 (all spikes occur
at the same phase with respect to stimulus) to 0 (spikes occurring
circularly symmetric, including randomly timed, with regard to stim-
ulus phase). VSPP ranges from 1 (all spikes in phase with the popula-
tion mean phase) to 	1 (all spikes 180° out of phase with population
mean phase), with 0 corresponding to random phase relative to the
population mean phase. A previous study (Yin et al., 2011) reported
that, except for the cases where there were low spike counts, the two
VS measures were in good agreement.

Characterization of A1 and histology. The determination that re-
cordings were in A1 was based on the stereotypical tonotopic gradient
(rostral– caudal), robustness of responses, and sharpness of frequency
tuning (lateral–medial) (Merzenich and Brugge, 1973; Morel et al.,
1993; Kosaki et al., 1997; Rauschecker, 1997; Recanzone et al., 2000)
from physiological recordings. We also performed histological exper-
iments on one monkey (V) to confirm that our recording sites were in

Figure 3. A, Raster plot of an MU’s response to 30 Hz AM noise as modulation depth is varied. The test stimulus is presented from
time 0 to 800 ms. B, C, Trials in A were sorted into responded (B) and nonresponded (C) trials. In B, activity is shown only for trials
where the monkey released the lever to report modulation. There are more trials at higher modulation depths because at these
depths, modulation was easiest to detect. The heavy vertical dashed line at time 0 is the time of lever release to which the activity
in B is aligned. For each depth, trials are sorted by the animal’s RT. The top raster at each depth is for the shortest RT, and the bottom
is for the longest. This causes the rightward upward slope for stimulus-aligned activity at each depth. Dark lines represent test
stimulus onset and offset, which are also slanted because of the RT sorting. In C, activity is shown only for trials where the animal
did not release the lever to report modulation, and activity is aligned to the stimulus as in A. D shows the average firing at 28%
modulation depth sorted by responded (dark dashed line) and nonresponded trials (light solid line) and aligned to test stimulus
onset. Only 28% depth is shown because that was the only depth with sufficient numbers of responded and nonresponded trials
(�5 each) to be included in the analysis. E shows the average firing at 28% sorted by responded and nonresponded trials and
aligned to RT (time 0) for responded trials. For nonresponded trials, the plot is aligned at the average RT obtained from responded
trials at the same depth. In D and E, firing rate is in spikes per second calculated for each 50 ms bin used. BMFSC, 30 Hz; BMFVS, 30
Hz; BF, 2.2 kHz. The mean firing rates were 87.5 spikes per second for responded trials and 35.0 spikes per second for nonresponded
trials; the CP was 0.940.
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A1 (O’Connor et al. 2010). Two other mon-
keys (X and W) are still serving as subjects in
related experiments and thus are not avail-
able for histological confirmation.

Frequency tuning was measured at each
recording site by presenting pure tones with
different combinations of frequencies and in-
tensities, and was only required for determin-
ing tonotopic maps. An initial assessment was
done by manually varying frequency and in-
tensity to determine the frequency range used
in the automated procedure where frequencies
typically spanned three octaves with one-fifth
octave increments around a center frequency
that was estimated by the initial manual as-
sessment. Intensities typically spanned 80 dB
in 10 dB increments between 10 and 90 dB SPL.
Tone duration was 100 ms. Stimuli were pre-
sented in a random order and repeated at least
three times for each frequency–intensity com-
bination. The interstimulus interval between
tones was uniformly random (800 –1000 ms)
to avoid entrainment. A two-dimensional fir-
ing rate matrix (intensity by frequency) was
obtained using the 100 ms stimulus window.
The neuron’s frequency tuning curve was cal-
culated using the contour line at the estimated
mean spontaneous response (spike count in a
75 ms window before the onset of each tone)
plus two SDs (Matlab’s “contourc” function).
The best frequency (BF) and threshold were
determined from the frequency tuning curve.
BF was the frequency at which the lowest inten-
sity (threshold) evoked activity two SDs above
the spontaneous activity estimate. A tonotopic
map was created from BFs in all recordings for
each animal. The location of A1 was deter-
mined based on a systematic BF increase from
anterior to posterior axis, with an approxi-
mately constant BF in medial–lateral axis.

The tonotopic maps of two animals (mon-
keys W and X) are shown in Figure 1. The BFs
of the multiple units obtained from each re-
cording site are shown with color-coded dots.
There can be multiple dots at a grid point be-
cause more than one MU was recorded at many
grid locations. The squares over the grid indi-
cate locations which produced the data re-
ported in this study. The map for monkey V has been published
previously as supplemental material (Yin et al., 2011). For animals W and
X, we show two tonotopic maps, because their recording chambers
needed to be reimplanted during the recording period. For all maps,
there is a systematic BF increase from anterior to posterior, confirming
that most of recordings were likely from A1. Sites showing significant CP
before report release and/or during the stimulus are marked to demon-
strate that there was no systematic bias in where significant CP was
observed.

Before killing monkey V, three locations were marked by inserting
electrodes dipped in biotinylated dextran amine. The monkey then was
given an overdose of sodium pentobarbital and perfused with 4% para-
formaldehyde in 0.1 M phosphate buffer. The brain was removed,
blocked, and allowed to sink in 30% sucrose in 0.1 M phosphate buffer
before being frozen. Sections (50 �m thick) were cut on a sliding mi-
crotome in the frontal plane and were alternately processed with three
staining methods: (1) treatment with mouse antiparvalbumin antibody
and then with biotinylated, horse anti-mouse secondary antibody, fol-
lowed by reactions with acetyl-avidin-biotinylated peroxidase complex
(ABC) and diamino benzidine (DAB), (2) Nissl staining, and (3) Nissl
staining followed by reactions with ABC and DAB. The three marked

locations were at the anterior, middle, and posterior parts on the physi-
ologically determined border between A1 and the middle-medial belt
cortex. The anatomical boundary of A1 in monkey V was consistent with
the physiologically determined borders. An image of antiparvalbumin
staining with a labeled electrode track was published previously
(O’Connor et al., 2010). Because we recorded for several months, the
borders determined anatomically relative to our recording coordinates
might vary, but the responses to tones and noise and the tonotopic gra-
dient were consistent with previously reported properties of A1 (Mer-
zenich and Brugge, 1973; Morel et al., 1993; Kosaki et al., 1997;
Rauschecker, 1997; Recanzone et al., 2000).

Results
We recorded extracellular spiking activity of 100 MUs and 237
SUs in the primary auditory cortex of three rhesus macaques
while they discriminated AM sounds from unmodulated
sounds. We determined the correlation between two metrics
of neural activity (firing rate and phase locking) and the ani-
mals’ behavioral responses (choices) using choice probability
analysis (Britten et al., 1996).

Figure 4. Exemplary SU with increased firing before behavioral response. A–E, Data are presented in the same format as in
Figure 3. BMFSC, 250 Hz; BMFVS, not applicable; tested MF, 15 Hz (note this is different because the tested MF is from the MU
response on the same electrode); the BF is not available. The mean firing rates were 33.8 spikes per second for responded trials and
19.4 spikes per second for nonresponded trials; the CP was 0.681.
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Behavior
As in previous studies from this lab (O’Connor et al., 2000, 2011),
the animal’s behavioral performance sigmoidally increased as a
function of modulation depth (Fig. 2). There were some subtle
differences in the performance between the monkeys. Monkey X
had a higher false alarm rate (response probability at 0% modu-
lation) than monkeys W and V. Monkey V had higher sensitivity
and shorter RTs than monkey X and W. Response time is the
elapsed time from stimulus offset to behavioral response.

Late spiking activity related to lever release
We found activity related to lever release in two contexts: (1) lever
release to report that the second sound was AM (report release)

and (2) lever release required to resume
the experiment (resume release) after the
animal failed to report AM on misses. Re-
lease to resume after correct rejections was
not included because on these trials a re-
ward was administered while the lever was
held down, and during and after reward
delivery, acoustical noise (solenoid click
and licking) would be present. Therefore,
the resume release condition was re-
stricted to miss trials.

We found that 47.4% of MUs and
22.8% of SUs significantly increased firing
rate before report release when compared
to the equivalent time period on trials
without report release. Activity strongly
associated with this behavioral response
could occur for units that responded well
and phase locked to AM (Fig. 3), for units
that did not phase lock but increased fir-
ing rate in response to AM (Figs. 4, 5), as
well as for units that did not respond well
to AM (Fig. 6).

Some units that phase locked well to
AM increased activity before report re-
lease (Fig. 3). For this MU, phase locking
and driven activity to 30 Hz AM is most
obvious in the stimulus-aligned raster
plot (Fig. 3A). For unmodulated noise, an
onset response is followed by a brief pause
and then a sustained response. As modu-
lation depth increases, the response be-
comes phase locked and the brief pause
disappears. Also at the higher depths,
there is a large increase in sustained activ-
ity after stimulus offset. This, however, is
not an offset response, which is better seen
when the trials are partitioned by the be-
havioral response (Fig. 3B,C). In Figure
3B, at each modulation depth, trials are
sorted by the animal’s RT, with shortest
RTs on top for each depth, and the unit’s
activity is aligned to the time of the ani-
mal’s response. For example, at 100%
modulation, there is almost no delay be-
tween stimulus offset (bold slanted solid
black line at right) and the animal’s re-
sponse (dashed black vertical line at time
0) for the shortest RT (top). At the bottom
of the 100% raster there is a longer delay
between stimulus offset and the behav-

ioral response. Sorting by RT causes the stimulus-locked activity
to slant right and upward as can be seen by the test stimulus onset
and offset lines (solid black). Sustained discharges start �200 ms
before report release, regardless of the RT and modulation depth,
and the strength of this discharge appears to be independent of
depth. Such activity is not seen in nonresponded trials (Fig. 3C,
aligned to stimulus onset). Directly comparing average firing rate
between responded and nonresponded trials (Fig. 3D,E) empha-
sizes these differences. We used CP to determine whether the
firing rate before the behavioral response was greater than the
rate during an equivalent period on nonresponded trials. For
responded trials, firing rate was calculated during the 400 ms time

Figure 5. Exemplary SU with increased firing before lever release. A–E are in the same format as Figure 3. F, Activity aligned to
resume release. Resume release is the lever release after a miss. Releasing the lever is allowed after a light cue, and then the animal
must release the lever so she can depress it again to start a new trial. G, Plots of average firing rate for report (dashed line) and
resume release (solid line) at 16 and 28% depths where there were enough (�5) trials for each condition. BMFSC, 120 Hz; BMFVS,
not applicable; tested MF, 20 Hz. The best frequency of the MU at the same location was 12.6 kHz; the SU’s best frequency was not
available because the cell was lost before BF determination. The mean firing rates were 35.7 spikes per second for responded trials
and 16.7 spikes per second for nonresponded trials; the CP was 0.892.
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window before report release. For nonre-
sponded trials, since there was no report
release, we randomly sampled RT values
from responded trials at the same depth
and calculated firing rates in 400 ms be-
fore the sampled RTs. We included only
the modulation depths that have five or
more responded and five or more nonre-
sponded trials for this purpose. For the
example in Figure 3, this occurred only at
the 28% depth. The grand CP (see Mate-
rials and Methods) for this MU was 0.940
and was significantly greater than chance
(0.5) by a permutation test (p � 0.0005).
This result means that an ideal observer
could predict the animal’s response 94.0%
of the time based on firing rate; therefore,
activity is strongly correlated (in a statisti-
cal, but not necessarily a causal sense)
with the animal’s response. There is a sig-
nificant increase in firing rate before lever
release when the animal reported that the
stimulus was modulated.

The nonsynchronized responses in
Figures 4 and 5 had significant CP for fir-
ing rate before report release (grand CP,
0.681; p � 0.0005; Fig. 4; grand CP,
0.892; p � 0.0005; Fig. 5). In the exam-
ple from Figure 4, response magnitude
is nonmonotonic with respect to modu-
lation depth and is often suppressed
relative to spontaneous activity. The
report-release-related activity can ap-
pear whether the test stimulus excited or
suppressed activity.

Neurons also could increase firing be-
fore resume release (Fig. 5F). CP before
the resume release, calculated by compar-
ing prerelease activity to spontaneous fir-
ing, was also significant (CP, 0.804; p �
0.0005). Here “spontaneous” activity was
calculated in the 200 ms time window oc-
curring 600 – 400 ms before resume re-
lease (lever release to resume trials) after those miss trials where
resume release occurred �1.2 s after stimulus offset, so that time
window does not include poststimulus activity. Figure 5G com-
pares the change in firing aligned to the time of lever release for
these two conditions at 28 and 40% modulation depths where
there are five or more trials for both conditions. We compared
firing rate between report and resume release in the 200 ms before
lever release and found no significant difference (CP, 0.532;
p � 0.377). Thus, Figure 5 shows an SU that exhibited
approximately equivalent increases in firing before lever re-
lease despite differences in behavioral context.

In contrast, another neuron (Fig. 6) significantly increased
firing before report release (CP, 0.917; p � 0.0005; Fig. 6E), but
not resume release (CP, 0.519; p � 0.233; Fig. 6F). When the
firing rate 200 ms before report release and resume release was
directly compared, the difference was significant (CP, 0.822; p �
0.0005; Fig. 6G), demonstrating that firing before report release
was greater than before resume release. This suggests that this
neuron’s firing before the behavioral response may be related to
somatosensory/motor events only in the context of AM discrim-

ination, such as somatosensory/motor activity modulated by at-
tention or reward expectation, or from direct drive from
attention or reward or feedback from a decision area. Because this
neuron did not respond well to AM, it is easy to see the report
release activity. This type of cell, nonresponsive to AM but show-
ing behavior-related activity, was not as common as stimulus-
driven neurons that showed activity related to the animal’s choice
(for more detail, see Fig. 12). While some neurons showed release
activity that was strongly contextually dependent (such as in Fig.
6), most single neurons showed some degree of release-related
activity for both conditions or for the resume release condition
only.

We found that 81 of 97 MUs increased and 16 of 97 decreased
(p � 6.19 � 10	12, binomial test) firing rate before report release
when compared to the comparable time window in nonre-
sponded trials (Fig. 7A). Similarly 166 of 232 SUs increased and
66 of 232 decreased (p � 2.02 � 10	11, binomial test) activity
before report release (Fig. 7B). Averaged over all recorded neu-
rons (not segregated by increasing and decreasing), firing rate
increased by 11% for MUs and 10% for SUs (Table 1). The pop-

Figure 6. Exemplary SU with increased firing before behavioral response. A–G, Data are presented in the same format as in
Figure 5. BMFSC, 15 Hz; BMFVS, 15; tested MF, 30 Hz. The mean firing rate was 7.0 spikes per second for responded trials and 0.0
spikes per second for nonresponded trials; the CP was 0.917.
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ulation mean CP for report release was 0.584 for MUs and 0.539
for SUs (Table 2, individual subject data), which are both signif-
icantly larger than the chance value of 0.5 (t test, MU, p � 1.22 �
10	13; SU, p � 1.61 � 10	11). Individually, 46 of 97 (47.4%)
MUs and 53 of 232 (22.8%) SUs significantly increased firing rate
before report release, and 2 of 97 (2.06%) MUs and 14 of 232
(6.03%) SUs significantly decreased rate before release (criterion
of p � 0.05 for each unit by a permutation test). Among units
showing significant effects, the firing rate increased by 35% for
MUs and 24% for SUs (Table 1).

The CP analysis window for nonresponded trials was chosen
to correspond to the same time relative to the stimulus as for the

responded trials. However, on correct re-
sponded trials (hits), a reward shortly fol-
lowed lever release, whereas on correct
nonresponded trials (correct rejections),
the reward occurred later relative to the
stimulus. Since reward-related parame-
ters can affect auditory cortical activity
(Brosch et al., 2011a), we analyzed the
data relative to the reward timing (which
was constant). We calculated CP by com-
paring activity aligned to release on re-
sponded trials to activity in the time
window before the end of the 800 ms re-
sponse window (at the end of this window
a reward would be administered for cor-
rect rejections) for nonresponded trials.
This roughly aligned the two windows to
encompass 400 ms before expected re-
ward delivery. As previously, the response
release was significantly stronger (MU
mean CP, 0.567; p � 2.60 � 10	5; SU
mean CP, 0.531; p � 1.56 � 10	4). This
suggests that the increased activity before
report release is not solely a result of re-
ward expectation, although we cannot
rule out reward-related contributions.

Significant increases in firing before
resume release (permutation test on CP
comparing to spontaneous rates) oc-
curred in 51.0% (51 of 100) of MUs and
30.4% (72 of 237) of SUs. Significant de-
creases in firing rate were found in 6% of
both MUs (6 of 100) and SUs (15 of 237).
Spontaneous activity was used for this
comparison because, on trials without re-
sume release, lever release and reward de-
livery occurred before or overlapping with
comparable times. The population mean
CP for resume release was 0.604 for MUs
and 0.546 for SUs (Fig. 7C,D).

We then determined the proportion of
A1 units increasing firing (1) only for re-
port release, (2) only for resume release,
and (3) for both report and resume release
and found that many were active before
both releases (Fig. 7E,F). The Venn dia-
grams show that 12.4% of MUs and 10.3%
of SUs have significantly higher firing for
report release, but not resume release;
15.5% of MUs and 17.7% of SUs fire sig-
nificantly more before resume release, but

not report release; and 35.1% of MUs and 12.5% of SUs signifi-
cantly increase firing rate before both report and resume release.
A 	 2 test (p � 0.035) revealed that for SUs, the number of units
with significant CP for only resume release was significantly dif-
ferent from those with significant CP for only report release (Fig.
7F). This significant relationship was not observed for MUs (Fig.
7E; p � 0.564). The Venn diagrams show that a majority of A1
units with increased firing before report release also increase fir-
ing before resume release, suggesting that sustained activity be-
fore the behavioral response is of somatosensory or motor origin
for many cells. However, there are a substantial number of SUs
that increased firing only before report release, suggesting that

Figure 7. A, B, Histograms of grand CP values based on firing rate during the 400 ms time window before animals’ behavioral
response for MUs (A) and SUs (B). C, D, Histograms of grand CP based on firing rate during the 200 ms window before resume
release compared to spontaneous activity for MUs (C) and SUs (D). E, Venn diagram showing MUs having significant report release
CP (left circle), significant resume release CP (right circle), and both report and resume release activity (intersection). The size of the
circles reflects the proportion of units with significant release-related activity. F, Same as for E but for SUs.
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the sustained activity for these cells is related to lever release in the
context of AM discrimination or possibly to the decision relative
to AM discrimination.

It is worth noting that directly comparing the magnitude of
these two types of release-related activity cannot conclusively de-
termine which is dominant for several reasons. First, activity im-
mediately after a stimulus (report release and the comparison
window in nonrelease trials) can be very different from activity
occurring far removed from the stimulus in time (resume release
and the comparison with spontaneous activity). The result of
using different baselines for CP is that the values may not be
directly comparable. Also, misses were signaled by turning off a
cue light 800 ms after stimulus offset, and this dimming before
resume releases may have influenced activity (Brosch et al., 2005;
Bizley et al., 2007). Despite these limitations in applying strict
numbers, the general result is that many neurons increased activ-
ity before both releases, while some neurons responded preferen-
tially for report release and some responded preferentially for
resume release.

Activity during the sound sequence related to the animal’s
behavioral report
We have described the increased firing preceding the animal’s
behavioral response. This is not the typical “decision-related”
activity that has been described for cells in other sensory areas
(such as visual area MT), where activity during the stimulus has
been shown to correlate with animal’s behavioral response/
choice (Celebrini and Newsome, 1994; Britten et al., 1996; Brad-
ley et al., 1998; Dodd et al., 2001; Parker et al., 2002; Uka and
DeAngelis, 2004; Uka et al., 2005). To compare to that type of
activity, we analyzed activity starting from the standard sound
until lever release. We first lay out a brief summary of the results,
which will be quantified later throughout this section. Activity

during the standard sound was not significantly different be-
tween responded and nonresponded trials. Activity during the ISI
(before the test stimulus, but after the standard sound) correlated
with behavioral report, but not with a unit’s AM sensitivity. Dur-
ing the test stimulus, the correlation between the monkey’s
choice and the neurons’ firing rates increased, as did the correla-
tion between CP and AM sensitivity. This suggests that the state
of neural activity before the test stimulus can bias the subsequent
behavior due to a generalized increase in A1 activity. One possible
cause of this is that the animals form a response bias before pre-
sentation of the test stimulus. It also suggests that during the
stimulus, the increased A1 activity becomes more specific to AM
sensitive neurons whose activity is interpreted by higher stations
as an increased likelihood of AM, therefore increasing the prob-
ability of a behavioral response (see discussion for alternate in-
terpretations). Below, we will first quantify the stronger test
stimulus effects and then describe the ISI effect. Later we will
discuss these effects in terms of mean firing rate (as opposed to
CP) averaged across all neurons (see Fig. 11; Table 1).

Activity correlated with the animals behavioral report can be
seen during the stimulus for neurons that do (Fig. 8D--F) and do
not (Fig. 8A--C) phase lock, suggesting that firing rate of both
phase-locking and nonsynchronizing neurons could be used to
drive subsequent behavior. The trend toward higher activity dur-
ing the stimulus on responded trials can be seen on the stimulus-
aligned average firing rate plots of Figure 8, B and E, where the
responded trial activity (dashed dark lines) has higher firing rates
than activity in nonresponded trials (solid light lines). The effect
can be seen better in a cumulative plot (Fig. 8C,F) that displays
the cumulative spike counts from the start to the end of the
stimulus for responded and nonresponded trials. These plots
show that these units’ firing rates are higher when the animal
responded to the stimuli, and this is true for all depths where
comparisons can be made (five or more responded and nonre-
sponded trials). The grand CP for SU1 (based on the firing rate
during the 800 ms stimulus) was 0.596 (p � 0.005, permutation
test), indicating significantly higher firing rate on responded
trials compared to nonresponded trials. The grand CP for
SU2, which monotonically increased its firing rate and
strength of phase locking with modulation depth, was 0.620
( p � 0.0005).

For both examples it is clear that the during-stimulus CP in-
crease is not due to “spilling over” of later lever-related activity
into the stimulus period at the depths for which CP analysis was
performed (Fig. 8B–F, depths). In fact, in SU1 (which is the same
neuron as Fig. 4), the late lever-related activity is separated from
the stimulus period activity by a period of suppression. SU2
(Fig. 8D) also demonstrates no overlap in the late lever-related
activity and the during-stimulus activity at the depths used for CP
analysis (16 – 60%). This was evident throughout the neural pop-
ulation, and later we will show analysis further supporting a lack

Table 1. Grand average firing rate in spikes per second for responded and nonresponded trials

ISI Test stimulus Prior to report release

n Resp. Nonresp. Diff. % Diff. n Resp. Nonresp. Diff. % Diff. n Resp. Nonresp. Diff. % Diff.

All
MU 97 87.8 85.4 2.37 2.74 97 101 98.6 2.52 2.52 97 84.1 75.2 8.92 11.2
SU 232 13.0 12.7 0.28 2.19 232 15.28 14.97 0.31 2.05 232 12.7 11.5 1.20 9.95

Significant units
MU 6 70.8 56.8 14.0 22.0 19 105 95.8 9.00 8.97 46 84.2 66.0 18.2 24.2
SU 22 9.51 7.17 2.34 26.1 32 19.0 16.1 2.95 16.8 53 15.4 10.8 4.55 34.8

The difference (Diff.) and percentage difference (% Diff.) of the two firing rates are shown. The top two rows show for all units, and the bottom two rows only for those with significant CP during the corresponding period (ISI, test stimulus,
or prior to report release). Resp., Responded; nonresp., nonresponded.

Table 2. Statistics by subject (W, X, and V) for MUs and SUs (1) during ISI (400 ms
period between first and second sounds), (2) during the test stimulus, and (3) 400
ms prior to report release

ISI Test stimulus Prior to report release

n Mean CP % Sig. unit Mean CP % Sig. unit Mean CP % Sig. unit

MU
W 38 0.505 7.89 0.544 36.8 0.586 55.3
X 52 0.520 5.77 0.514 7.7 0.567 38.5
V 7 0.521 0 0.539 14.3 0.694 71.4
All 97 0.514 6.19 0.528 19.6 0.584 47.4

SU
W 117 0.506 10.3 0.511 17.9 0.538 28.2
X 104 0.509 6.73 0.507 6.7 0.530 15.4
V 11 0.555 27.3 0.574 36.4 0.632 36.4
All 232 0.510 9.48 0.512 13.8 0.539 22.8

n, Number of units tested; Mean CP, population-mean grand CP; % Sig. unit, percentage of units with significantly
greater firing rate for responded compared to nonresponded trials. Significance for each unit was determined with
a permutation test and a criterion of p � 0.05.
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of temporal overlap in late lever-related
activity and during stimulus activity.

During the 800 ms test stimulus, 65%
(63 of 97) of MUs increased, and 35% (34
of 97) decreased firing rate on trials where
the animal reported modulation (Fig. 9A;
p � 0.0021, binomial test). Similarly, 57%
(132 of 232) of SUs increased and 43%
(100 of 232) decreased firing rate on trials
where the animal reported modulation
(Fig. 9B; p � 0.0208, binomial test). The
mean grand CP was 0.528 for MUs and
0.512 for SUs, both of which are signifi-
cantly larger than the chance value of 0.5
(t test, MU, p � 5.02 � 10	5; SU, p �
1.63 � 10	3). Significant increases in fir-
ing rate (by permutation test with p �
0.05) were found for 19.6% (19 of 97) of
MUs and 13.8% (32 of 232) of SUs. Sig-
nificantly decreased firing was seen for
4.1% (4 of 97) of MUs and 4.3% (10 of
232) of SUs, which is near the expected
false-positive rate of 5% at p � 0.05. The
increases in terms of change in firing rate
and percentage change for the population
of neurons, as well as just those showing
significant effects, are shown in Table 1.

To assess how activity related to the
response/choice in the population of A1
neurons evolves from the start of the test
stimulus to the time when the animals re-
port modulation, we calculated CP in dif-
ferent time windows. The results support
that CP per unit time is fairly constant
during the test stimulus and increases
sharply after stimulus offset. These data
suggest that CP during the stimulus is fun-
damentally different than CP associated
with lever release.

An examination of activity during two
nonoverlapping intervals—the first and
last 400 ms during the test stimulus (Fig.
10A,B)—shows that CP was not signifi-
cantly different (sign-rank test, MU, p �
0.0889; SU, p � 0.516). In Figure 10, A
and B, higher CP for the later period
would yield more points above the unity
diagonal line, which is not the case. Also,
CPs between the first and second halves
are significantly correlated (MUs, p �
6.14 � 10	7; SUs, p � 2.01 � 10	6,
Spearman’s correlation test), showing
that there is a relationship between CPs in
the first and second halves of the test stim-
ulus. Figure 10, A and B, indicates that CP
(when calculated in a 400 ms time win-
dow) does not change appreciably during
the test stimulus.

We found that CP is relatively constant
for fixed-duration windows during the
test stimulus and increases with larger
temporal windows, as expected if CP inte-
grates over a relatively constant neural

Figure 8. A–F, Exemplary SUs with increased firing rate during the test stimulus in responded compared to nonre-
sponded trials. A, D, Raster plots of units’ responses to test stimuli. B, E, Units’ average firing rate for responded (dark
dashed lines) and nonresponded trials (light solid lines) aligned to stimulus onset. C, F, Cumulative spike count for
responded and nonresponded trials from time of test stimulus onset to offset (SU1, BMFSC, 250 Hz; BMFVS, not applicable;
tested MF, 15 Hz; SU2, BMFSC, 20 Hz; BMFVS, 20 Hz; tested MF, 30 Hz). The mean firing rates for SU1 were 12.6 spikes per
second for responded trials and 9.0 spikes per second for nonresponded trials; the CP was 0.596. The mean firing rates
for SU2 were 22.3 spikes per second for responded trials and 18.1 spikes per second for nonresponded trials; the CP was
0.620.
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signal in the presence of independent on-
going neural noise. CP was calculated in
various time windows starting at the test
stimulus onset but ending at different
time points (Fig. 10C). CP increases grad-
ually when the time-window duration in-
creases from 200 to 800 ms. For MUs,
the population mean CP is significantly
greater than chance in the 200-ms-long
time window from onset (mean grand CP,
0.513; p � 0.0230 by t test) and continues
to increase as the time window lengthens.
For SUs, population mean CP becomes
significantly greater than chance when the
time window is extended to 500 ms or lon-
ger (population-mean grand CP, 0.508;
p � 0.0391 by t test). Note that the slope
steepens after 800 ms (Fig. 10C, dashed
vertical line marking the stimulus offset)
for both MUs and SUs, suggesting a sec-
ond source of input for poststimulus CP.

Additional analysis revealed that CP is
highest in the time window closest to lever
release. CP was calculated in time win-
dows going backward from the time of le-
ver release for various durations (Fig.
10D). The grand CP is highest in the 200
ms window before lever release for MUs
and in the 400 ms window before release
for SUs. It decreases as the time window
extends further away from lever release
and into the stimulus period.

The data argue against lever-related
activity during the stimulus affecting
during-stimulus CP. This is supported by
several lines of data. First, the animals’
RTs increase at lower modulation depths,
and the CP data are derived primarily and
necessarily from modulation depths near
threshold having long RTs. The examples
of during-stimulus CP (Fig. 8; see also Fig.
4B for the results in Fig. 8A) also show no
spillover at the depths used for CP analy-
sis. In fact, Figure 4B shows a clear sepa-
ration of the activity. Second, activity in
the first and second halves of the test stim-
ulus was not significantly different (Fig.
10A,B). Third, CP reached significance
for the first 200 ms of the test stimulus for
MUs and the first 500 ms for SUs, suggest-
ing an early source of CP. Fourth, the
slope of Figure 10C increases after stimu-
lus offset. Together, these results support
separate sources of activity related solely
to lever release and during-stimulus CP.

We found higher average firing rates
for responded over nonresponded trials during the ISI and test
stimulus, but not during the standard sound (Fig. 11). CP analy-
sis indicates that firing rate during the standard is not signifi-
cantly different between responded and nonresponded trials (t
test, MUs, population-mean grand CP, 0.509; p � 0.129; SUs, CP,
0.505; p � 0.191). During the silent interval between standard
and test sounds (ISI), firing rate for responded trials stays higher

than for nonresponded trials. This effect can be seen more clearly
with cumulative spike counts, where the plots for responded and
nonresponded trials start to diverge more clearly during the ISI
(Fig. 11B,D). CP analysis shows that firing rate during the ISI is
significantly higher when the monkeys reported AM compared to
when they did not (MUs, population-mean grand CP, 0.514; p �
0.0182; SUs, CP, 0.510; p � 0.0137) (Table 2). Table 2 shows that

Figure 9. A, B, Histograms of grand CP based on firing rate during the test stimulus (0 – 800 ms) for MUs (A) and SUs (B). Data
are presented in the same format as Figure 7A–D.

Figure 10. Progression of grand CP over the time course of single trial. A, B, Each unit’s grand CP calculated in the 0 – 400 ms
(relative to stimulus onset) time window is plotted against its grand CP calculated in the 400 – 800 ms window for MUs (A) and SUs
(B). C, Grand CP is calculated in time windows starting at test stimulus onset and ending at various times. Population-average
grand CP is plotted as a function of window end time for MUs (open circles) and SUs (filled squares). D, Grand CP was calculated in
time windows of various lengths, all ending at the time of the animal’s behavioral response. Population-average grand CP is
plotted as a function of window length for MUs (open circles) and SUs (filled squares).
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while individual animals show differences, the average CP of all
MUs and SUs increases from ISI to test to release, as does the
percentage of significant units, but Table 1 shows that the per-
centage change in activity is roughly constant during the ISI and
test stimulus and then increases before release. Choice correlated
activity continues through the test stimulus (Fig. 11).

Relationship between units’ CP and their sensitivity to AM
We also examined the relationship between a unit’s AM sensitiv-
ity and its CP. ROC area was used to determine cells’ ability to
discriminate AM (6 –100% modulation) from unmodulated
noise based on firing rate. Figure 12, A and B, plots each unit’s
firing-rate-based grand CP during the 400 ms period before re-
port release against its mean ROC area. There are significant,
positive correlations between grand CP and neuronal AM dis-
criminability for both MUs and SUs (Spearman’s test, MU, r �
0.294, p � 0.00189; SU, r � 0.218, p � 3.73 � 10	4). During the
test stimulus (Fig. 12C,D), there also are significant, positive cor-
relations between grand CP and mean ROC area for MUs

(r � 0.304; p � 0.00129) and SUs (r � 0.126; p � 0.0400). When
we restrict the analysis to include only increasingly more sensitive
neurons to AM, the population average grand CP improves for
both before report release and during the test stimulus (Fig.
12E,F). From left to right, the plots in Figure 12, E and F, move
from including cells with an ROC area �0.52 (most cells) to
including only cells with an ROC area �0.8 (only the cells most
sensitive to AM). This result is consistent with previous studies
showing that CP during a stimulus tends to be higher for cells that
are better at encoding a particular parameter pertaining to the
task (Celebrini and Newsome, 1994; Britten et al., 1996; Parker et
al., 2002; Cohen and Newsome, 2009) and suggests that neurons
that are more sensitive to AM are either (1) providing input to
higher brain areas that drive the behavior or (2) are receiving
selective input fed back from higher brain areas involved in the
task.

While CP was significant during the ISI, CP during the ISI was
not significantly correlated with neurons ability to discriminate
AM (MU, r � 0.0307, p � 0.750; SU, r � 0.0953, p � 0.122). This
is in contrast to CP during the test stimulus and before release,
both of which were significantly correlated with AM sensitivity.

Effect of previous reward
Slow varying activity has been found to be related to mismatches
in reward expectation (Brosch et al., 2011a,b). This effect should
not have influenced our results because the trial type (target or
nontarget) order was independent of the previous trial, so there
should not be any net, systematic effect of prior trial reward on
CP. Such activity, however, might increase spike count trial-to-
trial variance and decrease the likelihood of finding significant
CP. We confirmed that the previous reward condition was not
responsible for significant CP by separately analyzing CP for trials
that followed a reward and those that did not. We still found
significant CP during the test stimulus and before lever release,
confirming that CP did not depend on the previous trial.

CP based on vector strength
A remaining important question is whether neurons’ phase lock-
ing during the stimulus correlates with the animals’ behavioral
response/choice. While firing rate on average increases during
the test stimulus on responded trials, we found that phase locking
is preserved, because additional spikes are occurring at an appro-
priate phase relative to the AM envelope. If the added spikes were
not synchronized to the stimulus envelope, VS would be expected
to decrease.

It is difficult to interpret CP analyses using VS when spike
count varies because VS depends on the number of spikes. In
particular, VS can give spuriously high values for trials with few
spikes, and with trial-by-trial calculations, low spike counts are
common. To mitigate this problem, we performed two separate
analyses: a Monte Carlo simulation to normalize spikes per trial and
a phase-projected VS analysis (Yin et al., 2011).

CP based on vector strength: Monte Carlo analysis
We used a Monte Carlo simulation to ask whether the additional
spikes observed in one condition (usually responded trials) are
not randomly timed, but rather occur at the correct phase needed
to maintain phase locking. For this we added spikes randomly
with respect to the phase of stimulus modulation to the condition
with the lower firing rate. This equalized the mean firing rate
between the two conditions at each modulation depth. Then we
performed CP analysis on the equalized-firing-rate trials using
VS. The null hypothesis (under the assumption that additional

Figure 11. A, C, Population-mean firing rate during the entire trial. Trials are broken down
into the standard sound, ISI, test stimulus, and poststimulus periods. The plots show only
AM-sensitive units (in the top 50th percentile of ROC areas) and separately plot responded
(black dashed line) and nonresponded trials (gray solid) for MUs (A) and SUs (C). Firing rate was
calculated in 50 ms bins with 5 ms shifts between points. Activity is aligned to standard-sound
onset (0 ms). B, D, Cumulative spike count for the same population as in A and C. The plots are
shifted down at the start of the ISI, test stimulus, and poststimulus periods so that differences
between responded and nonresponded trials can be seen better.
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spikes occur at random times) is that VS
CP after spike equalization will be 0.5. Ac-
cordingly, CP values different than 0.5
contradict the hypothesis and suggest that
the spike timing of additional spikes is not
random.

In the spike-equalized CP analysis,
phase locking was better in responded
compared to nonresponded trials for cells
that phase-locked best (Fig. 13). The cri-
teria for defining the best phase-locking
units were determined by calculating each
unit’s ability to discriminate AM noise
from unmodulated noise using ROC anal-
ysis (see Materials and Methods) on non-
spike-equalized trials and taking the top
one-third of MUs or SUs. Only certain
depths could be used because (1) there
had to be five or more responded and
nonresponded trials to apply CP analysis
to a unit, and (2) there also needed to be
enough units (MUs �15, SUs �30) for
reasonable statistical power at a single
depth. For this top one-third phase-
locked MUs, we found significantly im-
proved phase locking for responded trials
(t test; grand VS CP on spike-equalized
trials, 0.518; p � 0.0405), and the im-
provement was largest at 40% depth (Fig.
13A). The top one-third of SU phase lock-
ers had significantly improved phase lock-
ing on responded trials at 28% depth (Fig.
13B). This result supports that the timing
of additional spikes on responded trials is
not random at these depths.

CP based on vector strength:
phase-projected vector strength
Another way we mitigated the low spike
count per trial problems associated with
the VS measure was to use VSpp (for de-
tails, see Materials and Methods), which
allowed the inclusion of trials with any
number of spikes. Using VSpp to compare
responded and nonresponded trials, the
population-mean grand CP was not sig-
nificantly different from chance (MUs,
VSpp-based grand CP, 0.495; p � 0.235;
SUs, CP, 0.499; p � 0.747), and there was
no significant effect of modulation fre-
quency on CP (one-way ANOVA, SUs,
p � 0.759; MUs, p � 0.793). When we
restricted our analysis to units with signif-
icant phase locking to 100% AM (p � 0.05
by t test), the population-mean grand CP

Figure 12. Correlation between units’ CP and AM sensitivity. A, B, Grand CP based on firing rate in 400 ms before the behavioral
response is plotted against firing-rate-based ROC area (averaged across modulation depths, 6 –100%) for MUs (A) and SUs (B). C,
D, Grand CP based on firing rate during the test stimulus is plotted against firing-rate-based ROC area for MUs (C) and SUs (D). Solid
lines in A–D are linear regression lines. E, F, Population-average grand CPs based on firing rate during the 400 ms before behavioral

4

response (E) and firing rate during the test stimulus (F) are
plotted as a function of minimum firing-rate-based ROC area
included in the analysis for MUs (open circles) and SUs (filled
squares). The rightmost point on each plot includes only the
most sensitive units (with ROC areas �0.8), whereas the left-
most points includes almost all units (ROC area �0.52).
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based on VSpp was also not significantly different from chance
(MUs, CP, 0.494; p � 0.217; SUs, CP, 0.499; p � 0.780). This
result indicates that phase locking does not significantly improve
nor worsen when the animal “reports” AM compared to when he
does not. When the population was further restricted to signifi-
cantly phase-locking units that also had significantly increased
firing rates during the test stimulus in responded trials (signifi-
cant firing-rate-based grand CP during the test stimulus), there
was no significant grand CP based on VSpp (MUs, CP, 0.494; p �
0.394; SUs, CP, 0.512; p � 0.268). This indicates that the increase
in firing rate due to the animals’ responses or choices does not
change the degree of phase locking, suggesting that “additional”
spikes in responded trials are not randomly timed, but rather
locked to the AM envelope, and that VS is not improved but
simply maintained on trials where the animals ultimately reports
modulation.

Discussion
Potential sources of significant CP
Significant CP can be interpreted several ways. A straightforward
interpretation is that choice-correlated activity before the test
stimulus reflects a prestimulus bias and/or general attention pro-
cess that does not selectively target AM-sensitive neurons. It can
also suggest that animals form a response bias before the test
stimulus presentation, affecting A1 activity during the ISI period.
During the test stimulus, CP becomes stronger and more selective
for AM-sensitive neurons. The increased activity in AM-sensitive
neurons on responded trials could be due to attention or unin-
tended trial-by-trial variation (noise) in activity. This increased
activity in AM-sensitive neurons then might be interpreted by
higher brain areas (e.g., those involved in categorization or deci-
sion making) (Lee et al., 2009) as stronger evidence for AM. Fi-
nally, late activity before action, rather than being an extension of
the during-sound activity, might reflect somatosensory or motor
inputs to A1.

Significant CP could also lead to several other interpretations
(Nienborg and Cumming, 2009). There are several reasons, we
believe, that reward-related activity cannot solely account for our
CP results: (1) Because animals are rewarded for correctly releas-

ing the lever (hits) as well as correctly holding the lever down
(correct-rejections), it is reasonable to assume the monkey ex-
pects a reward on every trial. Analysis with time windows aligned
to expected time of reward confirms this. Further analyses con-
firm that reward from previous trials did not eliminate the CP
results. In combination, this suggests that our results are not
caused solely by reward-related activity, but we cannot rule out
reward-related contributions. CP during the test stimulus could
result from several other sources, including top-down effects fed
back from areas involved in making sensory-based categorizations
or decisions (Cromer et al., 2011). A model for non-auditory-based
decisions has been proposed where sensory-based categorization oc-
curs in higher auditory areas and ventral prefrontal cortex (vPFC),
then participates in decision-making (Tsunada et al., 2011). Our
during-test stimulus CP is less consistent with decision area feedback
because (1) significant CP occurs within the first 200 ms for MUs, (2)
CP is similar for the first and second halves of the test stimulus, and
(3) the vPFC has higher CP values during the stimulus than our A1
results, and the vPFC did not exhibit significant prestimulus CP
(Russ et al., 2008). While the timing is possible for feedback from
higher auditory areas, we believe this is less likely, because Tsunada et
al. (2011) reported that these areas lack significant CP.

Activity before lever release could reflect anatomically sup-
ported (Budinger et al., 2006; Hackett et al., 2007) somatosensory
or motor effects. Most neurons increased firing before both re-
port and resume releases (Fig. 7E,F), supporting a general so-
matosensory/motor effect. A few neurons show CP for report
release but not for resume release, and this activity might be
modulated by the specific context of the behaviorally relevant
sound, such as reward expectation, decisions, or generalized at-
tention/arousal. It is also possible that vPFC feedback drives this
activity.

Brosch et al. (2005) reported that 85% of auditory cortical
MUs had release-related responses during an auditory task
(47.4% of our MUs had report release). Their touch-panel re-
sponses were not seen during visual task performance, suggesting
a dependency on auditory task engagement. We found that re-
sume release activity was present when the animal was not re-
sponding to sound, and therefore touch-related A1 activity could
be dependent on auditory task performance, and within that task
can relate to different events, not strictly sound-coupled events.
Here, the semantic processor concept (Scheich et al., 2011) has
relevance since the lever activity could relate to the fact that the
motor action is tied to the meaning/value of the sounds to be
presented. Since the control used by Brosch et al. (2005) was a
completely separate visual task, A1 would not necessarily be en-
gaged. The correlation between CP and AM sensitivity further
supports the auditory dependency of our release-related activity
and suggests that somatosensory/motor-related activity is not
randomly distributed among A1 neurons, but rather is stronger
in cells carrying the most information for AM discrimination.
This could reflect learned associations between the stimulus and
the auditory task that reveal nonauditory influences that would
otherwise be unseen. Therefore, nonauditory responses might be
revealed in A1 when animals are trained to an auditory task, but
within that task may occur in several contexts.

Does a temporal code underlie AM perception?
Lu et al. (2001) proposed that temporally modulated sounds are
represented by sustained firing (rate code), rather than by follow-
ing the sound’s envelope (temporal code). We found the corre-
lation between phase locking and animals’ responses, if any, is
much weaker than the rate-based correlation, suggesting the av-

Figure 13. A, Monte Carlo-adjusted vector-strength-based CP as a function of modulation
depth for units that were best (top 33rd percentile) at discriminating AM noise from its un-
modulated carrier using ROC analysis on VS. B, Same as A but for SUs. To be included in the
analysis, first there had to be enough (�5) responded and nonresponded trials to apply CP
analysis to an individual unit. Second, depths must have had at least 15 MUs or 30 SUs to be
included on the plot. For example, depths �40% are not included in A because at these depths
�15 MUs could be used due to the low number of nonresponded (incorrect) trials. Similarly 0
and 6% modulation are not included in A because at these depths �15 MUs could be used for
CP analysis due to the low number of false alarm (0%) or correct discrimination (6%) trials. The
ROC area that distinguished the top one-third of phase-locking MUs was �0.756, and for SUs
was �0.619. Error bars indicate SEM.
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erage firing rate’s importance for our task. However, the preser-
vation of phase locking might reflect the potential usefulness of
temporal coding for other perceptual tasks. In our task, all stimuli
were the same intensity, and one modulation frequency was used
per block; only modulation depth was varied. Therefore, average
firing rate could uniquely identify modulation depth. Had a
range of intensities or modulation frequencies been used, such
that firing rate could not uniquely identify modulation depth
(e.g., a loud unmodulated sound yields the same rate as a soft
modulated one), a phase-locking code (which is constant for 0%
depth regardless of intensity) could help to solve the problem.

The preservation of phase locking also suggests that sound
amplitude envelope information is directly preserved in a tempo-
ral code that could be less firing-rate dependent. The nonrandom
spike timing during the test stimulus has implications for the
nature and/or site of inputs underlying the choice-related
activity.

Comparison with recent choice-related auditory cortical
activity studies
In higher levels of visual cortex, choice-related activity has been
studied extensively. In general, these areas have similar to slightly
higher CP and percentage changes than our study (Table 3; note
that percentage change was estimated from their graphs since it
was not reported explicitly). There was one visual study with
much larger effects. Dodd et al. (2001) examined MT neurons’
CP during bistable motion discrimination and reported unusu-
ally high CP for sensory cortical neurons. This may be because,
during bistable judgments, large top-down effects such as feed-
back from the decision itself might influence sensory cortex.
While 2–3% change for all units (and �10% change for signifi-
cant units) appears small, quantitative work (Shadlen et al., 1996)
shows that such changes, when accounting for variance and when
pooled over larger numbers of neurons, can be used to drive
behavior.

Selezneva et al. (2006) reported tonic activity that developed
during the 2 s before sound-sequence presentation, maintained
into the sequence, and finally decreased. The rate of decrease was
similar for hits and false alarms, and for correct rejections and
misses, but no neurometric analysis was performed. We used CP
to show that activity in responded trials (hits and false alarms) is
different from that in nonresponded trials (misses and correct
rejections). There are several other important differences be-
tween their study and ours. First, their units were in the caudo-
medial area of the belt of auditory cortex. Second, they pooled 40
MU responses, rather than analyzing individual SUs or MUs.
Third, they observed activity decrease before release, whereas we
observed increases. One possible explanation for their observa-
tion is a decreased state of attentiveness depending on the task-

related events, which have implications for the ensuing difficulty
(Selezneva et al., 2006).

Villa et al. (1999) reported that spike temporal firing pattern
across cells in a multielectrode array during a period 10 s before
the stimulus can be associated with a rat’s go or no-go responses.
An equal number of patterns predicted go and no-go responses.
These millisecond-level patterns across neurons are difficult to
compare to our results where firing rate, but not stimulus-related
phase locking, was correlated to the action, although both we and
Villa et al. (1999) report activity predictive of behavior. Using
electrical stimulation, Yang et al. (2008) found that temporal
spiking pattern can directly drive auditory behavior. Jaramillo
and Zador (2011) found that activity before the stimulus related
to temporal expectation was related to reaction times, demon-
strating a link to behavior, but not whether or not the animal
responds.

Lemus et al. (2009, 2010) found no significant CP in A1 of
macaques discriminating flutter frequencies. They used 500 ms
stimuli, compared to our 800 ms sounds. They calculated CP for
SUs (no data for MUs) in 200 ms windows, whereas our window
was 800 ms. When we calculated CP for a 200 ms window starting
at test stimulus onset for our data, the population-mean grand
CP for SUs was 0.502, not significantly greater than chance (p �
0.535, t test). For our SU population to have mean CP signifi-
cantly greater than chance, a �500 ms time window starting at
test stimulus onset was required. This demonstrates that when we
applied the same analysis as Lemus et al. (2009, 2010), we also did
not observe significant CP. On the other hand, MUs’ CP was
significant even for 200 ms windows. Why would a longer win-
dow or using MUs help? By using a longer window, signal can
increase relative to noise. Mathematically, this effect is similar to
pooling across multiple neurons (MUs might also benefit from
sampling more from nonpyramidal neurons). Therefore, CP
might be difficult to detect using short windows because each
neuron carries a weak signal, but when pooled across neurons,
the CP can be detected.

Another possible reason for differences is the behavioral tasks.
In the studies by Lemus et al. (2009, 2010), animals compared the
flutter frequencies of two sequential sounds. So, neurons must
encode differences of the two sounds to make a correct choice.
However, they found that this has not taken place at the level of
A1, implicating the involvement of higher areas in the decision
process. Our animals did not need to compare the test stimulus
(the second sound in a trial) to the standard (the first sound),
because the standard was always the same. By attempting solely to
determine whether the test stimulus was modulated, the neural
response to the test stimulus alone can become the sole determi-
nant of the decision. Monkeys could report AM discrimination
whenever A1 activity in response to a test stimulus exceeds a

Table 3. Mean percentage difference in firing rate r between two choices and mean CP are compared between other studies and ours

Study Task Area MU/SU Mean CP % Difference

Uka and DeAngelis (2004) Stereoscopic depth discrimination MT SU 0.59 �3%
Liu and Newsome (2005) Speed discrimination MT MU and SU 0.524 �2.5%
Nienborg and Cumming (2006) Binocular-disparity discrimination V2 SU 0.56 �3%
Dodd et al. (2001) Bistable motion direction discrimination MT SU 0.78 �11%
Present study (2012) AM discrimination task A1 MU 0.528 2.52%

SU 0.512 2.05%
Sig. MU 0.611 8.97%
Sig. SU 0.608 16.8%

This table lists authors of the study, year of publication, the perceptual task used in each study, the brain area of study, the type of units examined (MU or SU), the population-mean CP calculated over stimulus period, and population-mean
percentage differences in firing rate over stimulus period between two choices. For the other studies, the percentage difference was approximated from figures in corresponding manuscript.
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criterion level set from their extensive training experience. Our
study has opened the door to understanding how choice-related
activity gets to A1. The next step is to investigate more elaborate
tasks that require sound comparisons, multiple choices, and/or
behavioral responses to determine under what conditions A1 has
access to or is involved in decision- and task-related nonauditory
processes.
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