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Introduction
There is considerable debate on the precise role of hierar-
chical syntactic structure during the comprehension of sen-
tences, with some arguing that a full hierarchical analysis
is required for comprehension (e.g., Ding, Melloni, Tian, &
Poeppel, 2017) and others claiming that non-hierarchical pro-
cessing is more common (e.g., Frank, Bod, & Christiansen,
2012). Ding, Melloni, Zhang, Tian, and Poeppel (2016) re-
cently presented evidence that cortical entrainment during
speech perception reflects the neural tracking of hierarchical
syntactic structure of simple sentences, which would support
the view that hierarchical processing is unavoidable. How-
ever, we show that the same entrainment effects appear in a
computational model that does not incorporate syntax or any
other linguistic knowledge or process beyond the word level.
Hence, the cortical entrainment results do not need to be in-
dicative of syntactic processing.

Ding et al. (2016) had participants listen to Chinese or
English four-syllable sentences, with syllables presented at
a fixed rate while cortical activity was recorded with MEG.
A frequency analysis of the MEG signal revealed peaks in
the power spectrum at exactly the occurrence frequencies of
syllables, phrases, and sentences. For example, when sen-
tences with [NP VP] structure (such as “dry fur rubs skin”)
were presented at a rate of 250 ms per monosyllablic word,
peaks would appear at 4 Hz, 2 Hz, and 1 Hz, correspond-
ing to the syllable/word, phrase, and sentence rate, respec-
tively (see Figure 1). Likewise, a sequence consisting of only
NPs or only VPs resulted in peaks at 4 Hz and 2 Hz but not
1 Hz, while presenting a sequence of Chinese syllables with-
out word or phrase structure resulted in only the 4Hz peak.

Although these results can indeed be interpreted in term of
the sentences’ syntactic structures, we propose a simpler ex-
planation: The power spectrum merely reflects responses to
regularities in word-level properties, such as (approximate)
syntactic or semantic category. For example, in the [NP VP]
sentences, verbs occur at 1Hz and nouns at 2Hz. We imple-
mented this alternative explanation in a simple computational
model and show that it indeed predicts the MEG power spec-
tra in different experimental conditions.

The model

The only linguistic knowledge available to the model is en-
coded in word vector representations. These were generated
by a distributional semantics model (Mikolov, Chen, Corrado,
& Dean, 2013) trained on large corpora of Chinese or En-
glish texts (the same model and English corpus were used to
obtain word representations that Frank & Willems, in press,
and Frank, 2017, applied to account for N400 and reading
time effects). Words that occur in similar contexts get sim-
ilar vectors so that representations of words from the same
syntactic/semantic category tend to be clustered together.

The stimuli from the (Ding et al., 2016) experiments were
presented to the model at a simulated rate of 4 Hz per English
word or Chinese syllable. Twelve different subjects were
simulated by retraining the distributional semantic model and
randomly varying stimuli presentation order. The sequence of
vector representations, at a simulated time resolution of 5 ms,
were analysed by applying a Discrete Fourier Transform to
obtain a power spectrum, just like Ding et al. (2016) do in
their analysis of the MEG signal.

Results

Figure 2 shows that the model predicts the same peaks in the
power spectrum as in the original MEG study. The minor
peak at 3 Hz, which did not reach significance in the MEG
data, is most likely merely the second subharmonic of the
1 Hz peak (Zhou, Melloni, Poeppel, & Ding, 2016). The
model further correctly accounts for the outcomes of exper-
iments with two-syllable NP or VP sequences that lack full
sentence structure, and predicts results very similar to those
in the MEG data when syllable sequences are scrambled to
remove any higher linguistic structure (see Frank & Yang,
2017)

Conclusion

The only linguistic knowledge in the model is encoded in the
input vectors, so it remains at the lexical level. Furthermore,
the model does not include any intergrative processing. The
resulting power spectra can therefore not reflect any (hierar-
chical) syntactic processing. Consequently, the original MEG
results may also be explained without syntax.
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Figure 1: Left: MEG results for Chinese [NP VP] sentences. Right: MEG results for English [NP VP] sentences, reproduced
from Ding et al. (2016, Figure 2e) with permission (the frequency scale was adapted to match simulated presentation rate).
Shaded areas represents the standard error over subjects; lines are the average over subjects. Stars indicate significant peaks
after multiple comparison correction.
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Figure 2: Model results for Chinese (left) and English (right) [NP VP] sentences. Grey lines represent individual simulated
subjects; coloured lines are the averages over simulated subjects. Stars indicate significant peaks after multiple comparison
correction.
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