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Retinal ganglion cells undergo
cell type—specific functional
changes in a computational
model of cone-mediated retinal
degeneration

Aiwen Xu1* and Michael Beyeler1,2

1Department of Computer Science, University of California, California, Santa Barbara, CA, United States,
2Department of Psychological & Brain Sciences, University of California, California, Santa Barbara, CA,

United States

Introduction: Understanding the retina in health and disease is a key issue

for neuroscience and neuroengineering applications such as retinal prostheses.

During degeneration, the retinal network undergoes complex and multi-stage

neuroanatomical alterations, which drastically impact the retinal ganglion cell

(RGC) response and are of clinical importance. Here we present a biophysically

detailed in silico model of the cone pathway in the retina that simulates the

network-level response to both light and electrical stimulation.

Methods: The model included 11, 138 cells belonging to nine di�erent cell types

(cone photoreceptors, horizontal cells, ON/OFF bipolar cells, ON/OFF amacrine

cells, and ON/OFF ganglion cells) confined to a 300× 300× 210µm patch of the

parafoveal retina. After verifying that themodel reproduced seminal findings about

the light response of retinal ganglion cells (RGCs), we systematically introduced

anatomical and neurophysiological changes (e.g., reduced light sensitivity of

photoreceptor, cell death, cell migration) to the network and studied their e�ect

on network activity.

Results: The model was not only able to reproduce common findings about

RGC activity in the degenerated retina, such as hyperactivity and increased

electrical thresholds, but also o�ers testable predictions about the underlying

neuroanatomical mechanisms.

Discussion: Overall, our findings demonstrate how biophysical changes typified

by cone-mediated retinal degeneration may impact retinal responses to light and

electrical stimulation. These insights may further our understanding of retinal

processing and inform the design of retinal prostheses.

KEYWORDS

retina, retinal degeneration, retinal ganglion cells, computational models, retina model

1. Introduction

Understanding how the retina responds to light and electrical stimulation is a key

issue for neuroscience and neuroengineering applications such as retinal prostheses.

Computational models have been built either at the single-cell level or network level

to understand the response properties of the healthy retina (for a recent review, see

Guo et al., 2014). These include single-compartment models (“point models”) to simulate

neuronal response as a function of ionic currents flowing across the neuronal membrane

(e.g., Fohlmeister et al., 1990; Fohlmeister and Miller, 1997; Wohrer and Kornprobst,

2009), morphologically realistic models based on detailed anatomical representations of the

physical components of biological neurons (e.g., Smith, 1995; Greenberg et al., 1999), and
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convolutional neural networks (e.g., McIntosh et al., 2016). Several

studies did not just focus on the retina’s light response but also on

the response to electrical stimulation (Cottaris and Elfar, 2005; Guo

et al., 2016; Werginz et al., 2018; Beyeler, 2019; Paknahad et al.,

2020), which may inform treatment options for people blinded by

retinal degenerative diseases.

However, the retinal network undergoes drastic

neuroanatomical alterations during retinal degeneration (Marc

et al., 2003; Jones et al., 2016) such as retinitis pigmentosa, which

are of clinical importance to rehabilitative strategies such as retinal

prostheses (Stingl et al., 2013; Luo et al., 2016; Palanker et al., 2020).

These alterations are complex and multi-stage (Marc et al., 2003),

starting with photoreceptor stress that leads to outer segment

truncation (Phase I) and progressive photoreceptor cell death

(Phase II), followed by a protracted period of global cell migration

and cell death (Phase III). The consequences of these alterations

on RGC firing are manifold, which include hyperactivity (Pu

et al., 2006; Stasheff, 2008; Stasheff et al., 2011; Telias et al., 2019),

emergence of oscillations (Margolis et al., 2014; Ahn et al., 2022),

and increased electrical stimulation thresholds (Rizzo et al., 2003b;

O’Hearn et al., 2006; Jensen and Rizzo, 2008; Goo et al., 2011; Cho

et al., 2016). Oscillations are thought to arise from the network of

electrically-coupled AII amacrine cells and ON cone bipolar cell

(Haq et al., 2014; Trenholm and Awatramani, 2015; Ahn et al.,

2022). Previous research has also identified retinoic acid as a trigger

for hyperactivity (Telias et al., 2019).

Previous computational work modeled retinal degeneration,

but often stopped short of simulating the global retinal remodeling

typified by the progressive nature of these diseases. For instance,

Cottaris and Elfar (2005) built a model of the healthy retina

and removed the cone population without addressing biophysical

changes to the inner retina. Golden et al. (2018) simulated

degeneration by removing a fraction of simulated neurons,

increasing connectivity among the surviving neurons, and

increasing the noise level, but did not address the progressive

nature of these diseases. Other models stopped at reducing the

thickness of different retinal layers (Paknahad et al., 2020, 2021)

or hard-coded known physiological changes, such as increased

spontaneous activity, into their model (Loizos et al., 2018). To the

best of our knowledge, a comprehensive computational model of

retinal degeneration is still lacking.

To address this, we built a biophysically inspired in silico

computational model of the cone pathway in the retina and

simulated the network-level response to both light and electrical

stimulation. After verifying that the model reproduced seminal

findings about the light response of RGCs, we systematically

introduced anatomical and neurophysiological changes to the

network and studied their effect on network activity. In early

phases of this simulated cone-mediated retinal degeneration, we

found that reduced light sensitivity and subsequent death of cones

differentially affected ON and OFF RGC firing: whereas the light

response of ON RGCs diminished more quickly than that of

OFF RGCs, the spontaneous firing rate of OFF RGCs steadily

increased. In late phases of degeneration, we found that migration

and progressive death of inner retinal neurons led to a steady

increase in electrical activation thresholds of both ON and OFF

RGCs, especially for epiretinal stimulation.

Our findings demonstrate how biophysical changes associated

with cone-mediated retinal degeneration affect retinal responses to

both light and electrical stimulation. A detailed model of the retina

in health and disease has the potential to further our understanding

of visual processing in the retina. It may also inform the design of

retinal prostheses, for the effective treatment of inherited retinal

degenerative diseases such as retinitis pigmentosa and age-related

macular degeneration.

2. Methods

Inspired by Cottaris and Elfar (2005), we started by simulating

a three-dimensional healthy patch (300 × 300 × 210 µm) of the

cone pathway in the parafoveal retina. The network consisted of

11, 138 cells belonging to nine different cell types (4, 149 cones,

537 horizontal cells, 3, 508 ON/OFF bipolar cells, 779 ON/OFF

wide-field amacrine cells, 723 narrow-field amacrine cells, and

1, 442 ganglion cells), connected via generally accepted (Wassle and

Boycott, 1991; Rodieck, 1998) synaptic connections (see Figure 1).

Briefly, upon photoactivation, cone photoreceptors (labeled

“PR” in Figure 1A) produced a photocurrent that led to

hyperpolarization in OFF bipolar cells and depolarization in ON

bipolar cells (“BP”). In addition, cones excited horizontal cells

(“HRZ”), which in turn inhibited cone terminals, thus generating

an inhibitory surround in the bipolar cell response. ON and OFF

bipolar cells then excited ON and OFF amacrine cells (“AMA”)

as well as ON and OFF ganglion cells (“RGC”), respectively, to

generate an inhibitory surround in the ganglion cell response.

ON and OFF amacrine cells also provided lateral inhibition to

ON and OFF ganglion cells, respectively. Lastly, we included a

unilateral inhibitory connection from a special type of narrow-field

ON amacrine cell to OFF ganglion cells (Wyatt and Rizzo, 1996).

Rod circuitry was not implemented.

The retina model was implemented using Brian 2 (Stimberg

et al., 2019) and Brian2GeNN (Stimberg et al., 2020) in Python.

All simulations were run on a single NVIDIA RTX 3090 (24GB of

GPU memory), and all our code is available at https://github.com/

bionicvisionlab/2023-Xu-Retinal-Degeneration.

2.1. Modeling individual neurons

To implement the biophysical properties of retinal neurons,

we largely followed Cottaris and Elfar (2005) to modify a leaky

integrator model by adding membrane and synaptic conductances

(Figure 1B). We assumed that neurons are electronically compact,

so their activation levels could be described by a single membrane

potential. All 11, 138 neurons had a spatially nonzero soma with

non-gated ion channels (leakage channels) modeled by a constant

linear conductance (Gm) in series with a constant single-cell battery

(i.e., the cell’s resting voltage, Erest) and an extracellular current that

modeled extracellular electrical stimulation.

With the exception of RGCs, all other cell types (labeled “HRZ,”

“BP,” “AMA” in Figure 1B) were modeled as leaky integrators

(Cottaris and Elfar, 2005), whose membrane potential (vm)
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FIGURE 1

(A) Diagram of the connections between the retinal neurons in the healthy state. PR, photoreceptor; HRZ, horizontal cell; BP, bipolar cell; AMA,

amacrine cell; RGC, retinal ganglion cell; ONL, outer nuclear layer; OPL, outer plexiform layer; INL, inner nuclear layer; IPL, inner plexiform layer;

GCL, ganglion cell layer. (B) RC circuit model of a neuron’s membrane potential. All neurons included a membrane capacitance (Cm), a leakage

current (Ileak), an external current driven by the extracellular potential gradient (Ie), and synaptically gated ionic currents (I+syn and I−syn). RGCs had

additional voltage-gated and ligand-gated ionic currents (Guo et al., 2016) and photoreceptors had a photo-sensitive current (Ilight) as described in

Cottaris and Elfar (2005). Dendritic trees and ganglion cell axons were not modeled.

followed the following differential equation:

Cm
dvm

dt
=
∑

syn

isyn + iext + ileak, (1)

where Cm was the cell type–specific membrane conductance, the

sum was over all presynaptic currents isyn (see Section 2.2), iext
was the external current resulting from extracellular electrical

stimulation (see Section 2.5), and ileak was a leakage current

modeled by a constant linear conductance (Gm) in series with a

constant single-cell battery (i.e., the cell’s resting voltage, Erest):

ileak = −Gm

(

vm − Erest
)

. (2)

It is worth noting that in reality these cell types contain a variety of

voltage-gated and ligand-gated ion channels. However, modeling

the behavior of these neurons with multiple ion channels would

have further increased the complexity and computational cost of

the model. For the sake of practical feasibility, we therefore had to

limit ourselves to a single ion channel. Cottaris and Elfar (2005)

demonstrated that this can still lead to realistic light responses.

The light-cone interaction of photoreceptors (labeled “PR” in

Figure 1B) was modeled with an additional current as a synapse,

described in detail in Cottaris and Elfar (2005) and given as:

Cm
dvm

dt
=
∑

syn

isyn + iext + ileak + ilight, (3)

ilight = −glight
(

vm − Elight
)

(4)

where Elight = −8mV was the reversal potential and glight was the

synaptic conductance that depended on the time-dependent light

intensity l(t) ∈ [0, 1]:

glight = Glight

(

1− l(t)
)

. (5)

As one of our main goals was to study the RGC response to

electrical stimulation, which is often delivered by short biphasic

pulses, we considered it important that our simulated RGC

population exhibited detailed temporal responses. Thus, our

implementation of RGCs (labeled “RGC” in Figure 1B) deviated

from Cottaris and Elfar (2005), as they were modeled as Hodgkin-

Huxley neurons with seven ion channels (Equation 6) that were

previously shown to capture the firing dynamics of RGCs in the

rabbit retina (Fohlmeister and Miller, 1997; Guo et al., 2016):

Cm
dVm

dt
=
∑

syn

isyn + iext + iion, (6)

where the ionic current iion was given as the product of the neuron’s

surface area A and the sum of several ionic current densities:

iion = A(jNa + jCa + jK + jKA + jKCa + jh + jCaT + jleak), (7)

jNa = −GNam
3h(vm − ENa),

jCa = −GCac
3(vm − ECa),

jK = −GKn
4(vm − EK),

jKA = −GKAm
3
AhA(vm − EK),

jKCa = −GKCamKCa(vm − EK),

jh = −Ghnh(vm − Eh),

jCaT = −GCaTm
3
ThT(vm − ECa),

jleak = −Gm(vm − Erest).

Here, jNa was a voltage-gated sodium channel with gating

variables m and h; jCa was a voltage-gated calcium channel with

gating variable c and ECa modeled with the Nernst equation (see

Guo et al., 2016 for details); jK was a non-inactivating potassium

channel with gating variable n; jKA was an inactivating potassium

channel with gating variables mA (called A in Guo et al., 2016) and

hA; jKCa was a Ca2+-activated potassium channel gated by mKCa
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TABLE 1 Neuronal membrane parameters.

PR HRZ BPON/OFF AMAWF/NF
ON/OFF

RGCON RGCOFF

Cm ( pF ) 80.0 210.0 50.0 50.0 50.0 50.0

Gm ( nS ) 4.0 2.5 2.0 2.0 — —

Gm (mS cm−2 ) — — — — 0.3 0.274

Glight ( nS ) 0.9 — — — — —

Erest(mV ) −50.0 −65.0 −45.0 −50.0 −66.5 −70.5

ENa(mV ) — — — — 35.0 35.0

EK(mV ) — — — — −72.0 −68.0

Eh(mV ) — — — — −45.8 −26.8

GNa (mS cm−2 ) — — — — 1072.0 249.0

GK (mS cm−2 ) — — — — 40.5 68.85

GKA (mS cm−2 ) — — — — 94.5 18.9

GCa (mS cm−2 ) — — — — 2.1 1.6

GKCa (mS cm−2 ) — — — — 0.04 0.0474

Gh (mS cm−2 ) — — — — 0.4287 0.1429

GCaT (mS cm−2 ) — — — — 0.008 0.1983

Gm for RGCs was set such that the spontaneous firing rate was around 2Hz. All other values for Gm and Cm were adopted from Cottaris and Elfar (2005). All others were adopted from Guo

et al. (2016).

whose value was dependent on the internal calcium concentration

(see Guo et al., 2016 for details); jh was a hyperpolarization-

activated non-selective cationic channel with gating variable nh;

and jCaT was a low-threshold voltage-activated calcium channel

with gating variablesmT and hT (Fohlmeister andMiller, 1997; Guo

et al., 2016). All neuron parameters are given in Table 1.

The equations for the gating variables were identical to Guo

et al. (2016) (see their Tables 2, 3). In short, all gating variables,

except the inactivating gating variable hT of jCaT , followed first-

order kinetics:

dx

dt
= αx(1− x)− βxx, (8)

where x was the gating variable, αx was the opening rate and βx

was the closing rate of the channel. The inactivating gating variable

hT of jCaT (but not mT; note the typo in Guo et al., 2016) followed

second-order dynamics:

dhT

dt
= αhT (1− hT − dT)− βhThT, (9)

d(dT)

dt
= αdT (1− hT − dT)− βdTdT. (10)

The initial values of the gating variables and the internal calcium

concentrations of the RGCs can be found in Appendix A.4.

Neurons were assumed to contain a spherical soma with either

26µm diameter in the case of RGCs (Crooks and Kolb, 1992; Milo

et al., 2010) or 7µmotherwise (Cottaris and Elfar, 2005). The initial

values of the membrane voltages were set according to normal

distributions, whose parameters can be found in Appendix A.4.

Ionic current densities were multiplied by the surface area A

of the RGC to convert to a current. Gleak was set to a value so

that the spontaneous firing rate under 0.5 light was around 2Hz

(Tao et al., 2020). A spike was recorded whenever the membrane

potential exceeded−10mV.

2.2. Modeling the retinal circuitry

Neurons were connected as shown in Figure 1 using parameters

given in Table 3. All neurons belonging to a particular cell type were

arranged in a hexagonal mosaic, where the x and y coordinates of a

neuron were given as:

[

x

y

]

=
[

i j
]

×

[

1
√
3

1 −
√
3

]

λ, (11)

where i, j = 0,±1,±2..., and λwas cell-type specific (Table 2). The x

and y coordinates were further Neurons were confined to different z

locations depending on their cell type (Table 2). Within each band,

the z coordinate was assigned by sampling from a random uniform

distribution.

Synapses were assumed to lie at the center of a neuron’s

dendritic field (excitatory if Esyn > Erest and inhibitory if Esyn <

Erest). The synaptic connection from presynaptic neurons of the

same type to a postsynaptic neuron was modeled with a current

isyn (see Equations 1, 3, and 6) in the postsynaptic neuron via:

isyn = −gsyn(vm − Esyn), (12)

where Esyn was different for each synaptic type (see Table 3). gsyn
was computed as a spatially weighted sum over the conductances
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TABLE 2 Spatial layout parameters for the di�erent cell types (Cottaris and Elfar, 2005).

PR HRZ BPON/OFF AMAWF
ON/OFF

AMANFON RGCON/OFF

λ (µm) 2.5 7.0 3.85 8.0 6.0 6.0

zmin (µm) 170 100 100 80 80 25

zmax (µm) 205 128 128 101 101 39

Gext ( nS ) 4.0 2.5 2.0 2.0 2.0 2.0

PR, photoreceptor; HRZ, horizontal cell; BP, bipolar cell; AMA, amacrine cell; RGC, retinal ganglion cell; WF, widefield; NF, nonwide-field.

TABLE 3 Synaptic parameters.

τ (ms ) Esyn (mV ) Gmin ( nS ) Gmax ( nS ) V50 (mV ) β (mV ) Type σ (µm)

PR→HRZ 7 0.0 0.0 7.0 −43.0 2.0 I 10.5

HRZ→PR 7 −67.0 0.0 3.0 −29.5 7.4 I 2.5

PR→ BPON 5 0.0 0.1 1.1 −47.0 1.7 D 3.85

PR→ BPOFF 13 0.0 0.0 3.75 −41.5 1.2 I 3.85

BPON → AMAWF
ON 5 0.0 0.0 1.0 −33.5 3.0 I 24.0

BPON → AMANF
ON 5 0.0 0.0 0.2 −35.0 3.0 I 6.0

BPOFF → AMAWF
OFF 11 0.0 0.0 1.8 -44.0 3.0 I 24.0

BPON → RGCON 5 0.0 0.0 2.5 −33.5 3.0 I 6.0

AMAWF
ON → RGCON 5 −70.0 0.0 2.0 −42.5 2.5 I 6.0

BPOFF → RGCOFF 13 0.0 0.0 2.5 −44.0 3.0 I 6.0

AMAWF
OFF → RGCOFF 12 −70.0 0.0 2.5 −34.4 2.5 I 6.0

AMANF
ON → RGCOFF 12 −80.0 0.0 2.0 −47.5 2.0 I 6.0

The synaptic delays were set such that the latency of ON RGCs were around 20ms and the latency of OFF RGCs were around 50ms. All other values are from Cottaris and Elfar (2005).

of all the channels from the presynaptic neurons:

gsyn =
1

W

∑

p

gsyn,p exp
(

−
D(p0, p)

σ

)

, (13)

W =
∑

p

exp
(

−
D(p0, p)

σ

)

,

where D(p0, p) was the Euclidean distance between the center of

the postsynaptic neuron p0 and the center of a presynaptic neuron

p, and σ was a decay constant that determined how the presynaptic

currents were weighted. σ was different for each synaptic type (see

Table 3).

Following Cottaris and Elfar (2005), we modeled the individual

channel conductance gsyn,p as either a monotonically increasing

(type “I”) or monotonically decreasing (type “D”) function of

the membrane potential of the presynaptic neuron with the

following equation:

gsyn(t) =































Gmin + (Gmax − Gmin)

×
(

1−
(

1+ exp
( vpre(t−τ )−V50

β

)

)−1
)

if type is “I”

Gmin + (Gmax − Gmin)

×
(

1+ exp
( vpre(t−τ )−V50

β

)

)−1
if type is “D”,

(14)

where Gmin and Gmax were the lower and upper bound of

values for the synaptic conductance, vpre was the membrane

potential of the presynaptic neuron, τ was the synaptic delay, V50

determined the function’s center operating point and β determined

the function’s steepness (see Table 3).

Synaptic delays (τ in Table 3) were set such that ON RGCs fired

their first spikes roughly 20ms after stimulus onset and OFF RGCs

fired roughly 50ms after stimulus onset (Zeck et al., 2011). To

achieve these response times, we assumed a constant transmission

speed and calculated the average distance between each connected

pair of cells to set τ accordingly.

2.3. Modeling retinal degeneration

Inherited retinal degenerative diseases, specifically

photoreceptor-initiated ones, are commonly described in the

literature as progressing in three phases (Marc et al., 2003; Jones

et al., 2016):

• Phase I starts with either cone or rod stress, which leads to

the truncation of the outer segments. The population of the

affected photoreceptors starts to decrease and their neurites

start to extend.

• In Phase II, the other class of photoreceptors also start to die

and extend their neurite. Cones continue to truncate. Muller

cells move to the outer nuclear layer and start to seal off

the retina from the choroid. This process is called subretinal

fibrosis, which will later evolve to a glial seal. Horizontal cells
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TABLE 4 Phases of retinal degeneration (Marc et al., 2003), with

corresponding changes in the retina and in our model.

Changes in the
retina

Changes in the model

Phase I/II Cone truncation Gradual decrease of Glight

(Equation 5)

Cone cell death Gradual decrease of cone

population

Phase III Neuronal cell death Retain 0% cones and horizontal

cells

Gradual decrease of the population

of bipolar and amacrine cells

Retinal remodeling Migration of bipolar, amacrine,

ganglion cells

begin to hypertrophy and extend their neurites, while rod and

cone bipolar cells retract their dendrites.

• Phase III is a protracted period of cell death and leads to

global retinal remodeling. In early Phase III, Muller cells

hypertrophy and form the glial seal. Neurons start to die,

while microneuromas start to form. They often contain active

synapses despite lacking normal signaling abilities. In middle

Phase III, progressive neuronal death and microneuroma

formation continue, while the remaining neurons start to

migrate. Specifically, amacrine and bipolar cells move to the

inner plexiform and the ganglion cell layer, and amacrine

cells and RGCs move to the glial seal. In late Phase

III, the microneuromas regress with continued cell death,

accompanied with the hypertrophy of Muller cells and vessels.

To make the modeling of such a complex process feasible,

we limited ourselves to the major neuroanatomical changes that

may have an impact on RGC signaling, and introduced them in

a systematic step-wise manner. These changes are summarized in

Table 4.

2.3.1. Phase I/II
Because our model retina was intended to simulate the

parafoveal retinal region and thus did not include rods, we

combined Phases I and II into Phase I/II, where we gradually

reduced the cone population and shortened the outer segments

of the surviving cones, the latter of which was modeled by a

gradual reduction in the ceiling of a cone’s light response, Glight

(Equation 5). To model disease progression over time (Figure 4E),

we assumed a linear reduction in cone segment length and cone

population over time.

In inherited retinal degeneration, most cones die by the end

of Phase I/II (Jones et al., 2016), and the few that remain lose

the ability to communicate with the inner retina. Muller cells play

an important role in this phase of retinal degeneration, as they

tend to move around and start to seal off the retina from the

choroid. Although we did not explicitly model the movement and

hyperproliferation of Muller cells, we modeled their functional

consequence on the cones, which is to isolate them from the

other retinal cells. To model this combined effect, we removed all

TABLE 5 The range of z coordinates (zmin, zmax) where bipolars,

amacrines, and RGCs could be found during degeneration, given in µm.

BPON/OFF AMAWF/NF
ON/OFF

RGCON/OFF

Healthy (zmin , zmax) (100, 128) (80, 101) (25, 39)

Degenerated (zmin , zmax) (25, 39) (25, 39) (100, 128)

(40, 80) (40, 80) –

– (100, 128) –

The bipolar cells migrated to the inner plexiform layer and the ganglion cell layer. The

amacrine cells migrated to the horizontal cell layer, the inner plexiform layer and the ganglion

cell layer. The RGCs migrated to the horizontal cell layer.

photoreceptors and horizontal cells, whichmarked the end of Phase

I/II.

2.3.2. Phase III
To simulate global retinal remodeling in Phase III, we restricted

ourselves to simulating cell death and migration.

First, we gradually reduced the population of bipolar and

amacrine cells (but not RGCs). Second, according to the literature,

a fraction of the surviving amacrine and bipolar cells tend to

migrate to the inner plexiform layer and the ganglion cell layer,

whereas amacrine cells and RGCs tend to migrate to the glial seal

(Marc et al., 2003). We simulated this by migrating a randomly

chosen subset of cells to different layers. A subset of amacrine

cells was moved to the horizontal cell layer (z ∈ [100, 128µm],

close to the hypothetical glial seal), the inner plexiform layer (z ∈
[40, 80µm]), and the ganglion cell layer (z ∈ [25, 39µm]) in equal

proportions. Half of the migrating bipolar cells were moved to the

inner plexiform layer and the other half to the ganglion cell layer.

The migrating RGCs were moved to the horizontal cell layer. The

z coordinates of the migrating cells were sampled from a random

uniform distribution in the respective range of z values that make

up the different retinal layers (Table 5), whereas x, y coordinates

remained unchanged. Synaptic weights and delays were unaffected

by these coordinate changes.

To model disease progression over time (Figure 4E), we

assumed a linear reduction in cell survival rate (from 100% at the

beginning of Phase III to 0 at the end of Phase III) and a linear

increase in cell migration rate (from 0 to 50%).

Our model did not include Muller cells or microneuromas.

However, some of the modeled changes may be indirectly due

to Muller cell activity, such as the progressive death of inner

retinal neurons.

2.4. Estimating spatiotemporal receptive
fields

To measure the spatiotemporal receptive field of an RGC,

we fit a generalized linear model to its spiking response to a

spatially correlated “cloud” stimulus (Shi et al., 2019). The stimulus

consisted of spatiotemporal Gaussian white noise (pixel size =

6.25µm, mean brightness = 0.5, standard deviation of brightness =

0.175, refresh rate = 20Hz) filtered with a two-dimensional spatial
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Gaussian filter (standard deviation = 12.5µm). The resulting spikes

were binned at the refresh rate of the stimulus.

The generalized linear model predicted the firing rate of a RGC

as:

r(t) = f
(

∑

i

kisi(t)
)

, (15)

where si(t) denoted the relevant stimulus frames before and at time

t, ki denoted the spatial filter for the stimulus frame si(t), and f

was a nonlinear function. We trained a generalized linear model

in PyTorch with a spatiotemporal filter spanning five time steps

and a rectified linear unit (ReLU) as the nonlinear function. The

generalized linear model was regularized with a Laplacian square

penalty on the spatial filters (Shi et al., 2019). We used the mean

squared error as loss function. The generalized linear model was

trained for 3,000 epochs with the Adam optimizer and a learning

rate of 0.000001 decayed by 10% every 2,000 epochs.

2.5. Modeling extracellular electrical
stimulation

Extracellular electrical stimulation was assumed to be generated

by a disk electrode with diameter αµm placed at (xe, ye, ze). The

extracellular electrical potential vext at location (x, y, z) was given

by:

ve(x, y, z) =
2V0

π
arcsin

(

2α
√

(r + α)2 + d2 +
√

(r − α)2 + d2

)

,

(16)

where V0 was the electrical potential of the disk, r =
√

(x− xe)2 + (y− ye)2, and d = z− ze (Wiley andWebster, 1982).

ve was converted to a current, ie (see Equations 1, 3, and 6), as

follows:

ie =
1

2
Gext〈ve〉, (17)

where Gext was a conductance (see Table 2) and 〈ve〉 was the

average of the absolute voltage differences between 500 uniformly

sampled, diametrically opposing points on the neuron’s spherical

soma (Knuth, 1969).

Although epiretinal electrodes are known to activate passing

axon fibers (Rizzo et al., 2003a; Fried et al., 2009; Beyeler et al.,

2019), we did not include RGC axons in our simulations.

The epiretinal electrode was centered at (x, y, z) =
(0, 0,−2µm). The subretinal electrode was centered at

(x, y, z) = (0, 0, 135µm). Both electrodes had a diameter of

α = 80µm.

3. Results

3.1. Light response of the healthy retina

Figure 2 shows the response of the healthy retina to a bright

disk stimulus (40µm in radius, with light intensity 1.0) presented

against a gray background (300× 300µm, with light intensity 0.5).

Figure 2B breaks down the retinal response to the disk stimulus

layer by layer. Upon stimulus onset, photoreceptors in the center

of the mosaic became hyperpolarized and were surrounded by

a thin ring of depolarized cells due to reduced lateral inhibition

provided by the horizontal cells. This activity spread through both

ON and OFF pathways, leading to depolarized ON bipolar cells and

spiking ONRGCs, whereas corresponding cells in the OFF pathway

were hyperpolarized.

The spatiotemporal evolution of RGC activity in response to

the above mentioned stimulus is shown in Figure 3, which was

modeled after Figure 5 in Cottaris and Elfar (2005). The stimulus

mentioned above was modulated in time by a square wave signal

(200ms phase duration) at four contrast levels: +100, +50, −50,

−100%. Consistent with conduction delays in the rabbit retina

(Zeck et al., 2011), ON RGCs first fired roughly 20ms after stimulus

onset, whereas OFF RGCs took 50ms to respond (Figures 3A, B).

RGC unaffected by the stimulus exhibited at a 2Hz spontaneous

firing rate, which was achieved by setting the conductance of

the leakage current (see Section 2.1). Synchronization of firing

increasedwith stimulus strength for bothON andOFF populations.

The center-surround structure of RGC receptive fields is evident in

Figures 3C, D.

3.2. Retinal degeneration di�erentially
a�ects the spontaneous firing of ON and
OFF cells

After verifying the light response of the healthy retina model,

we gradually introduced neuroanatomical and neurophysiological

changes to the network in order to model retinal degeneration

(Figure 4). Retinal degenerative diseases are commonly described

in the literature as progressing in three phases (Marc et al., 2003;

Jones et al., 2016), starting with photoreceptor stress that leads to

outer segment truncation (Phase I) and progressive photoreceptor

cell death (Phase II), followed by a protracted period of global cell

migration and cell death (Phase III). To make the modeling of

such a complex process feasible, we limited ourselves to the major

changes that may have an impact on RGC signaling as outlined

below (see Section 2.3 for details). Because our model did not

include rods, we combined Phases I and II into Phase I/II, where

we gradually reduced the cone population and shortened the outer

segments of the surviving cones (Figure 4A). The complete loss

of photoreceptors and horizontal cells marked the end of Phase

I/II (Figure 4B). To simulate global retinal remodeling in Phase

III, we gradually reduced the population of bipolar and amacrine

cells while migrating a randomly chosen fraction of inner retinal

neurons to different retinal layers (Figure 4C). To model disease

progression over time (Figure 4E), we assumed a linear reduction

in cone segment length and cone population during Phase I/II, and

a linear reduction in cell survival rate as well as a linear increase in

cell migration rate during Phase III.

Although we did not alter the inherent excitability of RGCs,

the network-level changes described above had a profound impact

on RGC activity. Figure 4D shows the spontaneous firing rate of

RGCs as a function of disease progression, measured over 2500

milliseconds and averaged across all RGCs. Whereas, most ON

RGCs were silenced as soon as the cone population and outer
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FIGURE 2

The light response of the retinal network in the healthy state, presented both in 3D and by cell type. Abbreviations same as in Figure 1. (A) The light

response of the healthy retina presented separately for the ON pathway (left) and the OFF pathway (right) in 3D. The light stimulus that was used to

elicit the response was a bright disk (40 µm in radius with light intensity 1) placed at the center of a gray background (300 × 300 µm with light

intensity 0.5; illustrated by the bottom left inset of B). The light response shown occurred 110ms after stimulus onset. Each circle represents the

(x, y, z) location of a neuron, and the color of each circle indicates the membrane potential of each neuron, with the color bars in B. Enlarged circles

with black border indicate neuronal spikes. The plot of the ON pathway includes cone photoreceptors, horizontal cells, and all the cells belonging to

the ON pathway, and the plot of the OFF pathway includes cone photoreceptors, horizontal cells, and all the cells belonging to the OFF pathway. (B)

The light response presented by cell type, corresponding to each layer in A. Each circle represents the x-y location of a neuron, and the color of each

circle indicates the membrane potential of each neuron. Enlarged circles with black border indicate neuronal spikes. For an animated version of this

figure, see Supplementary Video 1.
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FIGURE 3

The spatiotemporal response of RGCs to a temporally varying light stimulus (inspired by Cottaris and Elfar, 2005). The light stimulus (illustrated in the

bottom-left inset) was a disk (40µm in radius) placed at the center of a gray background (300 ×300µm with light intensity 0.5), varying in intensity

over time. (A, B) Spatiotemporal profile of RGC firing rate for neurons located at x = 0µm, visualized both as a heatmap (smoothed with a 50ms

Gaussian sliding window) and raster plot. The vertical dotted lines indicate the time of change in light intensity of the disk stimulus. (C, D) Spatial

activity profiles of RGC firing rate taken at di�erent points in time.

segment length dropped below 80% of their initial values, OFF

RGCs experienced a gradual increase in spontaneous firing rate

throughout Phase I/II, which peaked at roughly 300% of its

initial value at the beginning of Phase III. After that, the average

spontaneous firing rate of the OFF RGC population gradually

dropped to zero, although individual cells differed greatly in

their activation profiles. Despite the increased variability in mean

activity, no bursting or oscillatory activity emerged, as evidenced by

Poissonian inter-spike interval distributions (see Figure A1). This

could be attributed to the fact that our model did not incorporate

direct electrical coupling between cells, which is believed to be

responsible for the development of oscillatory behavior in retinal

degeneration (Haq et al., 2014; Trenholm and Awatramani, 2015;

Ahn et al., 2022).

We identified the underlying mechanistic causes of the change

in spontaneous firing rate and found that they differed for ON and

OFF RGCs. Whereas, ON cells increased their spontaneous firing

mainly as a function of cone outer segment truncation (Figure 4F),

OFF cells were mainly affected by the size of the surviving cone

population (Figure 4G). The full range of light responses as a

function of outer segment truncation and cone population size is

given in Figure A2.

3.3. Light response of ON cells decreases
more quickly than that of OFF cells during
degeneration

To investigate how the light response of RGCs changed as a

function of disease progression, we presented a constant stimulus

in all stages of the disease (Figure 5). The stimulus was a bright disk

(40µm in radius with maximal light intensity, l(t) = 1, Equation 5)

surrounded by a dark ring (40µm in inner radius and 80µm in

outer radius with light intensity 0) placed on a gray background

simulated with light intensity 0.5 (Figure 5B, left). The stimulus was

presented for 1,000 ms, during which the mean firing rate of each

RGC was calculated.

Whereas, both ON and OFF cells initially responded with

similar firing rates, ON cells saw a much quicker reduction in

firing rate during Phase I/II than OFF cells, remaining silent for the

second half of Phase I/II and all throughout Phase III (Figure 5A).

The spatial response profile at different time steps (where the

center of the image is aligned with the corresponding time of

disease progression on the x axis) is shown Figure 5B. Whereas,

the center-surround structure of the retinal response is preserved

during early stages of Phase I/II, spatial specificity is quickly

lost during later stages of Phase I/II. During Phase III, it is not

uncommon for the most active OFF cells to be found far away from

the site of stimulation.

3.4. Ganglion cells quickly lose spatial
selectivity during Phase I/II

To further illustrate the change in spatiotemporal receptive field

profiles, we fit a generalized linear model to the spiking response of

RGCs to a “cloud” stimulus consisting of spatiotemporal Gaussian

white noise filtered with a two-dimensional spatial Gaussian filter

(Shi et al., 2019; for details see Section 2.4).

The fitted spatiotemporal receptive field of two example cells

located at the center of the simulated retinal patch is shown in

Figure 6. As expected, the receptive field profile of the healthy ON

cell showed a clear excitatory center and an inhibitory surround

at the time of a spike (t = 0ms), with reversed polarity at

t = −100ms. In early Phase I/II (where cone population and outer
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FIGURE 4

Simulating retinal degeneration. Abbreviations same as in Figure 1. (A) To simulate Phase I/II of retinal degeneration, we gradually shortened the cone

outer segment length while simultaneously reducing the cone population. (B) The complete loss of the cone population marks the beginning of

Phase III. (C) During Phase III, we gradually reduced the population of bipolar and amacrine cells. In addition, a fraction of surviving cells migrated to

di�erent layers: amacrine cells started to migrate to the horizontal cell layer, the inner plexiform layer, and the ganglion cell layer; bipolar cells started

to migrate to the inner plexiform layer and the ganglion cell layer; RGCs started to migrate to the horizontal cell layer. At the end of Phase III, all inner

retinal neurons have degenerated. (D) Spontaneous firing rate of ON and OFF RGCs as a function of disease progression. Input was a full-field

stimulus of L(t) = 0.5 light intensity (Equation 5). Values indicate the spontaneous firing rate measured over 2,500 ms and averaged across all RGCs,

with vertical bars indicating the standard deviation. (E) To simulate disease progression over time, we assumed a constant rate of change for PR

segment length and neuron survival. (F) RGC spontaneous firing rate as a function of cone outer segment truncation (simulated as a reduction in the

cone-light conductance Glight, see Equation 5), averaged across RGCs, while the cone population size was held constant. (G) RGC spontaneous firing

rate as a function of the size of the cone population, averaged across the population of surviving RGCs, while Glight was held constant.
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FIGURE 5

RGC firing rate (in response to light stimulation) decreases with the progression of degeneration. The stimulus was a bright disk (40µm in radius with

light intensity 1) surrounded by a dark ring (40µm in inner radius and 80µm in outer radius with light intensity 0) placed on a gray background (300 ×
300µm with light intensity 0.5). (A) Firing rate of ON and OFF RGCs, measured over the 1000ms stimulus presentation, plotted against time. The

mean and standard deviation were calculated from the ON RGCs under the bright disk and the OFF RGCs under the dark ring. (B) The spatial activity

of ON RGCs (top row) and OFF RGCs (bottom row) plotted at di�erent time points of degeneration. The borders of the bright center and dark

surround are outlined in black.

segment length were at 80% of their healthy values), inhibitory

subregions at times t < 0 were much broader and much more

pronounced, and were followed by an enlarged excitatory center

that had lost its circular shape. In later stages of Phase I/II

(where cone population and outer segment length were at 40%

of their healthy values), the ON cell was no longer sufficiently

responsive to light stimulation and its spatial response profile

was lost.

The receptive field profile of the OFF cell also exhibited a

center-surround structure, though the excitatory surround was

most pronounced at t = −50ms due to the longer synaptic

delay of the OFF pathway (see Section 2.2). This also led to a

prolonged response at the center of the receptive field profile.

In early Phase I/II, the spatial response profile of the OFF cell

seemed to be largely preserved, although the overall response as

weakened. In late Phase I/II, the OFF cell was no longer sufficiently

responsive to light stimulation and its spatial response profile

was lost.

3.5. Electrical thresholds increase
throughout retinal degeneration

Understanding how the degenerated retina responds to

electrical stimulation is crucial for treatment options such as retinal

prostheses. We thus placed a simulated disk electrode (80µm)

either epiretinally (i.e., 2µm above the ganglion cell layer; Cottaris

and Elfar, 2005) or subretinally (i.e., at z = 135µm, close to

horizontal and bipolar cells) and measured the RGC response to a

20Hz cathodic-first biphasic pulse train of 1 s duration with 0.45ms

phase duration (Figure 7).

Consistent with the literature (Rizzo et al., 2003b; O’Hearn

et al., 2006; Jensen and Rizzo, 2008; Goo et al., 2011; Cho et al.,

2016), electrical thresholds in later stages of degeneration rose to

200–400% of those in the healthy retina (Figure 7). Here, threshold

was defined as the smallest stimulus amplitude that elicited a spike

on at least half of 20 trials (Sekirnjak et al., 2009; Weitz et al., 2014),

and the resulting thresholds were averaged across the population of

surviving RGCs.

Interestingly, our model predicted that degeneration should

affect the electrical thresholds of ON and OFF RGCs differently:

whereas thresholds for ON cells tended to rise rapidly in

Phase I/II, OFF cell thresholds decreased throughout Phase

I/II to a point where the threshold was effectively zero, due

to increased spontaneous firing. As cells started to migrate in

Phase III, thresholds rose again. Notably, epiretinal stimulation

thresholds kept rising (Figure 7A), reaching thresholds up to

400% of those found in a healthy retina, whereas subretinal

thresholds were more stable during Phase III and plateaued

at around 200% of the healthy thresholds (Figure 7). The

standard deviations in Phase III were significantly larger

than those in Phase I/II because of the cell migration in

Phase III.
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FIGURE 6

Generalized linear model fit for ON cells (left) and OFF cells (right) for a healthy retina (top row), early Phase I/II (middle row; 100% cones surviving

and Glight = 0.75 for ON, 60% cones surviving and Glight = 0.6 for OFF), and late Phase I/II (bottom row; 80% cones surviving and Glight = 0.75 for ON,

40% cones surviving and Glight = 0.45). The colorbar represents the range of values of the linear filters ki (see Section 2.4) at each spatial and

temporal location, where green indicates excitatory values and purple indicates inhibitory values.

In addition, the spatial response profiles were strongly affected

by degeneration (heat maps in Figure 7, here shown for a 20Hz

biphasic pulse train with 60mA amplitude). A ring-like structure

is noticeable in both ON and OFF cell responses due to the

influence of the extracellular potential being highest along the edge

of the electrode, allowing activity to spread far beyond the size of

the electrode. Epiretinal stimulation was able to elicit solid OFF

cell responses throughout Phase I/II, whereas ON cell responses

lasted only halfway through. After that, cell migration started

to disrupt spatial response profiles in Phase III. The story was

similar for subretinal stimulation, though a few differences were

noticeable. First, ON cell responses vanished almost immediately

in Phase I/II, only to come back in late stages of Phase III as

more and more ganglion cells started to migrate closer to the

subretinal electrode. Second, the spatial activation profile of OFF

cells was more confined early in Phase I/II, but began to widen

due to increased spontaneous RGC later in Phase I/II. Third, cell

migration disrupted the spatial response profiles more quickly and

more thoroughly, but continued to elicit responses all the way to

the end of Phase III.

3.6. Cell death and migration a�ect ON and
OFF cells di�erently

To isolate the network changes responsible for the altered

electrical response properties of RGCs, we simulated frequency-

current (F-I) curves at different stages of degeneration for three

different stimulation modes: current injection, epiretinal electrical

stimulation, and subretinal electrical stimulation (Figure 8). During

Phase I/II, cone death reduced the response of ON cells for all

three stimulation modes (Figure 8, top row), but left OFF cells

unaffected. This is consistent with the retina’s light response in

Figure 4F. During Phase III, bipolar and amacrine cell death

reduced the response of OFF cells for all three stimulation modes,

but left the ON cells mostly unaffected (Figure 8, top row); the

one exception being subretinally stimulated ON cells, which saw

the greatest reduction in activity. Finally, cell migration affected

the response of both ON and OFF cells for both epiretinal and

subretinal stimulation, increasing response variability across the

RGC population.

Overall, these results demonstrate how network-level changes

may affect RGC firing at different stages of retinal degeneration.

4. Discussion

We have developed a biophysically inspired in silico model

of the cone pathway in the retina that simulates the network-

level response to both light and electrical stimulation, and found

that simulated cone-mediated retinal degeneration differentially

affects ON and OFF RGCs. Existing computational models of

retinal degeneration largely focus on RGC activity in the absence

of photoreceptor input (e.g., Cottaris and Elfar, 2005; Golden et al.,

2018), but do not consider the global retinal remodeling that may

impact the responsiveness of RGCs. To this end, our simulations do

not just reproduce commonly reported findings about the changes

in RGC activity encountered during retinal degeneration (e.g.,

hyperactivity, increased electrical thresholds) but also offer testable

predictions about the neuroanatomical mechanisms that may

underlie altered RGC activity as a function of disease progression.

Consistent with the literature (Pu et al., 2006; Stasheff, 2008;

Sekirnjak et al., 2011; Stasheff et al., 2011; Telias et al., 2019), we

found that RGCs exhibited elevated spontaneous firing rates during

retinal degeneration (Figure 4). In our model this was mainly

restricted to the OFF RGC population, which became more active

over time (Figures 4D, G). Similar observations have been made in

degenerated retinas of mousemodels (Pu et al., 2006; Stasheff, 2008;
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FIGURE 7

RGC response to electrical stimulation with a 20Hz biphasic cathodic-pulse train (0.45ms phase duration, 1 s stimulus duration). Mean values were

calculated over 1,000 ms (stimulus presentation) and averaged across neurons located directly below the electrode; vertical bars the SD. (A) Epiretinal

stimulation. Electrical stimulation thresholds during retinal degeneration reported relative to healthy thresholds (100% horizontal dotted line). The

spatial response profile of ON and OFF RGCs is given below for a pulse train of 60µA amplitude. The borders of the electrode are outlined in black.

(B) Subretinal stimulation. Electrical stimulation thresholds during retinal degeneration reported relative to healthy thresholds (100%, horizontal

dotted line). The spatial response profile of ON and OFF RGCs is given below for a pulse train of 60µA amplitude. The borders of the electrode are

outlined in black.

Sekirnjak et al., 2011), which are dominated by OFF cell activity.

However, we identified photoreceptor cell death in Phase I/II as

the main driving force behind this hyperactivity, as opposed to an

intrinsic change to RGC excitability (Telias et al., 2019). Moreover,

the complete loss of cones did not drive RGCs into an oscillatory

state (Figure A2). However, this may be due to the fact that our

simulations did not include gap junctions (see below). On the other

hand, ON cells showed increased activity in response to cone outer

segment truncation (Figure 4F), which may occur only early in

degeneration before most photoreceptors are lost, after which their

spontaneous activity is expected to quickly vanish.

As the light response of the RGC population slowly subsided

(Figure 5), ON cells saw a much quicker reduction in firing rate

than OFF cells, remaining silent for the second half of Phase I/II

and all throughout Phase III (Figure 5). A generalized linear model

revealed a brief broadening of the spatiotemporal receptive field

for ON RGCs early in Phase I/II while these cells were losing their

inhibitory surround, before the spatial properties of both ON and

OFF receptive field were lost (Figure 6). This is consistent with

studies that have documented cell type–specific functional changes

in RGCs across animal models (Pu et al., 2006; Sekirnjak et al.,

2011; Yu et al., 2017), where spatial receptive fields often lose their

circular shape and appear spotty before they vanish (Yu et al., 2017).

As degeneration progressed, electrical thresholds tended to

increase for both subretinal and epiretinal stimulation (Figure 8),

which is consistent with most literature on the subject (Rizzo

et al., 2003b; O’Hearn et al., 2006; Jensen and Rizzo, 2008;

Goo et al., 2011; Cho et al., 2016)—though see Sekirnjak et al.

(2009). Mirroring the changes in the light response, ON cells

also displayed diminished responses to electrical stimulation
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FIGURE 8

Frequency-current (F-I) curves for three modes of neuronal stimulation: current injection (two leftmost columns), epiretinal electrical stimulation

(two center columns), and subretinal electrical stimulation (two rightmost columns). F-I curves are shown for RGCs at di�erent stages of retinal

degeneration: as a function of cone death during Phase I/II (top), as a function of bipolar and amacrine cell death during Phase III (middle), and as a

function of bipolar, amacrine, and ganglion cell migration during Phase III (bottom). Values averaged across RGCs; vertical bars are the

standard deviation.

(Figure 8). This resulted in higher activation thresholds for

ON cells as compared to OFF cells (Figure 7), which is a

phenomenon previously documented in the degenerated mouse

retina (Yang et al., 2018). Interestingly, our model also predicts

a brief period of degeneration during which OFF cells are

so active that their electrical threshold is effectively zero.

Furthermore, our model offers testable predictions of how cone

death (Phase I/II), bipolar and amacrine cell death (Phase III),

and cell migration (Phase III) affect the responsiveness of RGCs

(Figure 8).

Overall, our findings demonstrate how biophysical changes

associated with retinal degeneration affect retinal responses to

both light and electrical stimulation, which may have important

implications for the design and application of retinal prostheses.

In specific, our results suggest that spatially confined responses

might be more easily elicited with subretinal stimulation in Phase

I/II and with epiretinal stimulation in Phase III (Figure 7). This

implies a role for subretinal prostheses in early stages of the

disease, whereas epiretinal prostheses may be more effective in

later stages. However, cell migration might strongly affect both

stimulation modes (Figure 8), leading to spotty activation of the

RGC population that may obscure the perceptual interpretation of

these electrical stimuli.

Moreover, both subretinal and epiretinal stimulation are

expected to more easily activate OFF cells, as they remain active

through most of Phase III. This suggests that OFF cell activity may

play a greater role in prosthetic vision than previously assumed (Im

and Fried, 2015), which could have important implications for the

differential activation of RGC subtypes (Twyford et al., 2014; Yang

et al., 2018; Chang et al., 2019; Tong et al., 2020).

Although our model captures a range of biophysical changes

common to cone-mediated retinal degeneration, we were forced

to make some simplifying assumptions due to the complex nature

of the degeneration process. Most notably, our model did not

include rod circuitry and gap junctions. This may explain why

we did not observe oscillations in our model, since rod bipolar

cells are thought to participate in an oscillatory network in the

outer retina (Haq et al., 2014; Euler and Schubert, 2015) that may
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arise from electrically coupled networks (Yee et al., 2012; Haq

et al., 2014; Euler and Schubert, 2015; Trenholm and Awatramani,

2015; Goo et al., 2016; Ahn et al., 2022). In addition, we did not

consider it feasible to model the hyperproliferation of Muller cells,

the formation of microneuromas, or other morphological changes

commonly observed during inherited retinal degeneration (Marc

et al., 2003).

Nevertheless, as we did not modify the intrinsic properties

of the RGC population, our results suggest that commonly

documented physiological changes such as RGC hyperactivity and

increased electrical thresholds (Chen et al., 2013; Saha et al.,

2016; Telias et al., 2019) may have additional network-mediate

causes that are presynaptic to RGCs. This work thus offers testable

predictions to further our understanding of retinal processing in

health and disease. Future work could focus on adding additional

morphological and topological detail to the simulation in order to

obtain a more complete picture of the changes in RGC response

properties associated with inherited retinal degeneration.
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