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Stochastic analysis of 1D and 2D surface topography of x-ray mirrors   
 

Anastasia Y. Tyurina,1 Yury N. Tyurin,1 and  Valeriy V. Yashchuk2 
1Second Star Algonumerix, Needham, MA 02494, USA 

2Lawrence Berkeley National Laboratory, Berkeley, California  94720, USA 

ABSTRACT   

The design and evaluation of the expected performance of new optical systems requires sophisticated and reliable 

information about the surface topography for planned optical elements before they are fabricated. The problem is 

especially complex in the case of x-ray optics, particularly for the X-ray Surveyor under development and other 

missions. Modern x-ray source facilities are reliant upon the availability of optics with unprecedented quality (surface 

slope accuracy < 0.1μrad). The high angular resolution and throughput of future x-ray space observatories requires 

hundreds of square meters of high quality optics. The uniqueness of the optics and limited number of proficient vendors 

makes the fabrication extremely time consuming and expensive, mostly due to the limitations in accuracy and 

measurement rate of metrology used in fabrication. We discuss improvements in metrology efficiency via 

comprehensive statistical analysis of a compact volume of metrology data. The data is considered stochastic and a new 

statistical model called Invertible Time Invariant Linear Filter (InTILF) is developed now for 2D surface profiles to 

provide compact description of the 2D data additionally to 1D data treated so far. The model captures faint patterns in 

the data and serves as a quality metric and feedback to polishing processes, avoiding high resolution metrology 

measurements over the entire optical surface. The modeling, implemented in our Beatmark software, allows simulating 

metrology data for optics made by the same vendor and technology. The forecast data is vital for reliable specification 

for optical fabrication, to be exactly adequate for the required system performance.  

Keywords: surface metrology, time-invariant linear filter, TILF, autoregressive moving average, ARMA, power spectral 

density, PSD, fabrication tolerances, x-ray optics, surface slope profilometry 

topography 

1. INTRODUCTION  

The design and evaluation of the expected performance of new optical systems requires sophisticated and reliable 

information about the surface topography for planned optical elements before they are fabricated. The problem is 

especially severe in the case of x-ray optics for modern diffraction-limited-electron-ring and free-electron-laser x-ray 

source facilities, as well as x-ray astrophysics missions under development. The modern x-ray source facilities are reliant 

upon the availability of x-ray optics of unprecedented quality, with surface slope accuracy better than 0.1 μrad and 

surface height error of less than 1 nm.1-5 The unprecedented high angular resolution and throughput of future x-ray space 

observatories, such as the X-Ray Surveyor mission,6 require high quality optics of hundreds square meters in total area. 

The uniqueness of the optics and limited number of proficient vendors make the fabrication extremely time consuming 

and expensive, mostly due to the limitations in accuracy and measurement rate of the available metrology.  

Recently, a possibility to improve metrology efficiency via comprehensive statistical treatment of a compact volume of 

metrology data has been suggested (see Refs.7-9 and references therein). It has been demonstrated8,9 that one-dimensional 

(1D) surface slope metrology with super polished x-ray mirrors can be treated as a result of a stochastic polishing 

process. In this case, autoregressive-moving-average (ARMA) and an extension of ARMA to time-invariant linear filter 

(TILF) modeling10,11 allows a high degree of confidence when fitting the metrology data with a limited number of 

parameters.  

With the parameters of the determined model, the surface slope profiles of the prospective (before fabrication) optics, 

made by the same vendor and technology, can be forecast. The forecast data is vital for reliable specification for optical 

fabrication, evaluated from numerical simulation to be necessary and sufficient for the required system performance, 

avoiding both over- and under-specification.12,13  

atyurina@secondstaralgonumerix.com  1 617 365-1902;     http://www.secondstaralgonumerix.com/ 

http://www.secondstaralgonumerix.com/


 

 
 

 

 

 

In the present work, we continue investigations, started in Refs.8-14  We consider surface slope metrology data stochastic 

and stationary and use a compact volume of metrology data to develop the model. The model can then be utilized to 

describe the entire volume of data and to provide feedback to deterministic optical polishing. We prove that the model 

developed based on a compact subset of metrology data describes the entire surface and a few smaller metrology 

experiments can substitute for time-consuming whole scale metrology measurements over the entire optical surface with 

the resolution required to cover the entire spatial frequency range, important for the optical system performance. 

This paper is organized as follows. First, we briefly review the mathematical fundamentals of 1D ARMA modeling of 

topography of random rough surfaces (Sec. 2). In Sec. 3, we analyze a generalization of ARMA modeling with 

Invertible Time Invariant Linear Filters (InTILF). We have analytically shown that the suggested symmetric InTILF 

approximation has all advantages of one-sided AR and ARMA modeling, but it additionally has improved fitting 

accuracy. It is free of the causality problem, which can be thought of as a limitation of ARMA modeling of surface 

metrology data. We developed a new algorithm for identification of an optimal, symmetric InTILF model with a 

minimum number of parameters and smallest residual error for 1D and 2D data. In Ref.,14 we verified the efficiency of 

the developed 1D InTILF algorithm in application to modeling of a series of stochastic processes, which are generated 

with the known ARMA model, determined for surface slope data for a state-of-the-art x-ray mirror. In this paper (Sec.3), 

we discuss the generalization of the approach to 2D InTILF modelling and its implementation in original software 

BeatMark. The software allows the user to parametrize 1D and 2D stochastic data, to see stochastic patterns of it, and to 

generate statistically equivalent 1D and 2D data. To the best of our knowledge the software is the first of the kind for 2D 

stochastic data. In Sec.4, we present the results of successful application of 2D InTILF analysis to 2D surface 

topographies of two different mirrors fabricated for x-ray applications by different vendors using different polishing 

technologies. The 2D InTILF models for the mirrors were analytically identified using the BeatMark software. The 

paper concludes (Sec. 5) by summarizing the main concepts discussed throughout the paper and stating a plan for 

extending the developed 1D and 2D InTILF modeling and parametrization of surface topography data to optimization of 

surface polishing. 

2. A BRIEF REVIEW OF STATISTICAL MODELING OF 1D METROLOGY DATA  

When a surface of a mirror is treated by a polishing tool guided by its specific algorithm, the process leaves a unique 

pattern on the surface (or surface topography). The pattern is defined by the kind of the tools, the polishing algorithm 

and its parameters. In the case of state-of-the art x-ray mirrors, the pattern is very faint and cannot be reliably described 

using regular frequency analysis (such as Fourier transform) and may not be visible to the naked eye being still very 

important from the point of view of optical applications. We used methods of statistical analysis suited for stochastic 

data to find and describe the faint stochastic pattern. 

Let us recall the statistical models developed for time series (statistical analysis of one dimensional stochastic data, 

developed primarily for prediction of financial markets), such as ARMA, which inspired the method. We would like to 

recall three useful models.15 The models are designed to build the stochastic process Y, to best fit the original data X. 

Moving average model, MA,  builds the stochastic process Y from white noise W by ‘bending’ it with a linear operator B 

in order to fit the original data X: 

Y = B∗W.          (1) 

AR, auto regressive model, describes dependence (linear operator A) between neighboring data points in the data X 

Y = A∗ (X –I),      (2) 

where I is the identity operator). 

ARMA is a combination model: 

Y = A ∗ (X – I) + B ∗ W.     (3) 

These models are inspired by needs for predictions, e.g., in econometrics based on observed 1D time series. We have 

modified these models to serve also for description of non-causal stochastic processes. The difference between 

predictive and descriptive models is in the physical relation between the data points treated by the model. The predictive 

models are mostly used for 1D time-series data and only the data points from the ‘past’ (or from one side) are used to 

predict with the model the next point. Descriptive models use all the neighboring points to describe the value at a given 

point. We call the descriptive (not predictive) models Invertible Time Invariant Linear Filters (InTILF).10,11,14 



 

 
 

 

 

 

Let us consider the results of surface slope metrology of high quality x-ray optics as our original data, X. We use AR and 

ARMA type models to describe the data with a few parameters and MA type models for generation of statistically 

equivalent profiles. Note that AR models can be viewed as representation of the data as a linear combination of the data 

in the neighboring data points, or one way to describe a pattern in the data. MA type modes are representations of the 

data as a linear transform of a white noise process (a stochastic process completely devoid of pattern). This ‘bending’ of 

the white noise can also be viewed as an alternative way to describe a pattern in the stochastic process. 

In our previous work,10,11,14 we have described the construction of InTILF models of AR, MA, and ARMA types 

(symmetric ARMA models) and determination of its coefficients. The optimal InTILF model of a given type (AR, MA, 

or ARMA) and given number of coefficient can be derived analytically using the auto covariance function (ACF) of the 

data. The best size of the filter can then be determined with Akaike information criterion (AIC),16,17 which suggests at 

which size (number of coefficients) of the growth of the model in size does not capture more useful information. 

We have also shown10,11,14 that AR-type symmetric InTILF models precisely describe 1D metrology data obtained with 

high quality x-ray mirrors. We have demonstrates that InTILF models give  

 good precision with the residual (that is the difference between the original data and its representation via 

InTILF model) smaller than that of the ARMA models, and 

 good pattern capture that is the residual is a white noise, entirely devoid of pattern. 

We have also shown that InTILF models with a small number of coefficients (5-12) are capable to successfully 

approximate the surface metrology data. The criteria here is a small (1- 3% of the data variance) value of the residual. 

3. GENERALIZATION INTILF MODELING TO 2D CASE AND BEATMARK 

SOFTWARE  

In this section, we discuss generalization of stochastic modeling to analysis of two dimensional surface metrology data. 

To the best of our knowledge, the extended InTILF suggested here is the first parsimonious descriptive model of 2D 

space invariant stochastic processes. We also firstly introduce an original software with trademark name BeatMark, 

implementing the developed algorithms of InTILF modeling of 1D and 2D stochastic processes. The software has been 

developed in the course of our work on a related project supported by NASA SBIR grant and now is available on the 

market. 

3.1 2D InTILF construction 

Auto Regressive Invertible Time Invariant Linear Filter (AR InTILF) model Y of a given two dimensional space 

invariant stochastic process X is determined by an operator A (compare with 1D case considered in Ref.14): 

Y A X  ,   where    0)0,0(,,),,((...,...) 2121  aZkkkkaA    (4) 

A stochastic process is called space invariant if it is invariant under translations. The postulated spatial invariance of the 

stochastic data has an important corollary. We have shown that just like in case of time invariant processes, the space 

invariant stochastic processes can be modelled with symmetrical optimal InTILF. That means that in 1D case, the array 

of the coefficients is symmetrical about its center, and 1D symmetric filter A of the size (2N+1) is fully described by N 

non-zero coefficients because the coefficients on the left side of the filter are the same as the ones on the right.  

Similarly, in 2D case the matrix of coefficients, A, is axially symmetrical about its central row and column with indexes  

0x  and 0y , respectively. The matrix has size 0 0(2 1)(2 1)x y  , its middle element 0 0( , )a x y  is equal to zero, and 

0 1 0 2 0 1 0 2 0 1 0 2 0 1 0 2( , ) ( , ) ( , ) ( , )a x k y k a x k y k a x k y k a x k y k           . This 2D symmetrical filter A of the size 

0 0(2 1)(2 1)x y   is fully described by 0 0( 1)x y   coefficients. Physically, this means that we limit the model to a finite 

number of correlating neighboring points within the finite masks, M:  

1 2 1 2 1 2( , ) ( , ) ( , )M m m k k m m       (5) 

The total number of the coefficients in the InTILF with the mask M is (2m1+1) (2m2+1). Then from Eq. (4), the finite 

InTILF model Y can be expressed as 
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The goal of the modeling is to find an optimal set of coefficients 
1 2( , )optA a l l  such that the model Y best fit the data X 

with minimum possible difference between X and its model Y: 

argmin( ) argmin( )optA X Y X A X         (7) 

Where argmin( ( ))F t  is the value of t  for which ( )F t  attains its minimum. 

The set of coefficients 
1 2( , )optA a l l  can be related to the Auto Covariance Function of the data through a system of 

equations similar to the one we introduced and discussed in Ref.14:  

),,,(),(),( 2121),( 2121
21
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 .    (8) 

In Eq. (8), q  is the Auto Covariance Function (ACF) of the data and 
qr  is a four dimensional tensor defined through 

ACF.14 The system of equations (8) can be analytically solved to find 
1 2( , )optA a l l  using the approach applied in Ref.14 

to the case of 1D InTILF modeling of the data of surface slope metrology with high quality x-ray mirrors. 

The algorithm to determining the optimal InTILF model, outlined above constitutes the computation method to find the 

coefficients A of the InTILF model of the given size. The algorithm was realized in Matlab code and tested on a few 2D 

residual (after subtraction of the desired shape) surface height distributions measured with an interferometric microscope 

ZYGO NewViewTM-7300 available at the Advanced Light Source (ALS) X-Ray Optics Laboratory (XROL).18,19   

In Sec. 4, we present the results of the 2D modeling and cross check them with the 1D data processing of the 1D sections 

of the measured 2D surface topography. 

3.2 BeatMark Software 

The developed InTILF method for analyzing 1D and 2D stochastic processes was realized in BeatMark software. In 

particular, the Software allows describing the statistical properties of 1D and 2D surface topography with a few 

parameters. Based on the determined parameters (coefficients of the optimal InTILF), one can generate synthetic 

statistically equivalent data needed, for example, for numerical simulation of beamline performance and fabrication 

specification of x-ray optics before purchasing. The software is designed to process 1D and 2D data in formats of the 

main commercially offered surface profilometers and electron microscopes. The demo version of the software, as well as 

and sample processing are available upon request.  

BeatMark Software is going to be demonstrated in our presentation and we include a demo video in Video 1. 

BeatMark software has an intuitive, user-friendly GUI, allowing for broad spectrum of functionalities including 

preprocessing of the data with detrending the profiles to remove the desired shape, trend, and periodical variation 

(cycling) of the residuals, removing corrupted and missed data points.  

In summary, let us list the major features of the developed InTILF modeling method and the desiccated BeatMark 

software:  

 representation of the 1D and 2D data with a small number of parameters that are the InTILF coefficients;  

 generation of 2D and 1D data statistically equivalent to the original data; 

 definition of Mirror Quality Metric through the InTILF analysis (implementation in BeatMark software is in 

progress);  

 operation with data from various metrology tools: interferometers, profilometers, long trail profilers, 

microscopes, such as, to list just a few, Ultra Surf, Zeiss CMM-Calypso, OptiTrace, Zygo Ferifire, DynaFiz, 

GPI, and ProTower interferometers, NewNiew series of interferometric microscopes, On Board Touch Probe, 

accepting a broad spectrum of data formats, such as csv, xyz, zygo, and dat for 1D data, and tiff, giff, jpeg for 

2D data; 

 potentially, optimization of parameters of polishing processes (the work in this direction is in progress).  



 

 
 

 

 

 

 

Video 1. BeatMark 1D Demo.20  

4. 2D INTILF ANALYSIS OF RESULTS OF MICROSCOPE METROLOGY WITH HIGH 

QALITY X-RAY MIRRORS  

In this section, we present the results of application of 2D InTILF analysis to 2D surface topographies of two different 

mirrors (named here ‘mirror A’ and ‘mirror B’) fabricated for x-ray applications by different vendors using different 

polishing technologies. The 2D InTILF models for the mirrors were analytically identified using the BeatMark software. 

We show that the modeling provides: 

 high efficacy of modeling that is the magnitude of the root-mean-square (rms) variation of the residual 

difference between the data and the model is small compared to the rms height variation of the modeled 

topographies, and 

 high accuracy pattern capture meaning that the topography of the residual is white-noise-like without a 

noticeable contribution of the pattern of the original data. 

We also compare the InTILF models for these mirrors with significantly different surface topography and show that 

InTILF analysis can provide a new metric of mirror surface quality, which can potentially be used as a feedback in 

mirror fabrication.  

4.1 InTILF modeling of mirror A 

The goal of the modeling is to minimize the residual ( Residual Original Data Modelled Data  ) in order to increase 

the accuracy of the model (aka filtered data) as much as possible, in terms of the date variance with the norm in terms of 

2L  (or rms).   

Figure 1 presents the surface height distribution of the mirror A measured with an interferometric microscope ZYGO 

NewViewTM-7300 equipped with 2.5× objective with ×2.0 zoom. The Microscope is available at the ALS XROL.18,19 

The left-hand plot in Fig. 1 shows the rectangular surface area of 1.06 mm × 1.41 mm measured with the effective pixel 



 

 
 

 

 

 

size of 2.2 µm (the data set consists of 640 × 480 pixels2). The measured surface topography has a characteristic 

‘diamond’ like pattern with rms variation of the surface height of 6.75Å. The right-hand plot in Fig. 1 presents a sub-area 

of 200 × 200 pixels2 of the same height distribution. 

  

Figure 1: 640 pixels × 480 pixels surface height distribution of mirror A (the left-hand plot) with rms variation of 6.75Å and 

its 200 x 200 pixels2 subarea (the right-hand plot).  

Figure 2 depicts the results of InTILF modeling of the 640 pixels × 480 pixels height distribution of mirror A shown in 

Fig. 1, the left-hand plot. The left-hand plot in Fig. 2 presents the topography reconstructed in the course of the 2D 

InTILF modeling of the measured height distribution. The right-hand plot in Fig. 2 shows the residual height distribution 

equal to the difference between the measured and the filtered data. The magnitude of rms height variation of the residual 

is about 0.4 Å that is less than 6% of that of the measured topography.  This result was obtained with the 2D symmetrical 

InTILF of the size of 5 × 5 with only 8 parameters.  

  

Figure 2: 2D InTILF model of the mirror A surface height distribution, Y (the left-hand plot) and the 2D residual X-Y (the 

left-hand plot). 

During the optimization of the InTILF model, we varied the size of the filter and analyzed the change of the magnitude 

of the rms variation of the residual height distribution and its character aiming for the random, white noise like one (see 

more detailed discussion in the Sec. 4.2, below).   

In summary, the optimal 2D symmetrical InTILF modeling has resulted in: 

 the rms variation of the residual signal (the difference between the original data and the model) of less than 10% 

of that of the original data;  



 

 
 

 

 

 

 very accurate and compact description of the stochastic properties of the 2D surface topography with a model 

with only 8 coefficients and white noise like residual. 

4.2 InTILF modeling of mirror B 

Figure 3 presents the surface height distribution of the mirror B also measured with the ALS XROL interferometric 

microscope ZYGO NewViewTM-7300 equipped with 2.5× objective with ×2.0 zoom. Similar to Fig.2, the left-hand plot 

in Fig. 3 shows the rectangular surface area of 1.06 mm × 1.41 mm measured with the effective pixel size of 2.2 µm (the 

data set consists of 640 pixels × 480 pixels). In this case, the measured surface topography has a structure of horizontal 

‘strips’ with rms variation of the surface height of 1.74 Å. The right-hand plot in Fig. 3 presents a sub-area of 200 × 200 

pixels2 of the same height distribution but with better seen strip pattern. 

  
Figure 3: 640 pixels × 480 pixels surface height distribution of mirror B (the left-hand plot) with rms variation of 1.74 Å and 

its 100 x 100 pixels2 subarea (the right-hand plot).  

The optimal filter for this mirror was computed by BeatMark software and was found to be of the size 3 x 15. The 

filtered data is shown in Fig.4 (center). For comparison the original data is shown on the left. All three plots are shown in 

black and white to keep a simple scale (shown on the right) for visual comparison. In this experiment the data was first 

normalized and we show it in this form also for easier visual observation. The residual of the model was measured at 

24%. Please note, that the value of the residual is much larger than the one found for mirror A. We find the difference 

instructive, it is discussed in Sect. 4.3. 

   
 Figure 4: 2D InTILF model of the mirror B(X, left-hand plot) surface height distribution, Y (the central plot) and the 2D 

residual X-Y (the right-hand plot).  

4.3 Size of 2D filters  

There is always a question of how to choose the best size for the filter. The answer depends on the stochastic properties 

of the data under treatment (in our case, the mirror surface height distribution). As mentioned above, our method allows 

to analytically construct an optimal filter for any given size and the larger the size the better the approximation. 

However, in practice we see that the marginal improvements from an increase in filter size quickly diminishes. Akaike 



 

 
 

 

 

 

information criterion is used to determine the size of the optimal filter representing the best approximation accuracy 

return on its number of parameters as described in Refs.16,17 

Below, we demonstrate that larger InTILF models are not materially different from the ones with the AIC determined 

optimal size. 

Figure 5 shows the optimal filter for mirror B. In this case, the optimal filter has strong ‘directionality,’ meaning that the 

matrix of InTILF coefficients is longer along the horizontal direction. The filter constitutes a matrix of coefficients with 

15 columns and three rows. The directionality of the filter reflects the surface topography of mirror B with the pattern of 

horizontal strips.  

One can ask what would happen to the residual (and the goodness of the fit with the model), if we do not stop increasing 

the size of the InTILF at 3 x 15, but make the filter longer and/or wider. Figure 5 shows the middle row of coefficients of 

InTILFs of increasing horizontal length: 3x15, 3x17 and 3x25. Note, that since the filter is symmetrical and the middle 

coefficient is zero, we only need 12 coefficients to define a middle row of the overall length of 25. When we find an 

InTILF of a prescribed size, we are not using the filter we found for the smaller size. The filters of different sizes are 

theoretically independent. In fact, if we grow the size of the filters from the minimal possible size of 3 x 3 to a given size 

n x m, the coefficients of the InTILF fluctuate widely (over 50% difference in coefficients of the same number) while the 

filters size grows from 3 to the optimal size. However, when the optimal size is reached the material coefficients (the 

ones within the optimal size matrix) stabilize and do no longer change with the growth of the filter size. The other 

coefficients outside of the optimal size matrix are smaller than some within the optimal size matrix.  

In the case of mirror B, the mid – row coefficients are larger in value than the coefficients in other rows of the matrix. 

We will use the mid-row coefficients to illustrate the point. Consider InTILFs  A of different sizes 3x15, 3x17, …, 3x25. 

The middle (second) row of coefficients is a 1D array of the size of 1x15 for the 3x15 case, 1x17 for the 3x17 case, and 

1x25 for the 3x25 case. These coefficients are symmetrical about the middle of the row (because InTILF is 

symmetrical). Therefore, we may limit the comparison to the right-hand  half of the mid-row arrays and compare the 

arrays of 1x7,1x8 and 1x12. 

The right-hand plot in Fig. 5 illustrates the behavior of these mid-row coefficients of InTILF for the three filters of which 

the first one is of the optimal size. We chose the mid-row because in the case of this particular mirror all filters have 

largest coefficients concentrating in the mid-row, but we could have considered any set of InTILF coefficients. Standard 

deviation for coefficients of the same number along the right hand side of the mid-row of the InTILF matrix is also 

shown and it is found to be less than 0.1% of the value of the largest InTILF coefficient.   

  

      Figure 5: Optimal 2D InTILF for mirror B (left) with mid-row marked and the coefficients of mid-row of InTILFs of 

varying sizes (right). 



 

 
 

 

 

 

4.4 Stability of 2D InTILF analysis of surface height topography of uncorrelated surface areas   

In order to verify the stability (uniqueness) of the InTILF modeling surface topography of a mirror with overall surface 

area much larger than the measured areas, we compare the models for uncorrelated (separated by much more distance 

than the linear size of the measured area) areas of the same mirror measured in the same manner. Such data were 

obtained in the interferometric microscope measurements with mirror B in the manner and experimental arrangement the 

same as described above in Sec. 4.2. Note that stability of 1D TILF modeling of surface slope distributions has been 

proved in Ref.14 

Figure 6 depicts the results of 2D symmetrical modeling of metrology data coming from two uncorrelated areas of 

mirror B. For these data sets, the difference between the InTILF coefficients is less than 4% of the numerical value of the 

average of coefficients themselves.  

 
Figure 6: Mid-row of InTILF coefficients for two uncorrelated areas of mirror B. 

5. DISCUSSION AND CONCLUSION  

In this work, we have continued the investigation, started in Refs.8-11,14 that will potentially allow us to analytically 

model 2D surface topography of high quality x-ray optics and characterize/parameterize the polishing capabilities of 

different vendors for x-ray optics. In the modeling, the treated data is considered to be a result of a stochastic process and 

statistical model called Invertible Time Invariant Linear Filter is used to best fit the data with a limited number of 

parameters.  

We have suggested and demonstrated a generalization of 1D InTILF approach10,11,14 to a symmetric 2D InTILF 

approximation and have analytically  shown  that all the advantages of 1D InTILF modeling are realize in the 2D case, 

including the improved accuracy and efficiency of the fitting.  

We have developed a new analytical algorithm for identification of an optimal symmetric InTILF with minimum number 

of parameters and smallest residual error and applicable to 1D and 2D data arrays. The algorithm has been implemented 

in original BeatmarkTM software. In this paper, we have firstly introduced the software and demonstrated its capability 

and high efficiency on the examples of fitting 2D surface height distributions of two x-ray mirrors measured with an 

interferometric microscope ZYGO NewViewTM-7300. The modeling has captured faint patterns in the metrology data 

and can serve as a quality metric and feedback to polishing processes, avoiding high resolution metrology measurements 

over the entire optical surface. We have also verified the uniqueness of the 2D TILF parametrizations for the case of 

multiple 2D surface height distributions measured over uncorrelated surface areas of the same mirror. 

Based on the parametrization with the symmetrical 1D and 2D InTILF models, the expected surface profiles (in the slope 

and height domain) of prospective x-ray optics can be reliably simulated (forecast) prior to purchasing. The simulated 

1D surface slope and 2D height distributions of prospective optics (before they are fabricated) can be used for 



 

 
 

 

 

 

estimations of the expected performance of new x-ray optical systems (beamlines, x-ray telescopes, etc.) as discussed in 

Refs.12,13 

We should mention here one interesting observation that is waiting for thorough explanation. On the examples of the 

metrology data treated in this paper, we have found that 2D InTILF analysis appears to provide better fidelity as 

compared to 1D processing of the same data. This result was not anticipated and need to be confirmed by further 

analysis of 1D and 2D data from more different mirrors; it is outside the scope of the present paper and will be described 

in more details elsewhere.   

We are also working on application of the developed methods and analytical algorithms to optimization of machining 

parameters of polishing tools. For this application, we to construct a reliable Surface Quality Indicator based on the 

BeatMark analysis that will be used as an optimization criterion in the feedback to polishing parameters optimization. 

This work is in progress. If successful, this will revolutionary impact the polishing industry increasing the efficacy of the 

processes and reducing metrology cycle and fabrication cost of state-of-the-art x-ray mirrors.  
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