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ABSTRACT OF THE DISSERTATION

Modeling the mechanical behavior and microstructure evolutions of irradiated

nuclear materials using the coupled kinetic rate theory and continuum crystal

plasticity method

by

Qianran Yu

Doctor of Philosophy in Mechanical Engineering

University of California, Los Angeles, 2022

Professor Jaime Marian, Chair

Microstructure evolution of structural materials under fission/fusion irradiaiton con-

ditions lead to significant degradation to their mechanical properties. These effects

include an increase in yield stress, plastic localization and accelerated creep rate, etc.

Besides, damaged materials inevitably exposing to hydrogen or its isotopes would

result in embrittlement and safety problem. Regarding these problems, we in this

thesis developed three types of numerical models and attempted to solve each of

those.

First, a previously developed kMC algorithm based 0-dimentional mean field

rate theory model, the stochastic cluster dynamics (SCD), is extended to have 1-

dimentional spatial resolution (SRSCD). The SRSCD method is then used to sim-

ulate: (1) Zr-hydride nucleation and growth processes under dynamic oxide layer

growth conditions; (2) Hydrogen retention in heavy ion irrdiated tungsten.
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Second, the SCD method is coupled with a general implicit crystal plasticity (CP)

formulation (CP/SCD) using a bidirectional variable swap scheme. The CP/SCD

model is capable of capturing concurrent irradiation/straining process in materials

and is applied to study (1) Irradiation hardening of self-ion irradiated tungsten under

tensile loading conditions; (2) Creep and swelling effects of DEMO neutron irradiated

iron.

Finally, a stochastic solver based on residence time algorithm is developed for

solving a typical explicit crystal plasticity (SCP) procedure. The stochasitc nature

of SCP is seen to break the symmetry of dislocation slip, which shows potential in

studying plastic localization problems.
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CHAPTER 1

Introduction

1.1 Motivation

Over decades, the nuclear fusion technology has gained great research interest mainly

due to its demonstrated potential of supplying almost limitless energy through con-

trollable, safer and environmentally friendly fusion reactions [327]. Among various

fusion reactor designs [36, 178, 341], the Magnetic Confinement fusion (MFE) based

tokamak facility is yet the most promising one. In a typical MFE reactor, plasma

or energetic particles, i.e. e´, neutron and hydrogen isotopes are confined by a

donut-shaped electrical-magnetic field, in which those particles are enabled inten-

sive collisions. While owing to the edge-localized-modes (ELM) instability, rapid

transportation of energy and particle fluxes onto plasma facing materials (PFMs)

surfaces leads to significant irradiation damage that degrades materials’ mechani-

cal properties [213, 336]. It is known that the change of mechanical properties in

structural materials is in essence governed by dislocation-mediated crystallographic

deformation, while dislocation motions is inevitably affected by its interaction with

microstructures. Thus, understanding the effect of radiation-induced defects on the

dislocation-mediated crystallographic deformation behavior holds the key for mod-

eling and designing robust structural alloys for nuclear applications.
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The present research focuses on developing a coupled modeling method, through

which the irradiation-induced microstructure evolution on meso-scale, and the dislocation-

mediated inelastic deformation can be concurrently simulated, to explore the mechan-

ical behavior of irradiated fusion materials.

1.2 Irradiation damage in metallic systems

Microscopically, the irradiation damage process can be described as being initiated

by the ‘knock-on’ event where an incident energetic particle interacts with a lattice

atom and transfers a certain part of its kinetic energy to it. Such energy transfer

results in the lattice atom excitation and departure from its original site. We call it

the primary knock-on atom (PKA). The PKA atom traverses through the material

matrix and subsequently creats more PKAs and accompanying defects. While the

PKAs have exhausted all their energy, they finally stop in the matrix as interstitials

(SIA). Details about the physics of irradiation damage can be found in Was [373].

During irradiation, formation of common material defects includes point defect

and defect clusters (i.e. interstitial and vacancy clusters), dislocation loops and

networks, precipitatation, solute segregation and transmutation, etc. Interaction

of the plasticity-carrying dislocations with those irradiation-induced defects alters

their mechanical properties. Predominant effects involve irradiation hardening, plas-

tic flow localization, reduced ductility, and premature failure. Further, the irradi-

ation creep and swelling rates are observed to be accelerated compared to thermal

creep [279,373], and would occur at homologous temperatures.

In fusion conditions such as ITER reactor, plasma facing components are known

to be exposed to harsher environment („ 14 MeV neutron irradiaiton) [222], in which
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the materials’ mechanical properties could be significantly degraded by the largely in-

creased amount of irradiation-induced defects. Lacking of the proper neutron source

that is comprable to fusion device, experimental works would use heavy ions as

sorrogates [13], followed by post-mortem mechanical tests. Such routine gurantees

the generation of similar amount of defects, but loses the accuracy of mimicing the

same cluster size distributions as in neutron irradiation conditions. Further, neutron-

induced elemental transmutation would be totally missing in heavy ion irradiation.

Besides the above limits, though post-mortem tests is powerful tool in measuring

irradiation hardening, it is not applicable to irradiation creep investigations.

Given by those considerations, multi-scale modeling techniques have emerged

as useful method in predicting microstructure evolutions in ion/neutron irradiation

conditions. Among those, the mean-field rate theory models is capable of simulating

up to more than several thousand seconds of a multi-species system, which covers

the time duration even for creep tests. In this thesis, we developed an alternative

mean-field rate theory model, namely the stochastic cluster dynamices (SCD), and

made it to handle all irradiation microstructure evolutions in each sub-topics.

1.3 Detrimental effects of hydrogen isotope retention in nu-

clear material

Hydrogen and its isotope have long been recognized as detrimental elements in nu-

clear devices. In fission reactors, the presence of hydrogen comes from merging

fuel-cladding tubes into water, where decomposition of H2O releases extra hydrogen

atoms into materials, and then forming needle-shaped hydrides that result in mate-

rial embrittlement. While in MFE fusion devices, deuterium and tritium are common
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fusion reactants, and are transported onto PFMs along with neutrons through ELM

phenomenon. These hydrogen isotopes are then trapped into neutron-induced va-

cancy (V) clusters, dislocations and grain boundaries, which leads to embrittlement

and radioactive safety problems. Further, many experimental observations show that

the existence of hydrogen facilitates the formation of extra vacancies, such that more

vacancy clusters with larger size should have been observed. In the following con-

text, we call this phenomenon as super-abundant vacancy or SAV. Recent reviews

on hydrogen behavior in fission/fusion materials can be found in ref. [55, 223]. Here

in this thesis, hydrogen permeation in the matrix material and its interaction with

irradiation defects are also dipicted by SCD model.

1.4 Scope of the present research

This thesis is a collection of research projects that have done in the past few years.

All of those studies are relavant to the theme of microstructure evolutions and their

effects on mechanical properties change of nuclear materials during irradiation, while

each sub-topic stands independent from others and aims at solving one specific aspect

of irradiation-induced problem of structural materials.

Here, unified simulation methods are used. For microstructure evolutions of ir-

radiated materials, meso-scale modeling method, SCD [239], has been previously

developed that could simulate average cluster concentration evolutions in one mate-

rial point. However, the current studies involve simulating long-distance migration

of hydrogen atoms in target materials, which requires a spatial extension of SCD

method into a 1-D space, thus the former part of the content is focusing on develop-

ing the spatially resolved SCD (SR-SCD) model and applied it to solve (1) hydride

4



nucleation and growth in Zr;(2) deuterium retention in tungsten materials. For me-

chanical properties, a general continuum crystal plasticity (CP) framework for bcc

metals is implemented and it is then coupled with one-point SCD method, such that

a real-time defect-dislocation interaction can be captured. The developed CP/SCD

method is then used to simulate (1) post-moterm and concurrent irradiation-tensile

tests of tungsten single crystals; (2) irradiation creep and swelling effects of DEMO

neutron irradiated Fe materials. Finally, inspired by the SCD method, we remould

the deterministic CP formulation into a stochastic solver based on residence time

algorithm. Such stochastic crystal plasticity (SCP) model is seen to be the starting

point of exploring plastic localization caused by asymmetrical plastic slips.

1.5 Organization of the thesis

This thesis is organized in the following fashion.

Chapter 2 serves as an introduction of method and theory for the whole thesis.

First, it contains the general fundamentals of the stochastic cluster dymics model

with and without spatial resolutions. The (SR-)SCD model is the key simulation

method used through Chapter 3 to 7. Additional decorations and parameter deter-

minations to SCD are specified in each chapter. Second, we provided a brief demon-

stration on the crystal plasticity formulation which is part of the main simulation

method for Chapter 5,6 and 7.

Chapter 3 focuses on modeling hydride formation in Zr clad. Compared to pre-

vious studies, this work adds a dynamic oxide growth layer in front of the hydride

nucleation region, which, for the first time, concurrently considers the full picture of

Zr corrosion processes in water. The model follows the standard phase diagram of
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Zr-H system that converts the intermediate“α`δ” phase into a formation probability

using inverse lever rule. The limit of the study lies in the very little simulation time

achieved which is far away from the sufficient hydride formation time of at least one

month, such that it only studies hydride nucleation and initial stage of growth.

Chapter 4 is an interesting study about hydrogen/deuterium retention in tungsten

which is for now the most promising plasma facing material. The simulation strictly

follows a real experimental routine done by UCSD group, where a piece of tungsten

coupon was firstly irradiated by 3.4 MeV Cu ion for 15 min, then deposited with

deuterium flux for 2500 seconds, and finally analyzed by NRA and thermal desorption

(TDS) analysis. The model is parameterized with latest data from first-principle

studies, such as binding energies between H-V, V-V, etc., and migration energies

of SIA, V and hydrogen, and is also docorated with a new self-invented mechanism

for describing SAV processes. Our simulated TDS diagram was compared with the

experimental TDS result. It was found that good agreement with experimental data

could be gained when activation energy of SAV reaction is set to be 0.95 eV. This

work managed to link the experimental research with those microscale atomistic

studies

Chapter 5 develops the coupled CP/SCD approach that is capable of concur-

rently treating irradiation and deformation in irradiated materials. As in Chapter 2,

SCD evolves the defect microstructure stochastically, providing parameters such as

statistically-averaged defect spacing that could be used by CP calculations as extra

shear stresses caused by defect obstacles. As return, CP updates dislocation densi-

ties which is actually sink strength for SCD. Therefore, the coupling of this model is

realized by a bidirectional information exchange scheme. We applied the CP/SCD

model to simulate post-mortem and in-situ tensile tests of tungsten single crystals
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through various crystal orientations and found that drastic dislocation multiplication

during concurrent irradiation/straining process serves as strong sinks that absorbs

more irradiation defects than without straining conditions.

Chapter 6 develops a stochastic solver for crystal plasticity based on residence

time algorithm. The motivation of this project lies in the phenomenon such as

flow localization and geometriacally-necessary dislocation where slip systems in those

regions are not homogeneously activated. While, current CP models asumes slip

systems are independent of each other such that a homogeneous plastic response

sounds mathematically reasonable but is at odds with observed material response.

Chapter 7 studied irradiation creep and swelling of DEMO neutron irradiated

Fe materials using the CP/SCD method shown in Chapter 5. In this work, the

CP formulation goes beyond the traditional settings in Chapter 2 and distinguised

dislocation motions by types (edge or screw). The novalty of this work is mainly seen

in three aspects: (1) New climb and climb assistant glide velocity for edge dislocation

are derived; (2) Mathematical definition of creep and swelling strains are provided

for the first time; (3) Correlation between irradiation creep and swelling is found

under DEMO neutrion irradiation conditions.

Chapter 8 summarizes the novel contributions and major conclusions of this re-

search.

Major findings of Chapter 3,4,5 and 6 have appeared in Ref. [401–404]. The work

done in 8 is presently under review for publication.
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CHAPTER 2

Theory and Method

2.1 The Stochastic Cluster Dynamics Method

2.1.1 Brief overview

In this thesis, the microstructure/defects evolution during irradiation is simulated

using the stochastic cluster dynamics (SCD) model. SCD is a stochastic variant of

the mean-field rate theory technique, that eliminates the need to solve exceedingly

large sets of ODEs and relies instead on sparse stochastic sampling from the under-

lying kinetic master equation. Rather than dealing with coutinuously varying defect

concentrations in an infinite volume, SCD evolves an integer-valued defect population

Ni in a finite material volume Ω, thus avoiding exponential growth in the number

of ODEs. This makes SCD ideal to treat problems where the dimensionality of the

cluster size space is high, e.g., when multispecies simulations – for example involving

energetic particles, transmutation products, alloy elements, etc., simultaneously– are

of interest. Mathematically, SCD recasts the standard ODE system:

dCi
dt

“ gi `
ÿ

q

˜

ÿ

j

sjqCj ´ siqCi`

¸

`
ÿ

j

«˜

ÿ

k

kjkCk ´ kijCi

¸

Cj

ff

(2.1)
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into stochastic equations of the form:

dNi

dt
“ g̃i `

ÿ

q

˜

ÿ

j

s̃jqNj ´ s̃iqNi`

¸

`
ÿ

j

«˜

ÿ

k

k̃jkNk ´ k̃ijNi

¸

Nj

ff

(2.2)

where the subindices i, j, and k refer to a given defect species, and q runs over all

potential defect sinks. The set tg̃, s̃, k̃u represents the reaction rates of 0th (insertion),

1st (thermal dissociation, annihilation at sinks), and 2nd (binary reactions) order

kinetic processes taking place inside Ω, and is obtained directly from the standard

coefficients tg, s, ku as:

g̃ ” gΩ, s̃ ” s, k̃ ” kΩ´1

The volume Ω is in principle arbitrary, although its minimum value is subjected to

a Neumann stability criterion given by:

Ω
1
3 ą ` (2.3)

with

` “ max
i
tliu (2.4)

li “

c

Di

Ri

(2.5)

Where Di and Ri are the diffusivity and the lifetime of a mobile species within Ω.

From eq. (2.2), Ri “ s̃ `
ř

j k̃ijNj. The system of equations (2.2) is then solved

using the kinetic Monte Carlo (residence-time) algorithm by sampling from the set

tg̃, s̃, k̃u with the correct probability and executing the selected events. Here in this

section, we provide general expressions on each reaction rate, however, details of

certain reaction types according to the cases being studied would be re-emphasized

in subsequent chapters.
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2.1.2 0th-order reactions

Due to the stochastic nature, SCD is capable of treating ion/neutron and gas im-

plantation inflicted collision cascades as stochastic processes, thus dealing with the

probabilistic aspects of irradiation damage. In current implementation, external par-

ticle implantation and cascade damage are modeled as sequences of discrete Poisson

events with the neutron/ion insertion rates adjusted to the nominal damage dose

rate in dpa s´1 and to the gas implantation rate in appm/dpa. Further, constructing

suitable source term gi involves the calculation of recoil energy distributions is of

certain matrix material using the SRIM software package [423]. The recoil spectra

are given as cumulative probability disctribution function (cpdf) CpEPKAq.

Once a particle insertion event is selected, this cpdf is used to obtain random

samples of the primary knock-on atom (PKA) energies EPKA by solving EPKA “

C´1 pξq, where ξ is a random number uniformly distributed in (0,1], until the sum

of those EPKA reaches the total incident energy that is expended on lattice damage,

ED. Note that here CpEq “
şE

0
P pEqdE, where P pEq is the normalized recoil energy

spectrum. For each individual PKA, further randomization is performed to account

for statistical variations in the number of defects and defect clusters generated in a

collision cascade with a given recoil energy. Defect species are generated randomly

on demand by sampling from discrete distributions parameterized to reproduce sub-

cascade statistics, for instance, clustering fractions for SIA and vacancies, fSIA
c and

fV
c respectively. In this fashion, the inserted defect populations originate from a rich

statistical database constructed from hundreds of MD cascade simulations covering

a wide range of recoil energies and temperatures.
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2.1.3 1st-order reactions

1st-order reactions represent events of cluster dissociation, defect absorption and

emission at sinks. First, for cluster dissociation reactions, the monomer emission

rates should reflect the likelihood of the return of some emitted monomers to the

emitting cluster even if there’s no cluster-monomer attraction. In principle the ef-

fective dissociation/emission rate is written as:

Rdiss
“

d

d` r

4πr2

a2
0

ν0 exp

ˆ

´
Ebpnq ` Em

kBT

˙

(2.6)

where d is the first nearest-neighbor jump diatance, r is the cluster radius and term

d
d`r

represents the fraction of non-returning monomers. Term 4πr2

a2
0

is an approximate

count of all distinct locations on the cluster surface from which a monomer may be

emitted, with a0 as the lattice parameter. ν0 is the attempt frequency, Ebpnq is the

binding energy of a monomer to a cluster of size n, Em is the monomer migration

barrier, kB is Boltzmann’s constant and T is the temperature

As for defect absorption reactions, intrinsic microstructural heterogeneities such

as dislocations, grain boundatries, precipitates and free surfaces are defined as sinks

that correspond to different sink strength. In this thesis, the only sink type being

considered is dislocations, thus the respective sink strength is directly dislocation

density ρd. The absorption rate of mobile defects i by dislocations is then:

Rabs
i “ ziρdDiNi (2.7)

where zi is an appropriate bias factor that captures the increased propensity of some

defects over other to be absorbed by dislocations (e.g. SIAs v.s. vacancies).
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2.1.4 2nd-order reactions

2nd-order reaction term accounts for the various mechanisms involving collisions of

two defect cluster species. These processes could be single SIA-vacancy annihilation,

SIA absorption by an interstitial cluster, vacancy aggregation, etc. Such binary

reactions are often described directly by Smoluchowski’s stationary solution for the

collision rate between two clusters [328] whose simplified version used in SCD is

written as:

k̃jk “
4π prj ` rkq pDj `Dkq

Ω
NjNk (2.8)

where rj and rk are the reaction radii of the reacting species. Here, we assume

vacancy cluster Vn as spheres with radius,

rj “

ˆ

m3Ωv

4π

˙
1
3

(2.9)

and interstitial clusters SIAn as plates:

rj “

c

nΩSIA

πd
(2.10)

2.1.5 Spatial resolution

SCD has been applied in a variety of scenarios not involving concentration gradients

[239, 241]. However, for those cases involving long-range migration of defects, such

as hydrogen penetrations in structural materials, eq. (2.1) must be expanded into a

transport equation (i.e. a partial differential equation, or PDE) by adding a F ickian

term of the type:
dCi
dt

“ ∇ pDi ¨∇Ciq ` fpt;C1, C2, C3 . . .q (2.11)

where Di is the diffusivity of species i, and fpt;C1, C2, C3 . . .q is used for simplicity to

represent all of the terms in the r.h.s. of eq. (2.1). To cast eq. (2.11) into a stochastic
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form, the transport term must be converted to a reaction rate in the finite volume Ω.

As several authors have shown, this can be readily done by applying the divergence

theorem and approximating the gradient term in terms of the numbers of species in

neighboring elements [98,99]. In the most general 3D case:

∇ pDi ¨∇Ciq Ñ Di

ÿ

β

Aαβ
Nβ
i ´N

α
i

Ωαlαβ

lαβ

Aαβ

β

α

Figure 2.1: Schematic diagram of two volume elements of a 3D space discretization

used to calculate spatial gradients within SCD.

where α is a subindex that represents the current element, and β represents

the neighboring elements (β “ 1, . . . , 6 in 3D). Aαβ is the dividing surface between

neighboring elements α and β, lαβ is the distance between their centers, and Ωα is the

current element’s volume. Figure 2.1 shows a schematic diagram of the geometry of

two generic volume elements. In this fashion, each term of the above sum represents

the rate of migration of species i from volume element α to β, which can be now

added to the r.h.s. of eq. (2.2) and sampled stochastically as any other event using

the residence-time algorithm.
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The extension of eq. (2.2) from an ODE system into a PDE system can be written

for species i in volume element m as:

dNα
i

dt
“ Di

ÿ

β

Aαβ
Nβ
i ´N

α
i

Ωαlαβ
` g̃i `

ÿ

q

˜

ÿ

j

s̃jqN
α
j ´ s̃iqN

α
i

¸

`

`
ÿ

j

«˜

ÿ

k

k̃jkN
α
k ´ k̃ijN

α
i

¸

Nα
j

ff (2.12)

For regular cubic meshes, or in 1D, the Fickian term simply reduces to Di
Nβ
i ´N

α
i

l2
,

where l is the element size. The spatial-resolved SCD model is employed in chapter

3 and 4.

2.2 The Crystal Plasticity Formulation

In this section we present a general crystal plasticity formulation that would be used

in chapter 5 and 6, simply assuming bcc metals with only 1{2x111y screw dislocation

and dislocation glide as the only motion. A more comprehensive model based on

dislocation climb & glide mechanism will be shown in chapter 7.

2.2.1 Kinematics.

For a deformable body occupying a volume Ω0 bounded by a surface BΩ0, a one-to-

one mapping x pX, tq is assumed to exist between the position of material points in

their reference position X and their current position x. The deformation gradient

of this mapping, F “ Bx{BX is typically decomposed multiplicatively into plastic

and elastic contributions, F P and F E as [211]:

F “ F EF P
“ I `∇b u (2.13)
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where u is the displacement vector. The rate of change of F can be written as:

9F “
B 9x

BX
“
B 9x

Bx

Bx

BX
“ LF (2.14)

where L is the velocity gradient. L additively decomposes into:

L “ 9F
E
F E´1

` F E
´

9F
P
F P´1

¯

F E´1
“ LE

`LP (2.15)

where LE and LP are the elastic and plastic velocity gradients, respectively. In the

small deformation limit (linearized kinematics),

∇b u “HE
`HP (2.16)

where HE and HP are the elastic and plastic distortions, respectively, such that,

then, LE
“ 9H

E
and LP

“ 9H
P
. If the only mechanism of plastic deformation at the

crystal level is dislocation slip along specific crystallographic directions, then we can

write [303]:

9H
P
“
ÿ

α

9γαsα b nα (2.17)

where 9γα denotes the plastic slip rate of slip system α, sα and nα represent the

corresponding slip and plane normal directions expressed in the original frame of

reference, and psα b nαq is the Schmid tensor.

In isotropic linear elasticity, one can define a symmetric matrix C :“ pκ´ 2µ{3q Ib

I ` 2µ1, where κ and µ are the bulk and shear modulus, and I and 1 are the second

and fourth order identity matrices, such that the Cauchy stress can be expressed as

a function of the elastic strain, i.e.:

σ “ C : HE
“ C : εE (2.18)

Assuming an instantaneous elastic response, the rate form of eq. (2.18) is:

9σ “ C : 9εE (2.19)
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The system is evolved in time subjected to the kinematic boundary condition:

L “ 9ε0, in Ω0

which combined with eq. (2.19) allows us to write:

9εE
“ 9ε0 ´ 9H

P
(2.20)

2.2.2 Flow rule.

The present CP model is rate dependent through the definition of 9H
P

in eq. (2.17).

The shear rates 9γα are computed according to Orowan’s equation:

9γα “ ραbαvα (2.21)

where ρα, bα and vα are the dislocation density, Burger’s vector modulus, and velocity

in slip system α. Here, we consider bcc metals with only 1{2x111y screw dislocations,

i.e., b is unique and equal to a0

?
3{2, with a0 the lattice parameter. In this thesis,

we are interested in low and intermediate temperatures (ă 0.3Tm, where Tm is the

melting point), where thermally activated screw dislocation motion is represented by

the following expression [57,337]:

vα “
ν0h pλ

α ´ wq

b
exp

ˆ

´
∆H0

kT

„

1´

ˆ

∆τα

σP

˙pq˙

(2.22)

where ν0, h, λα, and w are, respectively, the attempt frequency, the distance between

Peierls valleys in the bcc lattice, the mean dislocation segment length for slip system

α, and the kink-pair width. ∆H0 and σP are the kink-pair formation energy and the

Peierls stress. k is Boltzmann’s constant, and p and q are fitting parameters. The

term ∆τα in the equation is the available glide stress on slip plane α and will be

discussed below.
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The time evolution of the dislocation density is modeled using a rate equation of

the type:

9ρα “ 9ραmult ´ 9ραann (2.23)

where ραmult and ραann represent the net sources and sinks of dislocation line length.

Each of these terms can be defined using a standard Kocks-Mecking model [57,198]:

9ραmult “
| 9γα|

bλα
(2.24)

ραann “
2dedge

b
ρα| 9γα| « 2ρα| 9γα| (2.25)

where it has been assumed that dislocation annihilation occurs spontaneously when

dipoles meet within a critical spacing dedge « b. λα is the available dislocation

segment length, which is generally expressed as:

1

λα
“

1

dg
`

b

ραf (2.26)

where dg is the grain size and ραf is the forest dislocation density, which is obtained

for each slip system α from contributions of all other systems β [303]:

ραf “
ÿ

β‰α

ρβ|sβ ¨ nα| (2.27)

The constitutive nature of ρα comes via its dependence on 9γα, which depends on the

stress through the dislocation velocity. This is an implicit dependence that will have

numerical implications as will be discussed below.

To close the model presented in eqs. (2.17)-(2.27), an expression for ∆τα needs

to be provided. For this, we start by defining the resolved shear stress (RSS) from

the Cauchy stress as:

ταRSS “ σ : psα b nαq (2.28)
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which is also known as the Schmid stress1. The available glide stress is obtained by

subtracting the forest hardening contribution from ταRSS:

∆τα “ ταRSS ´∆ταf (2.29)

where

∆ταf “ µb

d

ÿ

β

ξαβρ
β
f (2.30)

and ξαβ is the hardening coefficient matrix [57,118,119]. This matrix, as well as the

glide systems considered in the work are given in A and B.

1Although present in bcc materials [175], here we ignore non-Schmid effects.
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CHAPTER 3

Kinetic Model of Incipient Hydride Formation in

Zr Clad under Dynamic Oxide Growth Conditions

3.1 Literature Review

Corrosion of metallic structural materials is a pervasive phenomenon in industry

and technology [72, 273, 314, 398]. In nuclear reactors, understanding the kinetics of

corrosion of metallic components is grand materials science challenge due to the syn-

ergistic combination of high temperature, mechanical stresses, complex coolant and

fuel chemistry, and irradiation [70, 182, 308]. In light-water nuclear reactors (LWR)

zirconium alloys are used as cladding material in fuel elements to provide mechanical

integrity between the coolant (water) and the fuel while keeping low levels of neutron

absorption [10, 53, 111, 288]. In principle, Zr clad is subjected to corrosion from the

coolant (water) and fuel sides, both by way of oxygen and hydrogen penetration.

The oxidation and hydrogenation of zirconium fuel components in LWR may affect

reactor safety and efficiency, which makes corrosion a critical design aspect of Zr

materials response in nuclear environments [49,56,79,162,259,262,406].

While the majority of the focus of corrosion studies has centered on oxidation

and oxygen transport and chemistry in the clad, in the corresponding tempera-
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ture range, zirconium is known to absorb hydrogen and form hydrides once the

critical concentration is reached in the interior of the clad. The accumulation of

hydrides during operation plays an important role in fuel performance and safety

during steady-state operation and transients, accident conditions, and temporary

and permanent fuel storage [253, 425]. Examination of the Zr-H phase diagram be-

low 810 K [100, 147, 333, 427] indicates that the first stable compound that appears

after the metal solid solution (α-Zr) is a cubic phase with a nominal stoichiometry

of 1:1.5 (atomic) known as δ-hydride. Generally, a range of stoichiometries between

1.52 and 1.66 is accepted experimentally as corresponding to this phase [149,299].

While the presence of other metastable hydrides has been reported depending on

temperature, aging time, or alloy composition [417], it is now well accepted that the

needle-shaped structures that form in the metal region beneath the oxide layer are

δ-hydride precipitates. Precipitation first starts when the hydrogen concentration

reaches the terminal solubility limit, which ranges from zero at 523 K to approxi-

mately 7% at. at 810 K [427]. Although δ Zr2H3 displays good thermo-mechanical

stability, it is also an exceedingly brittle phase [7, 64, 278, 422] that can compromise

the clad’s mechanical integrity [64,71,259,353].

A key observation of the hydride microstructure is the elongated shape of the

precipitates up to a few microns in length [39, 42, 68, 260], typically aligned along

directions consistent with the stress distribution within the clad. Calculations and

experiments point to the large misfit strains between the cubic δ-hydride and the

host α-Zr as the reason behind such preferential alignment [29,52,105,230,260,324],

which may also impact the mechanical response of the clad. Indeed, the formation
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of brittle hydride phases is a principal cause of delayed hydride cracking1 in Zr

clad [58,212,244,253].

The phenomenology of corrosion is such that oxidation and hydrogenation are

typically treated separately, despite some evidence suggesting that there might exist

synergisms between oxygen and hydrogen pickup and transport that must be con-

sidered jointly in corrosion of Zr [1, 63, 75, 221, 332]. This is partially due to the

formation of a clearly distinguishable outer oxide scale and and inner region where

hydride platelets accumulate. In keeping with this distinction, existing models of

hydrogen pickup and precipitation have been developed assuming no cooperative ef-

fects from oxygen on hydrogen transport and reaction [260, 290]. Models based on

hydrogen supersaturation of the α-Zr metal [78, 243, 348] assume a binary partition

of hydrogen in the clad, either as solid solution or as part of precipitates without

specification of their size, number, or orientation. Detailed cluster dynamics (CD)

modeling offers a more accurate alternative to obtain hydride size distributions and

number densities by solving the complete set of differential balance equations with

one-dimensional spatial resolution [22, 392]. Phase field methods can capture extra

detail by furnishing the shape and orientation of hydrides in addition to concentra-

tions and sizes [150,232,417].

An important aspect often overlooked in the models when studying hydrogen

transport and hydride formation in the clad is that it occurs in a dynamic setting,

with the oxide scale growing in time and hydrogen traversing an increasingly thicker

layer before it can reach the interface. This is rationalized in terms of sluggish H

diffusion through the oxide in the relevant temperature range (ă 300˝C), suggesting

1A subcritical crack growth mechanism facilitated by precipitation of hydride platelets at the
crack tips.
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that this then would be the rate limiting step [40, 42]. This is the accepted pic-

ture during the pre-transition regime, as, after that, fast H transport then occurs

through percolated crack networks formed in the oxide layer [21]. However, there is

contradicting evidence in the literature about this [358,371], and it is not clear what

effect a dynamic boundary condition might have on hydrogen precipitation in the

metal substrate at higher temperatures, and what the evolution of the hydride mi-

crostructure will be in those conditions. With the objective of shedding new light on

these and other issues by using new computational and experimental understanding,

in this chapter, we present an comprehensive hydrogen transport and precipitation

model in Zr formulated from first principles reaction kinetics and fundamental ther-

modynamics and mechanics. The model is parameterized using electronic structure

calculations and experiments and captures both transport across the oxide layer

growth and precipitation in the clad under dynamic hydrogen concentration pro-

files at the oxide/metal interface. First, we describe the fundamental chemistry and

phenomenology of the hydrogen evolution in the clad followed by a mathematical

formulation of the model. We then provide numerical results under a number of

conditions relevant to LWR operation. We finalize with a discussion of the results

and the implications of our modeling approach for zircalloy behavior.

3.2 Model Description

3.2.1 Zr-clad hydrogen chemistry

The formation of hydrides in the clad is predicated on exposure of its outer surface

to bi-molecular hydrogen. This can occur as a consequence of exposure to water or
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steam, from the reduction of water molecules as:

2H2O` 4e´ Ñ 2O2´
` 2H2 (3.1)

or directly from exposure to hydrogen gas. It is well known that only a fraction of the

hydrogen produced in this way is absorbed by the clad, ranging between 5 and 20% of

the total hydrogen uptake (the total amount of hydrogen obtained stoichiometrically

from reaction (3.1) [75, 77, 220, 260]. This, known as the pickup fraction, sets the

boundary condition for the adsorption of hydrogen at the clad’s surface. Adsorbed

H2 molecules can split into atomic hydrogen by a number of processes [167, 284],

although whether this atomic H appears in a neutral or charged state in the metal is

still an issue under debate [284,371]. Hydrogen atoms diffuse through the oxide layer

and reach the oxide/metal interface, from which they can enter the α-Zr substrate

and undergo a number of processes depending on temperature and concentration.

Above the terminal solubility limit, hydrogen and zirconium react to form a hydride:

Zr` xH Ñ ZrHx (3.2)

where x is the atomic hydrogen concentration. By way of illustration, Figure 3.2

shows representative hydridized microstructures in Zirc-4 and Zirconioum.

In view of this picture, and to be consistent with our recent work on oxide layer

growth modeling [295], we split our model into two connected elements: (i) a trans-

port part involving H diffusion through an evolving oxide layer, and (ii) a kinetic

model of hydride formation and growth in the metal with a dynamic boundary con-

dition set by the first part (i). Figure 3.1 shows a schematic diagram of the geom-

etry considered for this study and the principal chemical processes taking place in

the material. Although it is well known that the Zr oxide layer is not monolithic,
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H2O → O2− + 2H+ Water

Zr-H solid solution

Zr hydrides

Zr + xH → ZrHx

1<x<2

Zr-O suboxides

monoclinic ZrO2

x s

L

O2− H+ (H2)O2−

VO
ZrO2 e−

Zr → Zr4+ + 4e−

Figure 3.1: Schematic diagram (not to scale) of the geometry considered for the

hydrogen penetration and hydride model developed in this work. x is the depth

variable, s is the thickness of the oxide scale, and L is the total thickness of the clad.

The chemical processes occurring at each interface are shown for reference.

containing various Zr-O phases depending on the external conditions and alloy com-

position [3, 138, 261, 295], here we consider a single phase (monoclinic) ZrO2 with

thickness defined by the variable sptq. Hydrogen’s diffusion through this layer is

thought to occur mostly along grain boundaries, in microstructures ranging from

columnar in out-of-pile [3] tests to roughly equiaxed for in-pile conditions [138]. This

phenomenon takes place during the pre-transition regime, before the oxide layer

cracks and/or develops porosity due to Pilling-Bedworth stresses developed during

the metal-to-oxide transformation [65,381]. Once cracking occurs, new diffusion av-

enues open up for hydrogen to reach the interface and diffusion is no longer seen

as a rate limiting step. Our model applies only up to this transition point but not

24



The circularly symmetric radial average performed to
generate the one-dimensional plots of (d!/d")(Q) versus Q in
Fig. 3 is not valid for samples with a strong anisotropic scat-
tering response. d!/d" versus Q analysis of anisotropic small-
angle scattering requires either a sector average in which
intensity is determined over a constricted range of azimuthal
detector angles or a noncircular average over all azimuthal
angles. We perform elliptical averaging using the modified
scalar wavevector transfer Q* defined by

Q! ¼ Qj j cos2 ’þ !2 sin2 ’
! "1=2

; ð2Þ

where |Q| is the scalar wavevector transfer Q, ! is the ratio b/a
of the minor-to-major axes of the elliptical scattering pattern
and ’ is the azimuthal detector angle (Summerfield &
Mildner, 1983; Reynolds & Mildner, 1984). The result of
elliptical averaging for the net SANS response from three
zero-tensile-load samples is shown in Fig. 5. These one-
dimensional plots are analogous to Fig. 3(c), with the abscissa
independent variable now the modified wavevector transfer

Q*. Since ! < 1 for elliptically symmetric scattering, the Q*
range is shifted to lower values. An example of the mapping of
Q* onto the QxQy detector plane based on equation (2) is
shown in the inset of Fig. 5. A one-dimensional d!/d" versus
Q* plot can then be constructed provided ! is not Q depen-
dent for a given sample. The ! values from iso-intensity
contour fitting listed in Table 2 support this provision.

Optical microscopy has been performed to image the
deuteride-phase particles at a deuterium concentration of
394 w.p.p.m., within the resolution of the microscope (esti-
mated to be equal to or slightly below 1 mm). A series of
optical micrographs are shown in Fig. 6 for the zero-tensile-
load material (Zy4–33–394d–00MPa, left-hand micrographs)
and the isothermal-tensile-load samples (Zy4–32–394d–
170MPa, right-hand micrographs). All micrographs show the
ND–TD plane with the RD out of the paper normal to these
directions. The sample orientation during SANS analysis was
an incident beam direction along the ND with the TD–RD
plane coinciding with the measured Q plane. The deuteride
particle morphologies are similar in appearance and do not
support conclusive statements with respect to changes induced
by isothermal load. This is consistent with the small amount of
deuterium (&40–100 w.p.p.m.) put into solution at 473 K
relative to the total concentration (394 w.p.p.m.). The same
explanation will hold for temperature cycling under load,
although more deuterium will go into solution at the higher
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Figure 6
Optical micrographs of Zy4–33–394d–00MPa (left column) and Zy4–32–
394d–170MPa (right column) with ND and TD as shown so that the
micrograph plane normal corresponds to the RD. The tensile stress (" =
170 MPa) is applied to Zy4–32–394d–170MPa along the TD. The dark
bands running horizontally, approximately orthogonal to the ND and
therefore in the TD–RD plane, are circumferential deuteride particles. A
finer deuteride phase morphology appears to be induced by the
application of the tensile load at 473 K, although this is not conclusive
evidence. Arrows at highest magnification point to examples of deuteride
particles with plate normal directions rotated from the ND, consistent
with the known matrix basal plane texture.

Figure 7
Optical micrographs of Zy4–34–1034d–163MPa, showing the deuteride
phase morphology for the EQ-SANS (TD–RD) and the GP-SANS (RD–
ND) measurement orientations.

(a) (b)

Figure 3.2: (a) Optical micrographs of hydride morphologies in Zircaloy-4. ‘TD’

and ‘RD’ indicate the tangential and radial directions in the clad (reproduced with

permission from ref. [161]). (b) Electron micrograph detail of a needle-like Zr hydride

(reproduced with permission from ref. [418]).

beyond.

3.2.2 Diffusion model of hydrogen in ZrO2

The goal of this part of the model is to determine the hydrogen concentration at the

metal/oxide interface as a function of time. For this, a generalized drift-diffusion

equation is solved:

BcH

Bt
“ ∇ pDH∇cHq ´

UHDH

kT 2
∇ci∇T `

qDH

kT
∇ pcH∇φq (3.3)

This equation includes the following contributions:

‚ The first term is standard Fickian diffusion in the presence of a concentration

gradient.
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‚ The second term is the so-called thermo-migration contribution, which depends

on the temperature gradient and where UH is the activation energy for diffusion.

The convention is for interstitial solutes to move in the direction opposing the

gradient, i.e. a ‘negative’ drift contribution in the equation.

‚ The third term represents electro-migration, where q is the charge of the dif-

fusing species (+1 for protons), and φ is the electrical potential, which can be

determined by solving Poisson’s equation:

∇2φ “ ´
ρ

ε
(3.4)

where ρ is the charge density and ε is the dielectric permittivity.

Consistent with our previous work [295] and other studies [371], we assume the

existence of a charge gradient across the oxide layer that originates from the onset of

an electron density profile [76]. As well, in this work we consider autoclave conditions

and thus neglect the thermomigration contribution.

Equation (3.3) is solved in one dimension pxq using the finite difference model

with the following dynamic boundary conditions:

cHpx, 0q “ 0

JHp0, tq “ DH
BcHp0, tq

Bx
“ 2fHC0

Bs

Bt

where C0 is the amount of oxygen (per unit volume) absorbed into the clad to form

Zr oxide.The first condition trivially states that the hydrogen content in the clad at

the beginning of time is equal to zero, while the second one prescribes the flux of

hydrogen at the water/oxide interface. This condition is time-varying as indicated

by the growth rate of the oxide layer, 9s. As well, it depends on the H pickup
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fraction, fH, which albeit may also be time dependent [77,220], we fix at 15% for the

remainder of this work. The factor of ‘2’ represents the fact that there are two atoms

of hydrogen per oxygen atom available to penetrate the clad. Under homogeneous

oxide formation conditions, C0 « 2ρZr, with ρZr the Zr atomic density.

Expressions for sptq have been provided in our previous study for a number of

nuclear-grade Zr alloys [295]. In general, sptq “ atn such that the growth rate can

be directly expressed as
Bs

Bt
“ antn´1 (3.5)

a values range between 0.33 (pure Zr) and 0.37 (Zirc-4), while n “ 0.34 in both cases.

These values give s in microns when t is entered in days. With this, 9s « 0.11t´0.66

(microns per day).

3.2.3 Stochastic cluster dynamics model with spatial resolution

In this work, we use the spatial-resolved stochastic cluster dynamics (SRSCD) to

perform all simulations (see section 2.2). To solve eq. (2.12), the model assumes the

following:

(i) The only mobile species considered are hydrogen atoms.

(ii) The source term g̃i only applies to element 0 (oxide/metal boundary) and is

calculated from the hydrogen arrival flux calculated from the model in Section

3.2.2.

(iii) The only processes considered in the metal are:

(a) H diffusion
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(b) Immobilization of H atoms through formation of Zr2H3 molecules (equiv-

alent to nucleation of hydride platelets).

(c) Growth of Zr2H3 clusters.

(d) Thermal dissolution of Zr2H3 clusters.

Next, we provide suitable expressions for each of the kinetic processes just listed.

3.2.4 H atom diffusion

The hydrogen diffusivity in both the oxide and the metal is assumed to follow an

Arrhenius temperature dependence:

Dα
HpT q “ Dα

0 exp

ˆ

´
eαm
kT

˙

(3.6)

where D0 is the exponential pre-factor, em is the migration energy, k is Boltzmann’s

constant, and the superscript α can refer to the oxide (‘ox’) or the metal (‘m’). The

diffusivity of H in Zircaloy-4 oxides has been recently measured by Tupin et al. [354],

which give values of 2.5ˆ10´14 m¨s´1 and 0.41 eV for Dox
0 and eox

m , respectively. Alloy

composition, however, has been shown to have a significant impact on diffusion

parameters. For example, values of eox
m=0.55 and 1.0 eV have been reported for

Zr-2.5%Nb and pure Zr, respectively, with D0 numbers in as high as 1.1 ˆ 10´12

m¨s´1 [80, 193]. Here, we use the parameters for Zirc-4 given by Tupin et al.

Similarly, the only mobile species in the metal is monoatomic hydrogen. The

most widely used parameters for hydrogen diffusion in metal Zr, and Zircaloy-2 and

-4 (Di in eq. (2.12)) are those by Kearns [192] in the 200-to-700˝C temperature

range, with values of Dm
0 “ 7.90 ˆ 10´7 m¨s´1 and em

m “ 0.46 eV. Earlier literature

on these measurements [149, 312, 329] reveals pre-factors ranging from 7.00 ˆ 10´8
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to 4.15ˆ 10´7 m¨s´1 and migration energies between 0.3 and 0.5 eV, all in a similar

temperature range. More recent experiments and molecular dynamics simulations

are also consistent with these values [148,325].

The values chosen here for each case (diffusion in the oxide and in the metal) are

given un Table 3.1.

3.2.5 Nucleation of Zr2H3 hydride

As shown in Fig. 3.1, once hydrogen penetrates into the metal clad, the hydration

reaction Zr` xH Ñ ZrHx starts occurring. Although the formation of the δ-hydride

is seen for a range of x values, here we assume a perfect stoichiometry of x=1.5.

Consequently, the governing equilibrium constant for the reaction can be expressed

as:

Kδ “
rZrH1.5s

rZrs rHs1.5

However, it is more convenient to use an expression that is linear in the hydrogen

concentration. From this, one can write the reaction rate as:

kδ “ 4π prH ` rZrq

´

V ´
1
3ρ

2
3
Zr

¯

DHNHppxq exp

ˆ

´
∆Eδ
kT

˙

(3.7)

which is simply a coagulation rate for two species –H and Zr– in the proportions in-

dicated by the exponents of ρZr and NH. ∆Eδ is the formation energy of a molecule

of δ hydride (« 0.52 eV at 350˝C according to Blomqvist et al. [43]) and ppxq repre-

sents the thermodynamic probability for this reaction to occur, which can be directly

extracted from the Zr-H phase diagram using the lever rule:

ppxq “
x´ xTTS

xδ ´ xTTS

(3.8)
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where xTTS is the terminal thermal solubility at the temperature of interest, and xδ

is the phase boundary. A phase diagram of the Zr-H system in the temperature and

concentration region relevant to the present study is shown in Figure 3.3. By way of

example, at 660 K (horizontal dashed line in the figure) xTTS is approximately 1.6%

at. and xδ«60.0% at. Equation (3.8) ensures that ppxTTSq “ 0 and ppxδq “ 1, i.e. the

Figure 3.3: Phase diagram of the Zr-H system in the temperature and concentration

region relevant to the present study (adapted from several sources [208,255,427]).

nucleation probability is zero at the phase boundary between the (α) and (α ` δ)

regions, and unity at the (α` δ) and (δ) boundary. This simple factor captures the

thermodynamic propensity for the hydride reaction to take place, and thus ties the

thermodynamics and kinetics of hydration together. rH and rZr in eq. (3.7) are the

interaction radii of H and Zr, respectively, their values given in Table 3.2. In the

SCD calculations, the atomic fraction x is simply defined at any instant in time as:

x “
NH

NH ` ρZrV
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3.2.6 Growth of Zr2H3 hydride

Once hydride nuclei appear in the clad, their growth is treated as a standard coag-

ulation process in 3D with rate constant:

kn “ 4πV ´1
prH ` rδpnqqDHNHNpZr0.66nHnq exp

ˆ

´
∆Eδ
kT

˙

(3.9)

where rδ is the interaction radius of the hydride clusters, and NpZr0.66nHnq is the

concentration of a hydride cluster containing n H atoms (which implies having 0.66n

Zr atoms). It is assumed that hydride clusters are immobile. In accordance with

previous works, hydrides grow as circular platelets whose size is directly related to

the number of hydrogen monomers contained in it [392]:

rδpnq “

c

nΩH

πd

with ΩH and d the formation volume of hydrogen and the thickness of the platelet,

respectively. This expression is the same as the pure interstitial cluster size in eq.

(2.10). As given in Table 3.2, here we use ΩH “ 2.8ˆ 10´3 nm3 per atom [377], and

d « 0.28 nm [68].

The growth of hydride platelets is known to be highly directional, and influenced

by stress and microstructure. Typically hydrides align themselves along the direction

of the dominant axial stress components and grow preferentially in-plane on grain

boundaries [39,68,348,417]. These details are not captured in our model at present.

3.2.7 Dissolution of Zr2H3 hydride

The last process considered in our model is the thermal dissolution of the hydrides,

as Fig. 3.3 shows, strictly speaking, hydrides are stable up to 550˝C (eutectoid tem-

perature), although there is ample evidence of their decomposition at much lower
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temperatures, as well as the observation of thermal hysteresis during heating/cooling

cycles [68, 274, 357, 409]. The dissociation rate is a first-order process that can be

expressed as:

sn “ 4πrδpnqDHNpZr0.66nHnq exp

ˆ

´
ebpnq

kT

˙

(3.10)

where eb is the binding energy between a H monomer and a cluster containing n

hydrogen atoms. Here, we assume a capillary approximation for eb [22, 392]:

ebpnq “ es ´ 0.44
”

n
2
3 ´ pn´ 1q

2
3

ı

with es being the heat of solution of H in the α-Zr matrix. This parameter has

been found to be approximately 0.45 eV in electronic structure calculations [91,268],

compared to 0.66 eV in experiments [125].

3.2.8 Metal/oxide interface motion

Finally, the motion of the interface must also be considered as a viable stochastic

event. To turn the interface velocity, eq. (3.5), into an event rate, ri, one simply

normalizes it by the interface thickness, s.

ri “

ˆ

1

s

˙

ds

dt
“
antn´1

atn
“
n

t

which results in the following expression for ri:

ri “ 0.34t´1 (3.11)

This is added to the event catalog and sampled with the corresponding probability

as given by eq. (3.11). As the equation shows, this is a time-dependent rate that

reflects the nonlinear growth of the oxide layer with time. In the context of the

SCD model, it implies that the one-dimensional mesh shown in Fig. 3.4 must be
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dynamically updated with time because the physical dimensions of the simulation

domain are dynamically changed. To our knowledge, this has not been attempted in

any prior models of hydride formation and buildup.

α− 3

Nα−3
i

α− 2

Nα−2
i

α− 1

Nα−1
i

α

Nα
i

α + 1

Nα+1
i

α + 2

Nα+2
i

α + 3

Nα+3
i

l

Figure 3.4: Schematic diagram of two volume elements of a 1D space discretiza-

tion used to calculate spatial gradients within SCD. The superindex α refers to the

physical element, while the subindex i refers to the cluster species.

3.2.9 Parameterization, physical dimensions, and boundary conditions

All the material constants used in the present model are given in Tables 3.1 and

3.2. External parameters representing the geometry and the boundary conditions

are given in Table 3.3.

3.3 Results

We first show the time evolution of the hydrogen concentration at the oxide/metal

interface. This results are from solving the diffusion equation in the the oxide layer

subjected to a moving boundary as explained in Sec. 3.2.2. Figure 3.5 shows the

buildup of hydrogen up to the first 580 hours. This represents a dynamic Dirichlet

boundary condition for the spatially-resolved SCD calculations of hydride nucleation

and growth in the metal substrate (g̃ term in eq. (2.12)). Second, we track the sam-

pling rate ri defined in Section 3.2.8 to confirm that it matches eq. (3.11). Figure 3.6
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Figure 3.5: Evolution with time of the hydrogen concentration at the oxide/metal

interface. This represents the boundary condition for the spatially-resolved SCD

calculations of hydride nucleation and buildup.

shows a comparison between both, indeed demonstrating their equivalency and con-

firming the correctness of its implementation in the code. The effect of this interface

motion is that, over the course of the time scale covered in the SCD simulations, the

oxide layer effectively sweeps over the first mesh element of the metal depth profile

(recall that we assume that such sweep results in dissolution of the hydrides existing

within that element at that point, and re-solution of the immobilized hydrogen in the

metal). In practice, this allows us to subsequently discard the first spatial element

of the 1D mesh. That is the reason why in the figures shown next the spatial range

shown spans 800 (as opposed to the original 900) nm.

Next, we study the generation of hydride molecules in the metal layer as a function

of time and depth. The results are shown in Figure 3.7a, which shows a histogram
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Figure 3.6: Comparison between the predictions of ri and eq. (3.11) of the position

of the oxide/metal interface as a function of time. We track the interface position

only after the concentration of hydrogen has reached the solubility limit.

with the concentration of hydride molecules at several instants in time for each of the

mesh elements of the metal region. As discussed in Section 3.2.5, the probability that

a new hydride molecule will form depends primarily on the relative H concentration

at the interface and the heat of formation of δ-hydride. With a probability per unit

time kδ (eq. (3.7)), freely-diffusing H atoms are immobilized to form Zr2{3H molecules

that act as incipient hydride nuclei. The concentrations of such nuclei are strongly

depth-dependent, as shown in the figure, ranging over two orders of magnitude over

the entire specimen thickness L of 900 nm. As well, the nucleation rate, i.e. the

derivative of the evolution curves shown in Fig. 3.7b (which display the same data

as Fig. 3.7a but plotted as a function of time), can be seen to decrease gradually in

time across the entire depth profile.
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Subsequent growth of these embryos occurs at a rate given by the combination of

the rates of H-atom absorption (eq. (3.9)) and dissolution (eq. (3.10)), i.e. pkn´snq, as

shown in Figure 3.8. Rapid net growth is seen in the initial stages of hydridization

close to the oxide/metal interface. However, these rates gradually abate both in

time and with increasing depth until almost no net growth is observed, particularly

at depths greater than 700 nm after 1.4 hours of evolution.

The resulting hydride concentrations across the 900-nm metal layer at the end of

the simulated time can be found in Figure 3.9a. As the graph indicates, the hydride

number densities suffer almost a 100-fold decrease through the metal layer studied. In

relative terms, these are large concentrations of small clusters, so it is to be expected

that further time evolution of the hydride subpopulations will be dominated by

growth, perhaps by way of some type of coarsening or ripening mechanism. The

associated size distributions of the hydride clusters are shown in Figure 3.9b, where

both the average and maximum cluster sizes are shown. We emphasize that, during

the incipient nucleation of the hydrides, they grow as circular discs, and so the sizes

simulated (« 50 nm or less), correspond to the regime prior to the acicular growth

of the hydrides.

3.4 Discussion

Several of the most important features of the model presented here are: (i) considera-

tion of a moving interface representing the growth of the oxide scale during operation

in corrosive conditions; (ii) using a hydride nucleation criterion that is consistent with

the thermodynamics of the Zr-H system; (iii) using a mean-field growth/dissolution

model that respects; (iv) a completely physics-based parameterization based on cal-
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culated atomistic data. Some of these features were part of a comparable study [392],

to which new ones have been added and existing ones augmented. All these features

combined are the basis of a model that has been developed as an attempt to break the

phenomenological vicious cycle in which models of materials degradation in nuclear

environments are often found.

To study the nucleation of the hydride clusters, our method samples discrete

kinetic processes defined by the corresponding energetics and thermodynamics. For

example, hydride nucleation is simulated by considering the interplay between (i)

aggregation, (ii) growth, and (iii) dissolution processes, which together determine

the net nucleation and growth rates. Processes (i), (ii), and (iii) are embodied in

eqs. (3.7), (3.9), and (3.10), respectively. Each one of these processes is treated as

a stochastic event sampled with the probabilities given by each respective rate. If

the conditions are such that dissolution would dominate over nucleation, the clusters

would never form. If growth dominates over nucleation, the clusters would grow

bigger, etc. All the energetics are given by the parameters in each of those equations.

As is often the case, the price paid for an increased physical fidelity in the simula-

tions is computational efficiency. For this reason, our simulations can only extend to

times of several thousand seconds (ă2 hrs), which is of course only representative of

the initial stages of hydridation in Zr clad (and, of course, part of the pre-transition

corrosion regime)). In these relatively short time scales2, one can only claim to

faithfully study the incipient nucleation phase of the hydride microstructure. In this

sense, our results do not include important features of the Zr hydride particles such

as their elongated shape and/or their orientation. Excellent recent examples of ex-

2Note that these time scales are still orders of magnitude higher than what direct atomistic
methods can cover
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perimental characterization displaying all of these structure complexities exist now

in the literature [38, 289, 369, 378]. They can act, however, as a good springboard

from which to connect to other methods such as phase field simulations [27,160,417],

or orientation-dependent precipitation models [349, 364]. Therefore, it is reasonable

to assume that the time scale of the next phase of hydride formation/growth kinetics

would be one dominated by coarsening/ripening, where population densities suffer a

gradual decline at the expense of an increased average precipitate size. Thus, it is im-

portant to emphasize this aspect of the work: our results correspond to the incipient

hydride nucleation and growth phase, before steady state populations are established.

Steady state sizes and concentrations in corroded Zr specimens range from 100 nm to

1 µm [369] and „1024 m´3. On this aspect, it is also difficult to reconcile calculated

H-atom diffusivities in the clad with almost cross-clad uniform hydride distributions

observed experimentally [41]. Calculated migration energies suggest a much more

sluggish diffusion in the metal, and screening of the clad interior by hydrides formed

near the oxide metal interface, as seen in this study, compared to experimental re-

sults. While validation on the time and length scales covered in this work is always

difficult, it is encouraging to see reasonable qualitative agreement with experimental

studies, e.g. hydride precipitation completion fractions in ref. [39] (Fig. 3) vs. Fig.

3.7b in this study. As well, our predictions for the size (long axis) of the precipitates

in Fig. 3.9b are in good agreement with in situ SEM observations [317].

As reviewed in the Literature review, the formation of Zr hydrides in the metal

clad is considered to be highly detrimental to reactor performance due to their em-

brittling effect. However, the high thermal stability of these hydride phases also

makes them a matter of concern for reactor safety due to the potential for hydrogen

storage and release during loss-of-coolant conditions and core meltdown. Palliative
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measures such as increasing the enthalpy of formation of δ-ZrH by microstructure

tailoring [203], or by hindering H diffusion in Zr oxide by selective alloying in the

clad [326, 399], have been proposed for future candidate materials in novel nuclear

fuel designs.

3.5 Summary

We end this chapter with a list of the most important conclusions:

‚ We have developed a spatially-resolved kinetic model of hydrogen transport/accumulation

in Zr-metal clad. The model includes state-of-the-art hydride energetics data

from atomistic calculations and is formulated as a stochastic version of the

cluster dynamics method. Notably, boundary conditions are dynamically up-

dated in time during the simulations, by accounting for oxide/metal interface

motion due to the time-dependent growth of the oxide scale.

‚ In doing so, our model is consistent with the oxidation in the clad, as well as

with the equilibrium thermodynamics of the Zr-H system.

‚ As most cluster dynamics models based on mean-field rate theory, our model

does not capture the orientation dependence of elongated hydride platelets

observed experimentally, and microstructural information such as grain sizes

and dislocation densities is included only in an effective way. As such, our

results are representative of the ‘average’ structure along the depth direction.

‚ Our results show that high concentrations of small hydride nuclei form across

the entire metal clad. This results in a very fine microstructure that sets the
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stage for the next kinetic phase, likely to be one of ripening and coarsening.

‚ Gaps in our knowledge identified in this work include, among others: (i) how to

model the H dissolved from hydrides swept by the growing oxide layer, (ii) how

to reconcile existing H-atom diffusion energies with almost cross-clad uniform

hydride distributions, and (iii) the reasons for the acicular (or capsular) growth

of the precipitates are still not clear and, while such geometries can be adopted

in the models, a physical approach that yields these geometric features is still

lacking.
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Table 3.1: Zr-H energetics used in the model with the respective source.

Parameter Unit Symbol Value Source

Hydrogen

diffusivity

prefactor in Zr

oxide

m¨s´1 Dox
H 2.50ˆ 10´14 [354]

Hydrogen

migration

energy in Zr

oxide

eV eox
m 0.41 [354]

Hydrogen

diffusivity

prefactor in Zr

metal

m¨s´1 Dm
H 7.90ˆ 10´7 [192]

Hydrogen

migration

energy in Zr

metal

eV em
m 0.46 [192]

δ-hydride

formation

energy

eV ∆Eδ 0.88 [43]

H solution

energy in Zr

metal

eV es 0.66 [125]
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Table 3.2: Physical constants for the Zr-H system employed here. In actuality, the

interaction radii of Zr and H atoms are extended by a distance equal to the Burgers

vector xay in α-Zr, which is equal to 3.23 Å.

Physical

constant
Symbol Unit Value Source

Zr atomic

density
ρZr m´3 4.31ˆ 1028 -

H-atom

interaction

radius

rH Å 0.31 [74]

Zr-atom

interaction

radius

rZr Å 1.75 [74]

H-atom

formation

volume

ΩH nm3 per atom 2.8ˆ 10´3 [377]

δ-hydride

platelet

thickness

d nm 0.28 [68]
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Table 3.3: Numerical parameters used in the model.

fH xTTS [%] xδ [%] T [K] V rm´3s l [nm] L [nm]

0.15 1.6 59.5 660 10´18 100 900

(a) (b)

Figure 3.7: (a) Concentration of incipient hydride nuclei in the metal layer as a

function of depth for several time snapshots. (b) Hydride concentration buildup as

a function of time for each depth element. Each curve is colored according to the

key at the top of the figure (element 1 is closest to the oxide/metal interface). Per

Table 3.3, each element is 100-nm thick.
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Figure 3.8: Growth rate of hydride clusters in the metal layer as a function of time

and depth.
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(a) (b)

Figure 3.9: (a) Concentration profile and (b) size distributions of the hydride cluster

population after 1.53 hours of simulated evolution.
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CHAPTER 4

Understanding hydrogen retention in damaged

tungsten using experimentally-guided models of

complex multispecies evolution

4.1 Literature Review

Tungsten (W) is being considered as a candidate plasma facing material (PFM)

in magnetic fusion energy devices due, among others, to its high strength, high

thermal conductivity, and low erosion/redeposition rates. Although W lacks the

formation of stable hydrides, tritium fluxes as high as 1024 m´2¨s´1 are expected

on the DEMO1 [181, 343]. divertor, potentially leading to severe surface blister-

ing [28, 231, 370, 393, 396], cracking [130], hydrogen embrittlement [104, 163], as well

as creating safety and waste disposal concerns [426]. Retention of tritium (T), deu-

terium (D), or hydrogen (H) in as-fabricated W specimens is highly dependent on

synthesis, thermal history, and intrinsic microstructure [8,137,236,309,419]. Under-

standing T/D/H retention in plasma-facing components is critical, as the viability

of a D-T fusion energy source relies on the ability to breed sufficient T fuel for self-

sustaining operation. For this, the allowable T retention probability limit must be

1DEMOnstration Fusion Reactor
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very low (below „10´6) in the first wall and PFM’s to achieve a tritium breeding

ratio larger than unity [420]. Since the equilibrium vacancy concentration in the

500„900 K temperature range is no higher than 10´9, thermal retention of hydro-

gen is generally considered negligible [121, 202]. However, displacement damage at

the level of 0.01 to 0.1 dpa introduced by energetic particle irradiation is known to

lead to a significant (tenfold or more) increase in fuel retention [347, 366], making

T inventory control more challenging during reactor operation subjected to neu-

tron exposure. It is believed that defect clusters from irradiation can trap hydrogen

atoms and contribute to the increase of fuel inventory in the material. Moreover, it

is assumed that these clusters are primarily vacancy-hydrogen complexes (onwards

referred to as VmHn defects containing m vacancies and n hydrogen atoms). Un-

derstanding the interplay between irradiation damage and T/D/H retention is thus

of paramount importance to understand materials degradation and response, and to

improve thermo-mechanical engineering and design.

Lack of suitable neutron sources has spurred the use of heavy ions as surrogates

of neutron damage to study materials degradation under fusion conditions. Despite

wide differences in dose rate and spatial penetration, heavy ions have proven an effec-

tive means to seed irradiation defects in materials subsequently exposed to hydrogen

plasmas [13]. The amount of hydrogen trapped and the nature of the defect clusters

present in the material is generally assessed by a posteriori thermal desorption spec-

troscopy (TDS), correlating hydrogen release with temperature to quantify detrap-

ping energies of hydrogen from clusters [9,16,54,127,139,300,301,305,346,356,400].

TDS is an integrated measurement in the sense that it does not provide spatial infor-

mation about the distribution and size of VmHn clusters. Insight into such properties

of the defect cluster population can currently be gained from techniques such as elec-
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tron microscopy (TEM) or nuclear reaction analysis (NRA) [69,168,191,233,376]. As

well, X-ray diffuse scattering can provide information about the nature and size of

the defects [338]. In all, the study of hydrogen retention in PFM’s requires a multidi-

mensional experimental effort involving heavy-particle irradiation, hydrogen plasma

exposure, thermal desorption, and cross-characterization of defect populations and

quantitative analysis of trapping energies using multiple techniques.

Given the inherent complexities discussed above, modeling has emerged as an

effective option to contribute to our understanding of the fuel retention process at

multiple levels. Kinetic transport methods such as rate theory (RT) or kinetic Monte

Carlo (kMC) are natural choices to simulate the long-term kinetics of H penetration

and trapping at length scales that capture surface and subsurface regions. As such,

these methods must possess spatial resolution. While trivial for kMC calculations,

this implies solving a system of partial differential equations (PDEs) formulated

under the mean-field approximation for RT models2. This technique has been widely

used to simulate H effects on W surfaces, partially owing to drastic advances in our

capability to use first-principles atomistic methods based either on semi-empirical

potentials –as in molecular dynamics (MD) simulations– or density functional theory

(DFT) to account for the complex energy landscape of H penetration in the material

and define the physical coefficients needed for kinetic transport simulations [46,186].

Indeed, atomistic calculations have provided and continue to provide fundamental

kinetic parameters with unprecedented levels of physical accuracy. This includes

energies for H adsorption, absorption, and desorption in W [164], migration energies

[275], characterization of the bi-dimensional VmHn dissociation energy map [218,

2Also known as ‘cluster dynamics’ when based on classical nucleation theory.
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276, 368], as well as –lately– He/H interaction energies [394]. Furthermore, our

understanding of hydrogen retention processes has been enriched by consideration of

yet-experimentally-unconfirmed physical processes such as the trap mutation or the

superabundant vacancy mechanisms [224, 291, 389], whose effect can be evaluated

and tested using modeling and simulation in order to assess their applicability.

However, both RT and kMC suffer from intrinsic numerical limitations that hin-

der their application to the current problem. RT calculations cannot capture the full

catalog of VmHn species due to the geometric growth in the number of PDEs to be

considered for multispecies cases (vacancies, self-interstitials, hydrogen atoms, and

clusters thereof) [5,98,199,281,334]. As well, they lack spatial correlations, a direct

consequence of the mean-field approximation. For their part, direct kMC simula-

tions are subjected to stiffness due to time scale separation of physical events and

slow time evolution [33,330]. In this work, we carry out spatially-resolved stochastic

cluster dynamics (SR-SCD) simulations of a recent set of three-stage experiments per-

formed by several of the co-authors involving (i) Cu-ion irradiation of single crystal

W coupons, (ii) exposure to low-temperature H plasmas, and (iii) thermal desorption

spectroscopy analysis [319,320].

The chapter is organized as follows. A brief description of the experimental

measurements is provided in Sec. 4.2.1. The physical processes considered as well as

some additional reaction types within the SR-SCD model, and the parameterization

employed are given in Sec. 4.2.2 and ??. This is followed by the results in Sec. 4.3

and a brief technical discussion in Sec. 4.4. We end with summary.
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4.2 Model Description

4.2.1 Experimental details and analysis

To avoid activated PFM samples, the experiments use deuterium and heavy ions as

proxies for tritium and fusion neutrons, respectively. Polycrystalline tungsten (W)

samples were dynamically annealed, each at a fixed temperature ranging from 300

to 1243 K (which is the expected temperature interval of PFM in ITER or DEMO),

while irradiated with 3.4-MeV Cu ions to a dose of 1.82 ˆ 1018 ions/m2. The irra-

diated specimens were subsequently exposed to deuterium plasmas up to a fluence

of 1024 D/m2. During D exposure, samples were held to 383 K and biased to im-

plant 110 eV D ions. Nuclear Reaction Analysis (NRA) and thermal desorption

spectroscopy (TDS) measured the spatial D concentration profile and temperature

dependent D release, respectively. The NRA-measured D profile correlated well with

the defect profile calculated using SRIM. Total D retention measured by both NRA

and TDS show a significant reduction with increased dynamic annealing tempera-

ture, approaching intrinsic D retention values when annealed at 1243 K. Detailed

information about the experimental procedure and measurements can be found in

ref. [319].

4.2.2 Theory and methods

Quantifying hydrogen transport and accumulation in plasma-exposed W necessitates

understanding the pertinent energy landscape that H atoms encounter. Figure 4.1

shows a schematic diagram3 of the near-surface region of the PFM divided into three

3After E.A. Hodille et al. [164].
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zones. The ‘vacuum’, representing the plasma boundary region, the ‘surface’, repre-

senting the first few nanometers where material properties are significantly affected

by their proximity to the material’s edge, and the ‘bulk’, where hydrogen atoms do

not feel the effect of the surface. The figure illustrates the rich variety of energy

barriers experienced by hydrogen as it penetrates the solid from the plasma region.

Starting with the vacuum region, Ediss is the dissolution energy of a H2 molecule

into two H atoms. In the surface region, H atoms must overcome an absorption

energy barrier, Eabs to penetrate the bulk. This energy consists of a ‘re-absorption’,

energy Er, a surface trapping energy, Es, and the heat of solution of H in W, Ef
H.

Once in the bulk, hydrogen atoms diffuse with a migration energy barrier, Em. Deep

traps in the bulk region are characterized by the binding energies, Eb, of H atoms

to vacancy-hydrogen clusters. Each energy depicted in Figure 4.1 represents a ki-

netic process defined by an event rate. These rates control the time evolution of H

in the system. As such, every one of these parameters must be obtained using a

first-principles method (typically electronic structure calculations or semi-empirical

potentials). We discuss this starting in Sec. 4.2.3.

4.2.3 Source term and determination of coefficients gi

With respect to simulation method, all results are performed using the SR-SCD

method that has been described in section 2.1. Here we provide some details that

is only applicable to this study. For the damage source term gi, W-recoil distribu-

tion for approximately 1000 Cu ions with the same incident energy of 3.4 MeV is

obtained from the SRIM package. According to the calculations, only about 43.5%

or (ED „)1.48 MeV of the total incident energy is expended on lattice damage, with
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Figure 4.1: Schematic diagram of the energy landscape for H penetration and trap-

ping in tungsten (adapted from ref. [164]). All energy barriers are defined in the

text. Deep traps in the bulk region (shaded green) correspond to accumulation of H

atoms at vacancy-hydrogen clusters.

the rest lost in ionization via electronic stopping. Since there is spatial resolution in

this case, the corresponding cpdf profile mentioned in section 2.1.2 must also be a

function of material depth which is shown in Fig. 4.2

The rate of Cu-ion insertion is calculated as:

rion “ ρ´1
a φγ (4.1)

where φ is the ion flux, ρa is the atomic density of W, and γ is a damage function cal-

culated within SRIM and measured in units of displacements per ion per unit length,
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and corresponds to the dashed line shown in Fig. 4.2. Once an ion impact event is

selected in the simulation volume, a sequence of PKA energies is obtained follow-

ing the procedure just described until the sum of all sampled recoil energies reaches

ED. The insertion coefficients g are obtained by sampling from discrete distributions

parameterized to reproduce sub-cascade statistics collected from hundreds of MD

cascade simulations at different temperatures [234, 235]. Specifically, the number of

Frenkel pairs produced as a function of PKA energy are:

NF “

#

1.15ˆ 10´2 pEPKAq
0.74 , if EPKA ă 43 keV

1.89ˆ 10´5 pEPKAq
1.34 , otherwise

(4.2)

where EPKA is given in eV. The dependence of NF with temperature was seen to

be weak and is not considered in this study. We set the minimum value of EPKA

to produce a stable Frenkel pair inside the material to be 620 eV [241]. For their

part, the fractions of clustered SIAs and vacancies fSIAc , fVc depend strongly on,

respectively, PKA energy and temperature [266]:

fSIAc “ 0.0185 pEPKAq
0.326 (4.3)

fVc “ 0.625´ 1.750ˆ 10´4T (4.4)

where T is the absolute temperature.

4.2.4 Hydrogen dissociation from dislocation

The original SCD model discards defect dissociation from dislocations, while in this

study we add this process for hydrogen monomers. While the absorption of mobile

defects and H atoms by dislocations is spontaneous, the inverse process –i.e. emission–

is thermally activated with a dissociation energy of Ed (for H atoms, it is « 0.6 eV
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according to several estimates [344])). After Friedel [2], this emission rate can be

expressed as:

rem
i “

ˆ

2πbρdΩ

a2
0

˙

ν0 exp

ˆ

´
Ed
kT

˙

`

Nd
i ´N

0
i

˘

(4.5)

The first term (in parentheses) on the r.h.s. of the above expression is a geometric

factor that gives the number of possible emission sites from a cylindrical ‘tube’ around

dislocation segments, with a0 the lattice parameter and b “ a0

?
3{2. ν0 is an attempt

frequency (e.g. the Debye frequency of the material), and N0
i is the equilibrium

concentration of species i. Assuming thermal equilibrium,

N0
i “ pρaΩq exp

˜

´
Ef
i

kT

¸

where Ef
i is the formation energy (for H atoms, this is equivalent to the heat of

solution) of species i. After inserting the expression for N0
H into eq. (4.5) – the

emission rate becomes:

rem
H “

ˆ

2πbρdΩ

a2
0

˙

ν0 exp

ˆ

´
Ed
kT

˙

˜

Nd
H ´ ρaΩ exp

˜

´
∆Ef

H

kT

¸¸

(4.6)

4.2.5 The ‘super-abundant’ vacancy model.

Broadly speaking, the super abundant vacancy (SAV) mechanism is a process by

which hydrogen assists in the generation of vacancies in a metal. Numerous examples

of the SAV effect exist in metals, e.g. Ni, Cr, Pd, Al, Mo, or Nb [73,124,126,229]. At

the atomistic level, the fundamental idea is that as vacancies and vacancy clusters

capture hydrogen atoms their internal pressure grows up to an unstable point, after

which a vacancy-SIA pair is produced with the extra vacancy helping to relieve the

pressure (i.e. decrease the H/V ratio) of the cluster, and a SIA emitted into the

bulk. In such fashion, the system is in principle able to absorb an indefinite amount
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of hydrogen, provided that the H/V ratio (n{m) is kept within the stability limits of

the equation of state of the clusters. This is akin to the well-known ‘trap-mutation’

mechanism observed in W exposed to He plasmas [245]. For hydrogen in tungsten,

several authors have introduced this mechanism and discussed the energetics of the

process to determine the vacancy-to-hydrogen ratios that trigger the reaction [224,

291, 389].When the energetics of the reaction are favorable, the sequence goes as

follows:

VmHn ` H1 Ñ VmHn`1 Ñ Vm`1Hn`1 ` I1 (4.7)

such that the ratio changes from n`1
m

to n`1
m`1

and a SIA is inserted into the lattice.

The stability of the reaction can be assessed in terms of the energies of each of the

reactants and products:

Ef
pVm`1Hn`1q ` E

f
pI1q ď Ef

pVmHn`1q (4.8)

such that reaction (4.7) will take place when the excess energy

∆ESAV “ Ef
pVm`1Hn`1q ` E

f
pI1q ´ E

f
pVmHn`1q (4.9)

becomes negative. These formation energies can be calculated as:

Ef
pVmHnq “ nEf

pH1q ` E
f
pVmq ´

“

Eb
pVm-Hnq `mµW

‰

Ef
pVmq “ Ef

pV1q ` E
f
pVm´1q ´ E

b
pVm´1-V1q

where EbpVm-Hnq is the binding energy between a pure H aggregate with n atoms and

a Vm vacancy cluster, and µW is the cohesive energy (eV/atom) of W. Ef pH1q, E
f pI1q,

and Ef pV1q are the heat of solution of H in W, and the vacancy and self-interstitial

atom formation energies, respectively. Values for the required binding energies are

given in Appendix C (Tables C.1 and C.3), while the rest of the parameters are:
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µW “ 8.90 eV [216], Ef pH1q “ 1.04 eV [187], Ef pI1q “ 9.96 eV [340], and Ef pV1q “

3.23 eV [363].

Figure 4.3 shows a color map of ∆ESAV. The white solid line marks the limit

of stability of the SAV mechanism. Above it, reaction (4.7) becomes energetically

favorable and the SAV mechanism is in operation, while, below it, VmHn clusters

are stable. This criterion guides the behavior of the clusters and is an independent

source of growth during the simulations.

This solid line can be approximated by a linear relation whose slope yields the

critical x “ n{m ratio. For our model, this is equal to x “ 4.0, represented as a

white dashed line in the figure. However, while Fig. 4.3 indicates the thermodynamic

stability region of the SAV mechanism, its occurrence may also be controlled by a

kinetic barrier (in the manner of standard chemical reactions). Such an energy, which

we term ESAV
0 , defines a transition rate that is enabled only when ∆ESAV ă 0:

rSAV “ ν0 exp

ˆ

´
ESAV

0

kT

˙

(4.10)

At present, there are no experimental or numerical estimates of ESAV
0 , and it thus

must be obtained through other means. We will return to this point when we discuss

the model results below.

4.2.6 Model parameterization

4.2.6.1 Simulation conditions

Table 4.1 gives all the numerical parameters and simulation conditions in accordance

with the three experimental phases discussed in Sec. 4.2.1.

56



Table 4.1: Material and simulation parameters employed in the simulations.

W material parameters: Symbol Value Units

Atomic density ρa 6.31ˆ 1028 rm´3s

Lattice parameter a0 3.16 Å

Dislocation density ρd 1010 rm´2s

Cu irradiation parameters:

Irradiation temperatures T 300, 573, 873,

1023, 1243

[K]

Ion flux φ 1.34ˆ 1015 rm´2s´1s

Ion energy Eion 3.4 [MeV]

Dose pφtq 0.2 [dpa]

H plasma exposure parameters:

Temperature T 383 [K]

Flux φH 4.0ˆ 1020 rm´2s´1s

Time duration ∆t 2500 s

Deposition energy EH 113 reVs

Thermal desorption parameters:

Heating rate β 0.5 [K¨s´1]

Temperature range ∆T 300 „ 1300 [K]

Numerical parameters:

Number of spatial elements n 101 -

Element volume Ωi 10´23 [m3]

Top layer thickness ls 0.54 [nm]

Element thickness li 20 [nm]
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Table 4.2: Diffusion coefficients of the mobile species considered in this work.

Species D0 [m2 s´1] Em [eV] Source

SIA clusters, Im:

I1 8.74ˆ 10´8 0.009 [108]

I2 7.97ˆ 10´8 0.024 [108]

I3 3.92ˆ 10´8 0.033 [108]

m ą 3 2.99ˆ 10´7m´0.5 0.013 [226]

Vacancy clusters, Vn:

V1 177ˆ 10´6 1.29 [108]

V2 2.91ˆ 10´9 1.66 [226]

n ą 2 4.01ˆ 10´p5`3nq 1.66 [226]

Hydrogen:

H1, H2 1.58ˆ 10´7 0.25 [275]

4.2.6.2 Defect and hydrogen atom energetics in W

The calculation of the transport energetics of defects and hydrogen atoms in tungsten

has attracted a great deal of attention in recent years [88,108,113,121,121,159,165,

177,186,201,210,216,217,225–227,242,263,269,275,283,292,395,421]. Based on an

extensive literature review, we have selected a set of parameters for the diffusivities

and energetics of defects and hydrogen, summarized in Tables 4.2 and 4.3. The first

table gives the values of the diffusivities of all mobile species assuming the standard

Arrhenius expression for thermally-activated motion DpT q “ D0 exp
`

´Em

kT

˘

. Table

4.3 gives additional values for the parameters used in Fig. 4.1.
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Table 4.3: H-atom energetics in W (refer to Fig. 4.1 for details). All energies are

given in eV (from ref. [164]).

Symbol Value [eV]

Ediss 0.0

Eabs 1.44

Er 0.25

Es 0.79

4.3 Results

4.3.1 Cu-ion irradiation

Cu-ion irradiation, described in Sec. 4.2.1, to a total dose of 0.2 dpa at 300, 573,

873, 1023, and 1243 K results in the accumulation of point defect and defect clusters

in the irradiated specimens. Figure 4.4a shows the concentration of vacancy-type

defects4 in the entire specimen as a function of dose calculated with SR-SCD. As

the figure shows, the defect concentration experiences an incubation period of rapid

increase characterized by a power law with scaling exponent 0.5 (which appears

to be independent of temperature), followed by convergence to steady state. This

steady state is reached more rapidly at elevated temperature, and its final value is

indicative of the point at which vacancy and vacancy cluster production is balanced

by absorption at sinks. At 300 K the system has not reached this steady state after

0.2 dpa. The accumulation of vacancy defects is substantial, with concentrations

approaching 0.02 at.% at 300 and 573 K. The steady state concentrations roughly

4Without distinction as to whether they exist as monovacancies or as part of larger clusters
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decrease linearly with temperature. The buildup of SIA clusters is seen to follow

identical qualitative trends as vacancies, although with much lower concentrations.

The depth distributions at 0.2 dpa for each temperature are plotted in Figure

4.4b. Consistent with Fig. 4.2, defects are distributed uniformly into the material to

a depth of approximately 1.4 microns. These initial vacancies and vacancy clusters

become the seeds for the formation of larger hydrogen-trapping VmHn complexes

during the plasma exposure phase.

(a) (b)

Figure 4.4: Vacancy-type defect accumulation in W during Cu-ion irradiation at

300, 573, 873, 1023, and 1243 K, respectively. (a) Integrated defect accumulation

as a function of dose. (b) Depth profiles at the end of the ion irradiations. The

colored bands represent error bars from numerical fluctuations over five independent

SR-SCD runs.
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4.3.2 Determination of SAV reaction barrier by mapping to experimental

results

Next, we simulate the next two phases, i.e. hydrogen plasma exposure and thermal

desorption of all irradiated samples. First, however, as introduced in Sec. 4.2.5, a

key parameter to be defined before entering a complete set of simulations of the H

exposure phase is the energy barrier ESAV
0 . In the absence of direct measurements

or calculations of ESAV
0 , here we take a backend approach to ascertain its value: we

systematically vary it from zero to 1.5 eV and simulate plasma exposure and thermal

desorption for each value. We then compare the simulated TDS to the experimental

ones and select the value of ESAV
0 that produces the best match as evaluated using

a least-squares error analysis. As an advance of more results to come, in Figure

4.5 we show results for six different scenarios: 0 (equivalent to a ‘spontaneous’ SAV

mechanism), 0.90, 0.95, 1.00, and 1.20 eV. We also show results for simulations

under no SAV mechanism. Our results suggest that the best match is obtained for

ESAV
0 “ 0.95 eV, which is the value used hereafter to showcase the hydrogen exposure

and thermal desorption phases.

4.3.3 Hydrogen exposure of irradiated specimens

In accordance with experimental conditions, the hydrogen exposure stage is simu-

lated at a temperature of 383 K and a duration 2500 s under a constant hydrogen

flux of 4.0ˆ 1020 m´2s´1 (total fluence 1024 m´2). Figure 4.6 shows the distribution

of hydrogen as a function of depth for each irradiation temperature at the end of the

exposure period. Note that the concentrations shown include hydrogen in any form,

i.e. free hydrogen monomers as well as H atoms trapped in vacancy clusters. Irradi-
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ation temperature is seen to have a noticeable impact on the depth distribution of

hydrogen, largely correlated with the distribution of vacancy clusters during the ir-

radiation phase. In general, hydrogen is found deeper, albeit in lower concentrations,

the larger Tirr is.

Figure 4.6: Depth profile of hydrogen in W after 2500 s of exposure to a flux of

4.0ˆ 1020 m´2s´1. The hydrogen considered in the graph includes both free hydrogen

and hydrogen trapped at vacancy clusters. The colored bands represent error bars

from numerical fluctuations over five independent SR-SCD runs.

The analysis of the VmHn populations displayed in Fig. 4.6 is critical, as it quan-

titatively establishes the trapping propensity of the material under the conditions

explored here. There are two main aspects of this population that must be further

studied. One is the relative partition of hydrogen-to-vacancy ratios, x “ n{m within

the cluster subpopulation. The other is the absolute size of the clusters, which has
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implications for both the total amount of H stored in the system and the visibility

under the microscope of the defects. Next, we provide a detailed analysis of both of

these aspects in an attempt to ascertain the fuel footprint in irradiated single-crystal

W surfaces.

4.3.3.1 Stability of hydrogen-vacancy clusters and distribution of hydrogen-

to-vacancy ratios.

Figure 4.7: Histogram of the integrated concentration of vacancy-hydrogen clusters

in terms of their hydrogen-to-vacancy ratio after 2500 s of exposure to a hydrogen

flux of 4.0ˆ 1020 m´2s´1.

Figure 4.7 shows the integrated concentration of VmHn clusters as a function of x

for each irradiation temperature case. In keeping with the limits established in Fig.
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4.3, a dashed line is drawn at x “ 4 to show the relative stability of clusters based

on their hydrogen-to-vacancy ratio. Clusters with x ă 4 are generically deemed

to be ‘underpressurized’, i.e. with a propensity to absorb more hydrogen atoms,

while clusters with x ą 4 are said to be ‘overpressurized’, i.e. with propensity to

release hydrogen (or, when the SAV mechanism is active, to produce vacancies).

On the basis of this partition, two things can be established about the different Tirr

cases: (i) a higher irradiation temperature leads to preferentially underpressurized

clusters, while lower temperatures result in an equipartition between under- and

overpressurized bubbles; (ii) the range of x observed is 0 to 9.

Figure 4.8 shows the depth distribution of the VmHn clusters in terms of their x

value as a function of Tirr at the end of the H-exposure phase. The colored bands

around each curve represent error bars from numerical fluctuations over five inde-

pendent SR-SCD runs. Generally, little correlation is observed between x and the

depth at which each cluster type is found. Consistent with Fig. 4.6, the main effect

of irradiation temperature is to result into deeper VmHn cluster penetration.
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Figure 4.8: Depth distribution of the VmHn clusters after 2500 s of H exposure in

terms of their hydrogen-to-vacancy ratio as a function of irradiation temperature. We

omit the 1243-K case due to its similarity with the results at 1023 K. The colored

bands represent error bars from numerical fluctuations over five independent SR-SCD

runs.

Finally, it is useful to represent the cluster population not just in terms of their

x ratios but also in terms of their absolute m and n numbers. Figure 4.9 shows

three-dimensional plots of VmHn clusters as a function of m, n, and the depth at

which they are found. Their concentration is given using the color key as specified

in the figure. Each subplot corresponds to a specific irradiation temperature. In
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a similar manner to the distribution of x ratios, key qualitative differences can be

appreciated between the lower and higher temperature cases. At lower temperatures,

Figs. 4.9a, 4.9b and 4.9c, most VmHn clusters are located within the first micron of

depth, with m and n covering a large span between V1„6H10„30 to approximately

V7500„8000H2200„2350 and relatively high concentrations. By contrast, at 1023 and

1243 K (Fig. 4.9d, the figure for Tirr “ 1243 K is not shown due to its qualitative and

quantitative similarity with the 1023-K case) only clusters composed of more than

5500 vacancies are observed at high depths. These large clusters appear in relatively

low concentrations. We can synthesize the information contained in these figures

into a global size distribution for the end of the exposure phase. This represent

essential information to facilitate comparison with experimental distributions, which

are limited on the low end by machine resolution. Our results are shown in Figure

4.10 in the form of temperature-smeared Gaussian distributions, with the raw data

shown as a histogram in the background.
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Figure 4.10: Vacancy-hydrogen cluster size distributions at the end of the hydrogen

exposusre simulations. The raw data shown as a histogram with faint colors in the

background..

While the figure clearly shows a bi-modal distribution with a peak within one

nanometer sizes and another one centered around 6 nm, the standard resolution limit

in microscopy of 0.5-to-1.0 nm may prevent revealing the former in experimental

size distributions. Techniques such as X-Ray diffuse scattering can achieve sub-

nanometer resolutions, thus enabling a better comparison with our results [338]. We

discuss this further in Sec. 4.4.2.
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4.3.4 Thermal desorption simulations

Thermal desorption processes are thought to be composed of a series of emission

events characterized by Gaussian profiles [180, 397]. These Gaussians are centered

at temperatures defined by characteristic binding energies representing specific hy-

drogen release events. It is therefore useful to decompose the desorption profiles

shown in the figure into a set of overlapping Gaussian distributions that coincide

with the most dominant peaks (or protuberances) in each TD spectrum. Doing this,

however, may involve a certain degree of arbitrariness, as these peaks are not always

evident (particularly at high temperatures). In any case, we believe that some clear

mappings exist and some consistency among the different curves can be found.

Here we focus on the 0.95-eV case in Fig. 4.5. Figure 4.11 shows the decomposed

thermal desorption spectra for each irradiation temperature. In performing each de-

composition, Gaussians with like colors are used when they are centered at the same

desorption temperature (horizontal axis), regardless of the irradiation temperature

case. The width of the Gaussians is temperature dependent and has been adjusted

so that the contribution to the TD spectrum from the overlap among them is consis-

tent with the full curve. As such, the 300-K and 573-K temperature case (Fig. 4.11a

and 4.11b) is composed of seven distinct Gaussians, each representing a specific

desorption mechanism, centered at, respectively, 333, 425, 485, 527, 574, 623, and

836 K. Two of these are shared with the 873-K case, Fig. 4.11c, which is suggestive of

identical H-release mechanisms in these two cases. However, the remaining spectra

corresponding to the higher irradiation temperatures are characterized by different

peaks, namely 310, 842 K (Fig. 4.11d).

As mentioned above, each one of the Gaussians shown in Fig. 4.11 represents a
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distinct hydrogen emission mechanism. These mechanisms can be directly identified

in the simulations from processes defined by eqs. (4.6) and (2.6)), so that we can

ascribe a specific dissociation reaction to each emission temperature, Tp. Further, we

characterize each Gaussian by a representative dissociation energy Ed
TDS, determined

as [293]:
Ed

TDS

kT 2
p

“
ν0

β
exp

ˆ

´
Ed

TDS

kTp

˙

(4.11)

where β is the heating rate. Each Ed
TDS can subsequently be compared with the

corresponding dissociation energies corresponding to the specific reactions taking

place in the simulations. Those ultimate originate from the data given in Table C.3.

The results of such analyses are provided in Table 4.4.

The information contained in the table is the culmination of the simulation effort

of the three-stage experimental study described in Sec. 4.2.1. The first column rep-

resents all the Gaussian peaks used in Fig. 4.11. Columns 2-5 specify the transitions

suffered by the clusters during each emission process. With increasing desorption

temperature, the emission events include hydrogen emission from dislocations, small

overpressurized clusters gradually releasing hydrogen to reduce their hydrogen-to-

vacancy ratio towards x “ 4, and large underpressurized clusters emitting H atoms

until all the hydrogen is evacuated from the system. Finally, the last column lists the

corresponding dissociation energies of each dissociation event as calculated with eq.

(4.11). We find that, in general, the discrepancy between the Ed
TDS given in Table

4.4 and the actual dissociation energies from Table C.3 is small. While this simply

corroborates that the reactions identified in each temperature interval are consistent

with the Gaussian emission peaks, it is an encouraging result that adds confidence

to our results.
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4.4 Discussion

4.4.1 Physical implications of the present results

Hydrogen thermal desorption in damaged crystals is an extremely complex problem

involving numerous processes often co-occurring in a synergistic or nonlinear manner.

Just listing those considered here gives an idea of this complexity: cascade damage,

defect diffusion, hydrogen deposition and penetration, hydrogen passivation, inter-

nal hydrogen diffusion, hydrogen absorption and trapping at dislocations and grain

boundaries, vacancy cluster-hydrogen reaction, production of vacancies from cluster

internal overpressurization, and hydrogen dissociation from clusters, all of it cap-

tured with spatiotemporal resolution. The amount of physics needed to undertake

simulations of such a challenging process can be staggering, both in terms of the

kinetics and thermodynamics of the atomic species involved, as well as in terms of

the detailed parameterization needed for physical accuracy and validation. As well,

carefully-conducted experiments covering the above processes and in such a way as

to facilitate comparison with the models are an invaluable tool to validate and re-

fine the simulations. Fortunately, we believe that the fusion materials community

has reached sufficient maturity in all of these fronts to enable the type of study

presented here. For example, a systematic effort by researchers to map the ener-

getics of the W-H system using electronic structure calculations and semi-empirical

potentials, there are now very reliable data sets available. Thanks to advances in

algorithms and computer power, there now exist powerful reaction-diffusion PDE

models to study strongly-coupled multispecies problems in great detail. This, com-

bined with several decades of ‘know-how’ in irradiation damage modeling has open

the door to simulations such as those presented here which allow us to push the
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physical accuracy/computational efficiency tradeoff to unprecedented levels.

In undertaking the present simulation effort, we must also be transparent about

two key premises adopted here, namely the presumed infallibility of both experimen-

tal results and electronic structure calculations. It is beyond the scope of this work to

comment in depth about the validity of such premises, the reader is simply referred

to the pertinent sources, e.g. refs. [166,218,319,400] for details. Suffice it to say that,

as has become common practice in the computational materials science community,

both experimental characterization and ab initio calculations have reached a degree

of reliability as it relates to PMI studies that allow us to confidently use them in our

studies as the ‘true’ baseline against which to compare model predictions.

With this in mind, the main result of this work is presented in Figure 4.12 (sub-

panel in Fig. 4.5), which we use to discuss the main physical insights gained from

the current exercise. Analysis of figures such as those points to two principal features

that stand out from within the body of results obtained here:

(i) Our results conclusively show that, vis-à-vis the experiments, the superabun-

dant vacancy mechanism is a key piece of physics needed to understand the

accumulation of vacancy-hydrogen clusters in damaged W subjected to hydro-

gen exposure point to the existence of a transition barrier. Moreover, we find

that the SAV mechanism is accompanied by a transition barrier that mod-

ulates changes in the cluster structure. Mapping the simulated TDS to the

experimental ones points to a value of 0.95 eV for this transition energy.

(ii) The thermal desorption spectra of H-exposed damaged W surfaces can be

broadly decomposed into three distinct emission temperature regions:
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1. A low temperature region around room temperature where H atoms are

released from intrinsic microstructural defects such as dislocations and

grain boundaries.

2. An intermediate region between 400 and 700 K where smaller overpres-

surized V-H clusters dissolve giving rise to a series of overlapping release

peaks.

3. A high temperature region ą 800 K where larger underpressurized bubbles

gradually emit all their hydrogen giving rise to clearly defined emission

peaks.

These temperature regimes are schematically depicted in Figure 4.13, which

are in strong qualitatively agreement with the experimental TDS obtained in

ref. [319].

In this context, the SAV mechanism plays a fundamental role in the final accumu-

lation and release of hydrogen from damaged tungsten surfaces. Going back to Fig.

4.5, the absence of a SAV-type mechanism overemphasizes smaller, overpressurized

cluster populations, while an unabated5 SAV mechanism leads to an abundance of

larger, underpressurized bubbles. In view of these trends, the effect of the SAV ac-

tivation barrier is clear. ESAV
0 modulates the two extremes (no SAV, spontaneous

SAV) and bridges the temperature regions where overpressurized and underpressur-

ized clusters dominate. This is clearly seen in Fig. 4.5 and in the experiments, where

for ESAV
0 “ 0.95 eV our results show remarkable agreement with both the emission

peaks and the emission fluxes measured experimentally.

5I.e. ‘spontaneous’, with ESAV
0 =0.
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4.4.2 Validation

A first attempt at validation of our results can be made by comparing the Sun et

al. [338] (Fig. 6 in their paper). At 300 K and 0.2 dpa with 5-MeV Cu ions, the

measured vacancy defect concentration was 0.103˘0.02 at. %, while our integrated

value from Fig. 4.4b is 0.023˘0.004 at. %. Part of this 5ˆ difference is likely at-

tributable to the difference in irradiation energy (5.0 vs 3.4 MeV), although we do

not discount other factors related to more fundamental factors such as the model

framework. Noteworthy is also the fact that the average cluster sizes in each case

(measured vs. simulated) are 10˘3 Å and 8.32˘0.3 Å, in very close agreement with

one another.

Second, related to the experimental effort discussed in Sec. 4.2.1, the desorption

hydrogen fluence can be measured for each of the irradiation-temperature specimens

and compared to the integrated hydrogen release in the simulations. The measure-

ments are shown in Figure 4.14 for two Cu-ion irradiation energies together with the

present results. A difference factor of about 2.5ˆ is observed, which can be partially

explained from the analysis of the difference in TDS features that we discuss next.

Analyses of the experimental peaks between 400 and 700 K (intermediate tem-

perature range) suggests that our simulations underestimate the concentrations of

clusters that give rise to the first set of emission peaks (between 400 and 550 K),

while they slightly overestimate those in the range between 600 and 700 K. We can

specifically point to the reactions that govern each subregime from among those listed

in Table 4.4 to analyze this discrepancy. Between 400 and 550 K the peaks are due

to the decomposition of V1H7, V1H8, V6H21, and V6H22 clusters. The implication

would thus be that the simulations are underestimating these populations relative
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to the experimental observations. Conversely, between 600 and 700 K the relevant

clusters are V1H3, V1H5, V6H16, and V6H18, whose populations would appear to be

overestimated in the simulations. This could be due to a number of causes, although

given how similar the clusters are in both subregimes, subtle changes in the binding

energies would likely suffice to correct this. This is one way simulations such as these

can inform the atomistic calculations of the energetics of the W-H system.

4.5 Summary

The main summary points and conclusions of this work are:

1. We have assembled a simulation methodology based on spatially-resolved stochas-

tic cluster dynamics calculations to simulate a set of experiments involving se-

quences of ion-irradiations, hydrogen plasma exposure, and hydrogen thermal

desorption.

2. The models are parameterized using atomistic calculations only (a combination

of DFT and semi-empirical potentials) of hydrogen-vacancy cluster energetics.

We find that these calculations provide a high degree of numerical accuracy

vis-à-vis the experimental results.

3. To facilitate comparison, the simulated thermal desorption spectra are ana-

lyzed using similar tools to the experiments revealing a set of Gaussian peaks

characterizing specific desorption events. In general, these events are different

manifestations of the reduction of the hydrogen-to-vacancy ratio from their

highest values down to zero. This is achieved by the sequential emission of H

monomers at different temperatures, from which the critical binding energies
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are extracted.

4. A principal conclusion of our study is that the thermal desorption spectra

are broadly composed of three temperature regions: one below room temper-

ature characterized by emissions from dislocations and grain boundaries, and

intermediate one characterized by emissions from small overpressurized V-H

clusters, and a high temperature one governed by release from large underpres-

surized bubbles.

5. We conclude that the super-abundant vacancy (SAV) formation mechanism

(which is equivalent to the so-called ‘trap mutation’ mechanism in the context

of W-He evolution simulations) plays a key role during exposure of tungsten to

H plasmas. Under such mechanism, VmHn clusters may absorb H more or less

indefinitely provided they can emit self-interstitial atoms. The SAV mechanism

acts to shift clusters between the populations belonging to the intermediate

and high temperature regimes. We find that a value of 0.95 eV for the SAV

activation energy barrier fits the experimental data best.
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Figure 4.2: Cumulative Cu recoil distribution obtained from SRIM for 3.4-MeV ion

irradiations of W surfaces as a function of target depth. The area contained by the

dashed line – representing the cumulative value of in each depth bin – amounts to

unity to maintain the cumulative probabilistic nature of CpEq. The dashed line also

represents the damage function γ in eq. (7.6), which peaks with a value of 1.2ˆ10´3

displacements per ion per micron at a depth of approximately 0.9 µm.
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Figure 4.3: Color map of excess energies according to eq. (4.9). The white solid line

marks the limit of stability of the SAV mechanism. Above it, reaction (4.7) becomes

energetically favorable and the SAV mechanism is in operation. Below it, VmHn

clusters are stable. The dashed line represents a linear fit yielding the optimum

hydrogen-to-vacancy ratio.
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Figure 4.5: Simulated and experimental hydrogen thermal desorption spectra for the

five irradiation temperatures considered in this work under different values of ESAV
0 .
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Figure 4.9: VmHn cluster size distributions as a function of m, n, depth, and irra-

diation temperature. Cluster concentrations are described by a color key. Dashed

vertical lines are projections of each data point on he m-n plane for ease of visu-

alization. We omit the 1243-K case due to its similarity with the results at 1023

K.
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(a) (b)

(c) (d)

Figure 4.11: Thermal desorption spectra for each irradiation temperature case de-

composed into their constituent Gaussian emission profiles. Each Gaussian is ex-

pected to represent a distinct emission mechanism, to be discussed in Table 4.4.
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Figure 4.12: Thermal desorption spectrum for ESAV
0 “ 0.95 eV .
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Figure 4.13: Schematic diagram of the TDS peak distribution. φ represents the

desorbed hydrogen flux in arbitrary units.
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CHAPTER 5

Coupling crystal plasticity and stochastic cluster

dynamics models of irradiation damage in

tungsten

5.1 Literature Review

Irradiation of structural materials in nuclear environments is known to result in

mechanical property degradation and premature failure [336]. Prolonged exposure

to energetic particle radiation leads to a variety of far-from-equilibrium effects, such

as point defect and defect cluster accumulation, solute segregation, precipitation,

transmutation, etc, potentially leading to microstructural evolution and macroscale

changes such as hardening, embrittlement, swelling [25, 66, 107], and, depending on

temperature, creep and/or accelerated corrosion [154,321,375].

In some scenarios, such as for fusion materials, the lack of suitable materials

testing facilities with the appropriate neutron energy spectra calls for the devel-

opment of physics-based numerical tools to simulate irradiation damage in candi-

date materials [214, 361]. On their path to becoming predictive, such tools must be

carefully verified with f irst-principles techniques and validated with detailed exper-

imental data. While much progress has been achieved by the irradiation damage
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community over the last few decades [26, 60, 272], our renewed understanding of

irradiation damage processes and increasingly more powerful numerical resources

make the development of new and improved computational methods an impera-

tive. As a subtopic within the wide array of issues related to irradiation of mate-

rials [85, 86, 109, 194, 296, 307], the problem of mechanical property degradation has

received much attention since the beginning of radiation damage studies due to its

complexity and importance. Much has been learned from experimental studies going

back several decades [106, 136, 136, 153, 169, 331], including basic relations between

irradiation variables such as particle energy, irradiation dose and dose rate, temper-

ature, and/or initial microstructure, and the mechanical response in a wide range

of materials. From a theoretical/simulation perspective, models that capture mate-

rials deformation must be used in conjunction with damage accumulation methods.

Among the former, crystal plasticity (CP) simulations have established themselves as

the preferred option to determine a crystal’s internal plastic response to external ar-

bitrary loads [179,184,294,303,318] (and, more specifically, finite-element based CP,

or CP-FEM [302]). In terms of irradiation defect accumulation techniques, kinetic

reaction-diffusion models based on the mean-field rate theory (MFRT) approach have

long been the work-horse of the irradiation damage community [142,334,339].

While enjoying wide applicability in a multitude of scenarios, MFRT suffers from

certain limitations that restrict its application to multispecies situations such as those

found in nuclear materials subjected to a variable transmutation inventory. Tech-

niques such as stochastic cluster dynamics (SCD) were developed with the aim to

overcome these limitations due to intrinsic advantages in their mathematical formu-

lation [239,241,404]. As well, much work has been done to modify CP and adapt it to

irradiation scenarios, including sequential linkages of CP and MFRT [59,170,372]. A
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combined CP-FEM/SCD model has also been proposed [97]. However, a formal cou-

pling of these two techniques is still lacking, which is the objective of this chapter. We

attempt this by way of a bidirectional assemblage where, in one direction, the dislo-

cation density evolution model in CP informs the defect sink term in SCD, while the

defect concentration and size distribution from SCD feeds back into the calculation

of the resolved stress in CP. In addition to the standard post mortem deformation

tests of irradiated specimens, our coupled model enables in situ irradiation-straining

tests, which may be helpful in interpreting in-service conditions where materials are

subjected concurrently to irradiation and loading.

The chapter is organized as follows. In Section 5.2 we discuss the details of the

CP-SCD coupling, the integration algorithm, and the numerical stability. Then, we

present our results in Section 5.3, including simulations of post-irradiation straining

tests and in situ irradiation/deformation. We end with a discussion in Section 5.4

and the main conclusions.

5.2 Model Description

5.2.1 The coupling procedure and the CP-SCD algorithm

The simulation method used in this chapter is called the coupling CP-SCD model.

Readers are referred to section 2.1 and 2.2 for details of CP and 0-dimentional

SCD models separately. Here, we focus on describing how these two methods are

linked. The purpose of coupling CP and SCD is to realize real-time connection

between material deformation and irradiation microstructure evolutions. Irradiation

introduces defects that interact with networked dislocations, leading to changes in
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dislocation density that –in turn– modify the sink strength for defect absorption. As

such, the coupling between SCD and CP is bidirectional, which makes the model self-

consistent. The effects of each model on the formulation of the other are discussed

next.

5.2.1.1 SCDÑCP

Irradiation damage introduces a new class of dislocation obstacles, i.e., irradiation

defects, in the microstructure that must now be accounted for in the CP formulation.

This is done by considering a new length scale dirr that reflects the irradiation defect

spacing [204,391]:

1

dirr

“
ÿ

i

ηi

c

N im
i ri
Ω

(5.1)

where N im
i is the subset of immobile species among all Ni, ηi is a dimensionless co-

efficient representing the strength of dislocation-defects interactions, and ri is the

size of the defects (assumed to be represented by the radius of disc-like SIA clus-

ters or spheres for vacancy clusters, precipitates, and gas bubbles). Determination

about the mobility of the defects is primarily based on defect nature and size. Only

vacancy clusters with less than three vacancies and SIA clusters with less than 10

self-interstitials are considered mobile.

Connection with the CP model is done via eq. (2.26), which is now modified as:

1

λα
“

1

dg
`

b

ραf `
1

dirr

(5.2)

As well, the effect of irradiation defects on hardening is introduced into eq. (2.29) as:

∆τα “ ταRSS ´∆ταf ´∆τirr (5.3)
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with:

∆τirr “
µb

dirr

For the coefficients ηi we simply use 0.2 for SIA clusters and loops and 0.6 for vacancy

clusters and voids [176].

5.2.1.2 CPÑSCD

After the crystal plasticity update, the total dislocation density is calculated as:

ρtot “
ÿ

α

ρα

and is then transferred to SCD as the updated sink strength for defect absorption,

Sd ” ρtot. In this fashion, defect production, dislocation multiplication and harden-

ing are all linked during the course of a simulation iteration. Next, we discuss the

numerical algorithm employed to integrate the time evolution of the state variables

σ, ε, and the set of tNiu for the coupled CP-SCD model.

5.2.2 Numerical solution procedure

As is commonly the case in CP methods, the system of equations (7.5)-(2.30) is

indeterminate and has to be solved iteratively. While very robust implicit integration

algorithms exist for crystal plasticity problems [11, 188], here the focus is on the

coupling of methods and, for simplicity, we simply use the backward Euler method to

integrate the CP equations. The detailed algorithm as well as the working flowchart

is given in Appendix D and is discussed here briefly. For a prescribed applied strain

rate tensor 9ε0, the total strain increment ∆εt “ 9ε0δt is split into elastic and plastic

parts (δt is a fixed time step). The stress σ is calculated from the elastic strain, which
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is then used to determine the plastic strain increment ∆HP, integrating Orowan’s

equation over all slip systems α. The calculated plastic strain is compared with

the initial one, and convergence is achieved if their difference is within a prescribed

numerical tolerance. If the difference is too large, a new elastic-plastic partition is

generated and a new iteration starts. As part of the main calculation loop, dislocation

densities and resolved stresses are updated with every iteration.

For its part SCD advances in time using variable time steps as given by the kinetic

Monte Carlo algorithm [365]. In the present implementation, we always ensure that

the mean defect lifetime Ri (cf. 2.2) is well below δt from the CP calculation. This

is generally not a problem, as time steps associated with SCD events range between

10´12 to 10´6 s. As such, the SCD simulation is subordinated to the CP time update

in such a way that the defect microstructure is evolved for as long a time as that

dictated by δt. To that effect, the number of iterations in SCD in each CP time step

is determined as the integer nSCD, such that:

nSCD
ÿ

i

δtSCDi ă δt ă
nSCD`1
ÿ

i

δtSCDi

Note that, due to the stochastic nature of δtSCDi (which is distributed as a Poisson

variable), nSCD may change in each CP iteration.

With this approach, the deformed and irradiated microstructures evolve concur-

rently, and mutually affect one another. At the end of each CP step, the total strain

and total irradiation fluence are advanced by the corresponding amount dictated by

δt. Without loss of generality, in this work we concentrate on uniaxial loading con-

ditions, such that going forward we work only with the axial component along the z

direction of 9ε0, which we simply denote by the scalar quantity 9ε0.
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5.2.3 Numerical stability criterion

During quasistatic deformation conditions, i.e.. with the axial strain rate 9ε0 ă 10´2

s´1, unconditional stability is defined by the following relation (specified in instruc-

tion 6 of Algorithm 4):

∆HP
ď ∆εt ´∆εE

This simply implies that the tangent modulus (i.e., the hardening rate in the flow

stress region) must be nonnegative. In terms of slip rates, this condition is expressed

as:
ÿ

α

9γαsα b nα ď 9ε0 (5.4)

Using eq. (2.21) and assuming a Schmid factor of 0.5 (most conservative scenario)

for all slip systems considered here (given in Table A.1), eq. (5.4) can be written as:

6bραvα pταRSSq ď 9ε0 (5.5)

where ρα and vα pταRSSq will be the dislocation density and dislocation velocities in

the slip system that is most restrictive to the application of the stability criterion.

Plugging eq. (2.22) into the above expression and operating, we arrive at:

∆τα ď

ˆ

kT

∆H0

log

"

9ε0

6hν0

?
ρα

*

` 1

˙2

σP (5.6)

or, in terms of the RSS:

ταRSS

loomoon

Fαp 9ε0,ρα,Lq

ď

ˆ

kT

∆H0

log

"

9ε0

6hν0

?
ρα

*

` 1

˙2

σP
looooooooooooooooooooomooooooooooooooooooooon

GαpT, 9ε0,ραq

`µb

¨

˝

d

ÿ

β‰α

ξαβρβ `
1

dirr

˛

‚

loooooooooooooomoooooooooooooon

Hαpρα,Lq

(5.7)

The two terms in the r.h.s. of above equation (5.7) represent the thermal and ather-

mal contributions to the material’s strength, respectively, which going forward we de-

note by the two functionals Gα and Hα (shown in the equation). Making ταRSS ” Fα,
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the stability criterion is simplified to: Fα ă Gα ` Hα. Inequality (5.7) essentially

gauges whether dislocation-mediated slip is moderated by the algorithm [282].

During the course of a simulation, Fα, Gα, and Hα are calculated for each slip

system α and the stability criterion is applied to each one independently. Note that,

while the time does not appear in inequality (5.7), it does enter the criterion via Gα

and Hα, which are nonlinear functions of δt and change by different amounts when

the time step is modified. As well, one can see that adding irradiation defects makes

the criterion more restrictive, since adding the term µb{dirr always increases the value

of Hα. Furthermore, increasing the irradiation dose also increases Hα, because dirr

always decreases with dose. If the criterion is not satisfied in a given slip system

at any given time, the time step is reduced and the iteration is repeated. At the

beginning of Section 5.3, we perform a preemptive stability analysis to set bounds on

reasonable values of δt, Fα, Gα, and Hα in anticipation of more detailed simulations.

5.2.4 Model parameterization

The values of the most important parameters used in this work are given in Table

5.1. Parameters such as diffusion and dissociation energetics of irradiation defects

are found in ref. [241]. Dislocation slip parameters and material physical parameters

are found in refs. [57, 337].
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Table 5.1: Material and simulation parameters employed in the simulations (from

refs. [57, 241,337].

W material parameters: Symbol Value Units

Atomic density ρa 6.31ˆ 1028 rm´3s

Lattice parameter a0 3.16 [Å]

Initial dislocation density per slip

system

ρ0 8.3ˆ 1012 rm´2s

SCD-relevant parameters:

Ion energy Eion 18.0 [MeV]

Dose rate φ 4.3ˆ 10´5 [dpa¨s´1]

Dose pφtq 0.2, 1.0, 5.0 [dpa]

Bulk volume Ω 10´19 [m3]

CP-relevant parameters:

Burgers vector b 2.72 [Å]

Kink length h
?

6
3

[a0]

Kink pair separation w 11 [b]

Knk pair activation enthalpy ∆H0 1.63 [eV]

Exponents p, q 0.68, 1.69 [-]

Peierls stress σP 2.03 [GPa]

Shear modulus µ 151 [GPa]

Young’s modulus E 340 [GPa]

Poisson’s ratio ν 0.27 [-]

Attempt frequency ν0 1011 [s´1]
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5.3 Results

5.3.1 Stability analysis of the CP model

As dictated by eq. (5.7), numerical stability is guaranteed by F ă G `H. Accord-

ingly, we plot G, G ` H, and the function F 1 “ pG ` Hq{ps ¨ nq|max in Figure 5.1

at four different temperatures. The analysis has been done for reference values of

9ε0 “ 10´3 s´1 and ρ0 “ 8.33 ˆ 1012 m´2. G ` H represents the surface of stability

of the algorithm, while F 1 represents the maximum axial stress at each orientation

that satisfies the criterion. ps ¨nq|max is the maximum Schmid factor of any slip sys-

tem given in Table A.1 for each loading orientation considered in the stereographic

triangle, shown in Figure 5.1e. Robust stability is illustrated by a high value of the

function F 1, which is highest among all the figures shown at 1200 K. Note that, be-

cause function G is quadratic in temperature, there is a nonlinear correlation between

temperature and stability. Indeed, the minimum of the parabola GpT 2q is reached

at a temperature of 705 K, which is thus the temperature around which the most

restrictive numerical conditions for the application of the CP method are displayed.

As well, it can be seen that G, makes up most of the G ` H combination, i.e., the

athermal part H is small compared with the thermal part of the slip resistance G.

Informed by this analysis, we proceed to calculate yield strengths of unirradiated

and irradiated W in the subsections below.

5.3.2 Yield strength of unirradiated W

We first calculate the yield stress of unirradiated W as function of temperature,

strain rate and loading orientation. Representative stress-strain curves at different

93



loading directions for a strain rate of 10´3 s´1 at 600 K are plotted in Figure 5.2a.

The figure shows the evolution of the flow stress under multi-slip ([100] and [111])

and single-slip ([110] and [213]) conditions, with various degrees of work hardening

being observed.

From these results, the yield strength is extracted using the 0.2%-strain offset

method and its dependence on temperature is plotted in Figure 5.2b. Results from

a comprehensive study of the orientation, temperature, strain rate dependence of σY

are plotted in Figure 5.3. Based on the color differential in the plots, the temperature

dependence is seen to be the most pronounced, with weaker orientation and strain

rate sensitivities. These results are consistent with past studies published in the

literature [57,287].

5.3.3 Yield strength of irradiated W

Next we study the effect of irradiation on single crystal W with the results shown in

Sec. 5.3.2 as a baseline reference. Two types of studies can be envisaged: (i) a stan-

dard post-mortem test, where the material is irradiated in the absence of deforma-

tion, and then evaluated in a tensile test to study the effect of irradiation conditions

on yield stress, and (ii) a less common but important in situ test where irradiation

and deformation take place in unison, sharing temperature and crystal orientation.

These therefore represent sequential and concurrent irradiation/deformation scenar-

ios. First we study the former case, starting with standalone SCD simulations of

irradiation damage in undeformed W materials, followed by tensile tests of the type

carried out in the previous section.
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5.3.3.1 Standalone irradiation simulations

SCD simulations were carried out mimicking self-ion irradiation experiments in single

crystal W specimens [176]. The irradiations consisted of 18-MeV W6` ions with a

dose rate of 4.3ˆ 10´5 dpa s´1 at temperatures of 300, 373, and 573 K. The primary

knock-off atom (PKA) probability distribution function obtained from SRIM [424]

using best practices [335] is shown in Figure 5.4. Dislocations are the only defect

sinks considered with a density equal to ρ0. We track the evolution of vacancy and

self-interstitial atom (SIA) clusters as a function of dose and temperature. A cluster

is defined as containing three or more point defects. Other details pertaining to

the simulations are given in refs. [171, 404]. Additionally, the simulations comprise

a 14-hour annealing down to 300 K of the configurations obtained after 0.2, 1.0,

and 5.0 dpa. This is consistent with post mortem tests where the irradiated speci-

mens undergo a cooling period to room temperature after irradiation. We will use

these annealed defect distributions in the loading tests to be described in the next

subsection.

Defect clusters concentrations and sizes are shown in Figure 5.5 for all irradiation

temperatures as a function of dose. The values obtained after annealing the config-

urations irradiated to 0.2, 1.0, and 5.0 dpa are shown as isolated markers in each

plot. Selected data from the experiments by Hwang et al. [176] at 1073 K are also

provided for comparison.

Finally, we track the evolution of the inverse mean defect spacing 1{dirr –calculated

using eq. (5.1)– as a function of dose at all temperatures. The results are plotted

in Figure 5.6, clearly showing a steady increase with dose at all temperatures eval-

uated. This behavior is indicative of the potential for hardening of the irradiated
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microstructure, whose effect will be analyzed in more detail in the next subsection.

5.3.3.2 Tensile tests of irradiated W single crystals

Tensile tests of the irradiated systems were simulated using the CP model described

in Sec. 2.2. The effect of irradiation dose on the flow stress of [100] and [213] ori-

ented crystals is illustrated in Figure 5.7a. As the figure shows, the materials suffers

a considerable amount of hardening with dose, which results in large increases in the

yield strength of the material. The full dependence of σY with orientation, tempera-

ture, and dose (for a fixed strain rate of 10´4 s´1) is provided in Figure 5.8. By way

of comparison, the ideal tensile strength of [100] W crystals computed using elec-

tronic structure methods is in the 27„29-GPa range (attained at strains of 11„14

%) [146, 228], while the experimental tensile strength of high-purity W crystals at

low temperature (77 K) is on the order of 2„10 GPa (depending on loading orien-

tation) [15, 31, 45]. These values are marked in the figure in terms of color shaded

regions indicating the failure zone as defined by the ideal and experimental tensile

strength values. The variation of the irradiation-induced hardening ∆σY (defined as

the yield strength at a given dose relative to the yield strength of the unirradiated

material) with dose is given in Figure 5.7b. Square-root fits to the data are included

as dashed lines in the figure showing very good agreement with the numerical values.

Such behavior is consistent with a dispersed barrier hardening model [322,345], with

the square root dependence being provided by 1{dirr (see Fig. 5.6). The implications

of these results will be discussed further in Sec. 5.4.
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5.3.4 In-situ irradiation/straining tests

The final set of simulations involves cases of in situ irradiation/deformation tests.

These correspond to true coupled SCD/CP simulations as described in Sec. 5.2.1.

The irradiations are performed under the same parameters as in Sec. 5.3.3.1, while

the tensile tests are made to reach a total strain of 3%. With a strain rate of 10´4

s´1, this amounts to 300 s, which for a dose rate of 4.3ˆ10´5 dpa s´1 results in 0.013

dpa of total dose. Thus, due to the relatively short duration of the tensile test, the

accumulated in situ irradiation doses are low.

Similar to the results shown in Fig. 5.6, we first study the evolution with strain/dose

of the inverse average defect spacing 1{dirr. Contrary to the pre-irradiation tests,

however, dirr is intimately linked to the evolving crystal dislocation density, and,

as such, it displays a crystal orientation dependence. Figure 5.9a shows results at

600 K for several crystal directions as well as the reference case at 600 K from Fig.

5.6. The associated dislocation density evolution is shown in Figure 5.9b. The stark

differences between the in situ and post mortem data in Fig. 5.9a is due to the fact

that dislocations are strong defect sinks, and thus remove defects from the irradi-

ated volume as they evolve during deformation. Interestingly, the crystal orientation

dependence on 1{dirr is quite weak, suggesting that a critical absorption efficiency is

achieved even for slow-evolving dislocation density orientations.

Several representative stress-strain curves at 10´4 s´1 and 600 K are shown for

various crystal orientations in Figure 5.10. It can be seen that the level of extra

hardening is fairly limited due to the low doses accumulated and the extra defect

sink strength due to dislocation multiplication. Results showing the differential yield

strength (σY|in-situ ´ σY|unirr) are given in Figure 5.11. As expected from Fig. 5.10,
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the plots reveal only a marginal hardening increase in the in situ tests compared to

the unirradiated specimens.

5.4 Discussion

5.4.1 Utility of the coupled SCD/CP method

Since its designation as first-wall candidate material for fusion energy, the response

of tungsten to irradiation has attracted a great deal of attention [6,83,238]. Models

to simulate damage accumulation in the dpa range have been developed and/or

improved [34, 171, 185, 241, 250], including complex multispecies scenarios involving

He, H, and transmutation element cases [44,171,209,404]. For their part, CP models

of irradiated W have been developed to capture a number of different scenarios

[84,246,316,390]. However, these methods are generally constructed with some degree

of phenomenology and fitting parameters that must be adjusted with experimental

data. As well, work on coupling kinetic transport models of irradiation damage

accumulation with crystal deformation methods is much more scarce.

The contributions of this work to the existing literature lie in two main aspects.

First, the coupling strategy proposed here to link stochastic cluster dynamics with

the crystal plasticity model relies on a bidirectional update of state variables. SCD

evolves both the mean defect spacing and the resistance stress due to damage accumu-

lation in CP, while CP updates the dislocation density in response to SCD-furnished

information. The dislocation density is transferred back to SCD, providing a renewed

sink strength for defect cluster evolution. This approach is different from existing

implementations where the defect subpopulation follows a separate evolution law,
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which is typically linked to the plastic slip rates in CP [30, 285, 323]. The calcula-

tion of the mean defect separation dirr (in eq. (5.1)) is also original, and specifically

tailored to the stochastic nature of the SCD method.

Second, this implementation of the SCD and CP approaches enables a natural

way to carry out simultaneous (i.e., in situ) irradiation/deformation tests. While ac-

cumulated doses (even in ion-beam experiments) are small due to the relative short

duration of a standard tensile test, such simulations could be extremely useful to

study scenarios where the irradiation and deformation rates are comparable, e.g.,

during high-temperature creep tests at low stresses (see comments on the charac-

teristic time constants in Sec. 5.4.3 below). We leave these simulations to future

studies.

5.4.2 Physical findings

While the main purpose of this work is to focus on the development of a coupled

SCD/CP method, our demonstration calculations have resulted in several interest-

ing physical findings. Our simulations cover two aspects of irradiation in materials:

(i) post-mortem irradiation tensile tests and (ii) concurrent irradiation/deformation

situations. In the former case, our work involves SCD simulations of self-ion irradi-

ation replicating actual ion-beam experiments in W, and CP simulations of tensile

deformation after exposure to several different total doses.

Standalone SCD simulations reveal a marked temperature effect on defect accu-

mulation and cluster formation (Fig. 5.5), and have been partially validated against

the results by Hwang et al. [176], which adds confidence to the results. For their

part, the CP calculations display extremely elevated levels of irradiation harden-
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ing, 5„25 GPa, even after only 0.2 dpa of damage accumulation (see Figs. 5.7a

and 5.8). While this is not inconsistent with past experimental studies in both ion

and neutron irradiated single-crystal W, where levels in excess of 5 GPa have been

measured [17, 157, 169, 171, 416], these hardening values amply surpass the tensile

strength of W single crystals, likely leading to premature failure. It is now rec-

ognized that transmutation element precipitates (whether introduced by design as

alloy elements or generated chemically by nuclear transmutation) are responsible for

large fractions of the measured hardening, although existing studies suggest that

SIA loops can be as effective as these precipitates [176, 416]. Note that dislocations

are known to absorb some defects during plastic deformation –sometimes leading to

dislocation channeling and flow localization [20,30] (although not commonly seen in

W)– but this is not captured in these simulations and the material is assumed to

deform uniformly at all times. However, part of the hardening calculated from the

simulations could probably be discounted due to this mechanism. Finally, while we

have spent considerable effort accounting for non-Schmid effects in dislocation slip

in W [57, 287, 337], the present simulations have been run using standard Schmid

plasticity. Non-Schmid effects are known to reduce the computed yield stresses by

up to a factor of four [57,90].

For their part, simulations involving the concurrent irradiation and deformation

of tensile specimens reveal two interesting findings. The first is that strain hardening

is a powerful damage inhibitor. As deformation proceeds and the dislocation density

increases, the fraction of defects absorbed by dislocations grows commensurably. This

results in very limited levels of hardening at the end of the tests. While it is expected

that the defect absorption strength of dislocations would become saturated at some

dose level, the irradiation doses reached in our in situ simulations («0.013 dpa) are far
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too low for this effect to occur. The second effect, related to the first just described,

is that irradiation hardening in in situ irradiation/deformation simulations do not

display any appreciable crystal orientation dependence (Fig. 5.11). The evidence

for this is in Fig. 5.10, which show that modest hardening levels occur even for

crystal orientations for which dislocation multiplication is limited, suggesting that

the dislocation density threshold needed to absorb most of the defect population is

probably not very high.

5.4.3 Computational performance

There are several challenges associated with the coupling of the SCD and CP meth-

ods. First, CP requires a robust implicit solver to achieve self-consistent solutions.

That implies lack of knowledge of the duration of δt a priori during each iteration.

Second, SCD is intrinsically a stochastic method based on the residence time algo-

rithm, such as time steps throughout a simulation are an output in each iteration,

not an input parameter. Thus, coupling SCD and CP to run concurrent simulations

requires devising ways to keep both approaches synchronized during each iteration.

Our approach is to use a master-slave scheme, with the SCD compute cycle subor-

dinated to the iterative CP solver. With this, once convergence is attained during

the CP cycle, the SCD simulation is run until the accumulated time reaches the

converged CP time step. From a numerical point of view, this is justified also be-

cause the time constants that characterize CP and SCD simulations are such that

τSCD ! τCP, with τCP “ ε´1
0 and τSCD “ 1{maxi tRiu respectively (recall from Sec.

2.2 that, for species i, Ri “ s̃i `
ř

j k̃ijNj).

The extra computational overhead associated with the inner SCD loop in CP is
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illustrated in Figure 5.12a. The figure shows the required CPU time to run different

physical times in three different scenarios: CP only, SCD only, and coupled SCD/CP

(the aggregate of the CPU times of the isolated SCD and CP runs is also shown for

reference). The results show that the SCD simulations are about 15ˆ more costly

than CP calculations. They also show that the coupled methodology results in slower

simulations compared to the simple sum of SCD and CP runs. This convincingly

points to the need to synchronize and subordinate the SCD compute cycles to the

CP iterative scheme as the culprit behind the extra overhead incurred. The CPU

cost per crystal plasticity time step in the same three cases is shown in Figure 5.12b.

After an initial transient, the CPU cost reaches constant values in all instances, with

the coupled CP/SCD again displaying an extra overhead compared to CP-only and

SCD-CP cases.

The present approach provides results at the level of a material point, i.e., at

integration points in finite element (FE) calculations of spatial domains. Ultimately,

the coupled SCD/CP method will have to be integrated into nonlinear FE solvers

of boundary-valued problems that carry their own CPU overhead demands. For

that reason, it is important to understand and estimate the computational over-

heads associated with the proposed coupled methodology. We conclude by noting

the parallelization potential of the approach, which could be amenable to the imple-

mentation of suitable algorithms to accelerate the SCD calculations [248,249] as well

as the CP simulations [195,215].

5.5 Summary

We finalize the work with the following main conclusions:
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‚ We have developed a model linking a kinetic transport model of irradiation

damage accumulation (SCD) and crystal plasticity simulations (CP). The cou-

pling is bidirectional, with state variables from one method updating and in-

forming state variables of the other method and vice versa.

‚ The SCD method provides statistically averaged defect cluster spacing that

informs the dislocation density evolution model and resistance stresses in CP.

Updated dislocation densities are transferred back from CP to SCD for updat-

ing the defect sink concentration and strength.

‚ We have tested the coupled methodology both sequentially and concurrently,

simulating tensile tests of pre-irradiated W specimens and in situ irradia-

tion/deformation tests.

‚ Our results on pre-irradiated W tensile tests suggest multi GPa-level irradiation

hardening associated withă5 dpa irradiations with 18-MeV self-ions, consistent

with past modeling and experimental studies.

‚ In the in situ tests, dislocation multiplication acts as potent defect accumu-

lation inhibitor, leading to a weak crystal orientation dependence and modest

levels of defect hardening.
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(a) 300 K (b) 600 K

(c) 900 K (d) 1200 K

(e) Maximum

Schmid factor

Figure 5.1: (a)-(d) Orientation dependence of the different terms in eq. (5.7) at four

different temperatures. The function F 1 plotted shows the axial stress corresponding

to the most highly activated slip system for each orientation. The G ` H surface

delineates the stability space of the CP method. (e) Maximum Schmid factor for

each orientation in the stereographic triangle.
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(a) (b)

Figure 5.2: (a) σzz-εzz curves of unirradiated single-crystal W at different loading

directions for a strain rate of 10´3 s´1 at 600 K. (b) Temperature dependence of the

yield strength for three of the orientations in (a) at 10´3 s´1.
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(a) 10´4 s´1, 300 K
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(b) 10´4 s´1, 600 K
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(c) 10´4 s´1, 900 K

	200
	400
	600
	800
	1000
	1200
	1400
	1600
	1800
	2000

σ Y
	[M
Pa
]

001 101

111

(d) 10´3 s´1, 300 K
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(e) 10´3 s´1, 600 K
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(f) 10´3 s´1, 900 K
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(g) 10´2 s´1, 300 K
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(h) 10´2 s´1, 600 K
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(i) 10´2 s´1, 900 K

Figure 5.3: Yield stress of unirradiated W as a function of loading orientation at

strain rates of 10´4, 10´3, and 10´2 s´1, and temperatures of 300, 600, and 900 K.
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Figure 5.4: Normalized PKA distribution obtained from SRIM simulations of 18-

MeV W ions on W.
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(a) Concentration of vacancy clusters (b) Concentration of SIA clusters
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(c) Average size of vacancy clusters
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(d) Average size of SIA clusters

Figure 5.5: Evolution with dose and temperature of defect cluster concentrations

and average sizes. Clusters are defined as containing three or more point defects.

Separate markers indicate the results after annealing down to 300 K of the defect

distributions after 0.2, 1.0, and 5.0 dpa. Selected data from experiments are also

provided for comparison. The cluster sizes at 300 and 373 K are indistinguishable

from one another.
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Figure 5.6: Evolution with dose of the inverse average defect spacing dirr as obtained

using eq. (7.23).
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Figure 5.7: (a) σzz-εzz curves for unirradiated and irradiated (at the three doses: 0.2,

1.0, and 5.0 dpa) tungsten for [100] and [213]-oriented crystals for a strain rate of

10´3 s´1 at 600 K. (b) Variation of the magnitude of irradiation hardening ∆σY with

irradiation dose for the cases at 10´3 s´1. The dashed lines are visual guides based

on a square-root dependence of the hardening with dose. The shaded areas indicate

regions of the stress-strain space where the tensile strength would be surpassed (see

text).
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(a) dpa = 0.2, 300 K
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(b) dpa = 0.2, 373 K
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(c) dpa = 0.2, 573 K
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(d) dpa = 1.0, 300 K
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(e) dpa = 1.0, 373 K
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(f) dpa = 1.0, 573 K
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(g) dpa = 5.0, 300 K
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(h) dpa = 5.0, 373 K
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Figure 5.8: Yield stresses of pre-irradiated W samples as a function of irradiation

dose, irradiation temperature, and crystal orientation. All tests were performed at

300 K and ε0 “10´4 s´1.

111



(a) (b)

Figure 5.9: Evolution of microstructural parameters during in-situ irradia-

tion/deformation simulations for four crystal orientations deformed at 600 K and

10´4 s´1. (a) Inverse mean defect spacing 1{dirr, including a reference standalone

irradiation case at 600 K. (b) Total forest dislocation density, including comparison

with deformation-only tests.
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Figure 5.10: σzz-εzz curves for in-situ irradiated tungsten for various crystal orien-

tations at a strain rate of 10´4 s´1 and 600 K.
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Figure 5.11: Differential yield stresses ∆σY “ σY|in-situ ´ σY|unirr at a strain rate

ε0 “ 10´4 s´1, and T “ 300, 600, and 900 K, respectively.
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(a) (b)

Figure 5.12: (a) Total wall-clock computational time vs. simulated time for coupled

CP-SCD, CP-only, and SCD-only simulations. (b) CPU cost of one converged crys-

tal plasticity time step under the three cases in (a). Error bars correspond to the

standard deviation from five independent tests.
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CHAPTER 6

A stochastic solver based on the residence time

algorithm for crystal plasticity models

6.1 Literature Review

Plastic deformation in single crystals can generally be construed as a process in

which slip on a set of well-defined crystallographic planes results in irreversible shape

changes in a material [23,87]. Through its various forms, the crystal plasticity method

(CP) has proven extremely successful in predicting crystalline materials deformation

thanks to (i) the existence of a robust mathematical theory [23, 151, 152, 313], (ii)

a strong connection between the physics of slip and the geometry of deformation

[14], and (iii) the development of accurate and efficient integration algorithms [?,

11, 156, 414]. While some challenges still remain, such as the indetermination of

the active slip systems under a prescribed set of conditions [19], or the distinction

between stored and geometrically-necessary dislocation density evolutions [18, 115],

suitable approximations exist that are generally valid and give accurate results in

most applications.

However, the standard implementation in CP models of crystallographic slip as

a linear combination of plastic shear on a finite set of slip systems assumes that
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these slip systems are independent of each other [81,114,197]. Such notion is gener-

ally grounded on an adiabatic interpretation of dislocation-mediated shear1, which

is often questionable and leads to an homogeneous plastic response even in cases

where valid localized deformation pathways exist [30, 115]. Such homogenization

is mathematically not problematic, as the underlying constitutive models intrinsi-

cally ensure stability in the solutions. However, it is often at odds physically with

the observed material response [190, 252, 410] in which symmetry in the evolution

of plastic slip can naturally break and lead to a non-homogeneous distribution of

plastic shear. Accounting for symmetry-breaking modalities in the slip response has

typically been done by adding external probabilistic descriptors of certain internal

variables [24, 110, 379, 408, 413]. Alternatively, stochasticity can be introduced in-

trinsically, via the integration algorithm itself, a practice widely used for integrating

differential equation systems [131,145,239,248]. As such, stochastic fluctuations are

an intrinsic part of the solution, not just an externally added variable. When suitably

adapted for CP models, such solvers could lead to fluctuations in plastic shear that

can numerically break the symmetry in slip systems with identical Schmid factors.

These fluctuations can also be regarded as reflecting the natural intrinsic variability

of certain internal variables, i.e., they can be justified as ‘physical’ in many cases.

The main objective of this chapter is to develop a stochastic solver based on

the residence time algorithm [48,189] for standard single crystal plasticity problems.

Under our approach, the mathematical formulation of the CP problem remains un-

changed, which makes the algorithm completely general and independent of the

1The process is adiabatic in the sense that, during a small time interval, slip in a given slip
system is assumed to evolve without being affected by slip in the remaining slip systems, i.e., the
time step is sufficiently short to justify a lack of interaction among the operative slip systems.
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constitutive framework and material model chosen. For proof of principle, here we

focus on single-point material cases with no associated boundary-value problem. The

chapter is organized as follows. First, in Sec. 6.2 we provide an essential review of

the theory and methods used here, including brief descriptions of the residence time

algorithm and crystal plasticity approach. In Sec. 6.3, we present results of CP

simulations of uniaxial deformation in single crystal tungsten using the proposed

stochastic algorithm under a variety of different scenarios. Section 6.4 contains a de-

tailed discussion of the main results as well as of the potential usage of the method.

We finalize with the summary.

6.2 Model Description

6.2.1 The residence time algorithm

The starting point is a (continuous) transition function Pijptq representing the prob-

ability that a random variable ξ1ptq describing the state of a continuous-time Markov

chain is Xj at time t having originated from an initial state Xi at time t “ 0, i.e.2:

Pijptq “ Pr pξ1ptq “ Xj| ξp0q “ Xiq

As such, all the piptq “
ř

j‰i Pijptq conform a vector p of probabilities of dimension

N equal to the total number of states accessible to the system. A square positive-

definite N ˆ N matrix Q “ tqiju satisfying
ř

j‰i qij “ ri (where ri is the exit rate

from state Xi) gives the transition rates connecting all states Xi with all states Xj

2We use the standard notation Prpξ1 “ Xq to denote the probability that a random variable
ξ assumes a particular value X. Prpξ1 “ X|ξ1 “ Y q represents the (conditional) probability of
finding the system in state X provided that it originated from state Y earlier in time.
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(qij “ 0 when i “ j). To preserve the Markovian structure of the process, all the

coefficients qij are considered to be time-invariant.

The continuous-time master equation associated with p and Q is [132,247,315]:

dpiptq

dt
“
ÿ

j‰i

rqjipjptq ´ qijpiptqs (6.1)

The Markov chain representing this process generates a sequence of state transitions

Xi Ñ Xj with probabilities Pij “ 0 (if i “ j) or Pij “ qij{ri (if i ‰ j). Time

reversibility of eq. (6.1) results in the detailed balance condition: qijpj “ qjipi (in

matrix form, QpT “ QTp), which allow us to express the above equation in matrix

form as:

9p “ pQ´Rqp (6.2)

where Rij “ riδij is a diagonal matrix (as a matter of notation, here summation is

explicitly indicated by the symbol ‘
ř

’ and the corresponding indices).

The residence time in state Xi, δti can be shown to follow an exponential distribu-

tion with mean 1{ri [145,362], which allows us to define a probability Pr pδti ą t|ξ1p0q “ Xiq “

ri expt´riδtiu from which to sample the residence time using a uniform random vari-

able ξ2: δti “ r´1
i logp1´ ξ2q.

Solving the master equation (6.1) (or (6.2)) fully characterizes the evolution of

the system in time. However, in most applications of interest the total number N

of states accessible to the system (dimension of the Markov space) is not known,

resulting in undetermined Q matrices and thus precluding the use of analytical or

deterministic methods to solve the master equation. In such cases, the problem is

characterized by a discrete Markov chain with infinite dimension, and approximate

methods must be used. When the following two conditions are met, discrete event
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methods can be used to solve the master equation: (i) the probability of each event

depends only on the state reached in the previous event (i.e., the system is defined

by a 1st order Markov process), and (ii) the system remains unchanged during a

transition between two states (i.e., the time spent during a transition is negligible

compared to the residence time).

This is where the utility of the residence-time algorithm (also known as the ki-

netic Monte Carlo (kMC) method) resides. In particular, in rejection-free kMC (also

known as ‘BKL’ after its original proponents [48]), once a transition between two

states n Ñ m is selected with the corresponding probability qnm{
ř

m qnm, it is ex-

ecuted and time is advanced by an amount equal to either 1{
ř

m qnm or obtained

by sampling a uniform random number χ P p0, 1s as δtn “ ´ logp1 ´ χq{
ř

m qnm.

In this fashion, the system evolves in discrete time increments as the state space

tXu is sampled, leading to a significant computational gain over standard Monte

Carlo methods. The reader is referred to recent reviews for more information on the

topic [82, 247].

6.2.2 Casting the crystal plasticity model as a stochastic process

The crystal plasticity formulation has been described in section 2.2. Here we intro-

duce the method of solving this formulation with stochastic process. The Markov

chain representing the process described by the master equation (6.1), (6.2) evolves

the system forward in time by following a sequence of transitions whose rates depend

solely on the initial and final states. As such, eq. (6.1) is akin to an explicit time

discretization of the crystal plasticity model, in which the properties of the system

at time t ` δt are obtained solely as a function of those at time t. With this, eq.
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(2.19) can be recast as:

9σ “ C :
´

9ε0 ´ 9H
P
¯

(6.3)

The constitutive framework for the explicit form of the model remains unchanged.

Additionally, the unknowns of the crystal plasticity problem remain the same. How-

ever, instead of solving iteratively for the ensemble of slip rates, the shear rates are

determined in a sequential manner. The evaluation at time t ` δt is based on the

calculation of the available glide stress ταRSS and the dislocation velocities at time

t [96, 205,412].

By analogy with (6.2), the above equation can be trivially written as a stochastic

equation:

9εE
“ 9ε0 ´ 9H

P
(6.4)

In essence, this equation yields the time rate of the probability of finding the system

under a given stress state. In the r.h.s. of the equation, 9ε0 can be regarded as an

external source term that is independent of the current stress state, while 9H
P

acts

as a stress absorber through conversion to plastic deformation. From eqs. (2.21) and

(6.3), eq. (6.4) can be expanded to:

9εE
“ 9ε0 ´

ÿ

α

ραbαvα psα b nαq (6.5)

While this equation is not strictly a master equation, i.e., one of the type 9p “ Q1p,

as in eq. (6.2), a set of event rates can be extracted from eq. (6.5) that govern the

evolution of the elastic strain in time. The total rate to ‘exit’ a given stress state

defined by a total elastic strain εE at time tn can be written as:

rn “
N
ÿ

α“1

qnα ` q0 (6.6)
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with q0 “
ř

i

ř

j p 9ε0qij, qα “ ραbαvα, and N is the number of independent slip

systems.

In rejection-free kMC, the next event to be executed is selected as the kth process

that satisfies:

qnk´1 ă ξ1r
n
ă qnk (6.7)

where k “ 0, . . . , N . If the event selected corresponds to the rate q0, further sampling

is carried out among the different nonzero components of 9ε0 to determine which

deformation to impose. The total time is then advanced as:

tn`1
“ tn ` δtn (6.8)

δtn “ ´
log ξ2

rn
(6.9)

where ξ1 and ξ2 are uniform random numbers in p0, 1s. Once an event is executed,

the elastic strain is updated and, with it, the stress state. From the new stress

state, resolved shear stresses are calculated, from which in turn plastic slip rates and

dislocation densities are updated, thus closing the cycle.

A schematic diagram showing the sampling of event rates and the total rate is

given in Figure 6.1. A complete algorithm suitable for solving eq. (6.5) based on the

above procedure is provided next.

6.2.3 A residence-time algorithm for elasto-viscoplastic CP problems

The crystal is defined by its dislocation density content, ρα, in each of its N slip

systems α and the grain size dg. Deformation conditions are given by the applied

strain rate (tensor) 9ε0, the temperature T and the loading orientation o (generally

aligned with a given crystal axis corresponding to the z direction). Thus our simu-
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0th 1st............. kth .... N th

γ̇α

r

Figure 6.1: Sampling array of event rates in the SCP algorithm. The total rate

r is partitioned between the prescribed applied strain rate 9ε0 and the total plastic

distortion HP. In turn, HP is composed of N independent shear rates γα. As such,

there are always N ` 1 different possible event rates to sample from, contained in an

array whose index k runs from 0 to N . Note that, in general, the value of each shear

rate γα may be different to the rest of the shear rates during each time step. The

dashed section refers to the possibility of using null events, discussed in Sec. 6.4.1.

lations are carried out with only one nonzero component of the imposed strain rate

tensor, such that q0 ” pε0qzz. The algorithm proceeds as a standard crystal plasticity

algorithm until the calculation of the slip rates is completed. The stochastic part of

the algorithm that serves as integrator is captured in lines 30 to 32.

For comparison, the equivalent deterministic (explicit) algorithm is given in al-

gorithm 3 in Appendix E.

6.2.4 Physical bounds on problem time scale

Figure 6.2 shows the raw time step distributions sampled from three independent

SCP runs at three different strain rates for [100] loading at 500 K. The averages

of the distributions are 4500, 517, and 52 s for 9ε0 “ 10´4, 10´3, and 10´2 s´1,
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respectively. These results illustrate the absolute time scales that emanate from the

direct sampling of eq. (6.5). Strictly speaking, the time increments shown in the

figure represent the maximum time steps compatible with the rate equation being

solved. However, one may use an arbitrarily smaller set of δt without sacrificing the

numerical validity of the method, which may be advantageous when, e.g., there are

other constraints on the time scales of the problem besides purely numerical ones.

Indeed, such is the case here, where deformation tests performed at quasistatic strain

rates (10´5 „ 10´2 s´1) result in total strains that are almost always ă 1, and which

are thus reached in much shorter times than those indicated in Fig. 6.2 .

fr
eq
u
en
cy

101 102 103 104 105

δt [s]

10−4

10−3

10−2

Figure 6.2: Time step distributions sampled from eq. (6.6) for crystal plasticity

simulations at 500 K under r100s loading at three different strain rates of 10´4, 10´3,

and 10´2 s´1. The averages of the distributions are 4500, 517, and 52 s, respectively.

All three histograms are given in arbitrary units
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One way of establishing meaningful boundaries for δt may be by considering

the physical validity range of the present algorithm, which is set by the condition
´

ταRSS´τ
α
h

σP

¯

ă 1 (from eq. (2.22)), i.e.:

ταRSS ă ταh ` σP (6.10)

Taking time increments, the above expression becomes (σP is constant):

dταRSS

dt
ă
dταh
dt

(6.11)

Implicit in this relation there is a time step condition that must be satisfied such that

the time scale of the problem is reflective of the physical processes that participate

in the evolution of the deformation of the material. As shown in Alg. 1, ταRSS displays

a linear dependence on δt, while τh scales as Opδt1{2q (through its dependence on

the term
b

ř

β ρ
β, β “ 1 . . . N). As such, one can rewrite the above inequality

generically as:
d pC1δtq

dt
ă
d
`

C2δt
1{2
˘

dt

which results in the condition:

C1 ă
C2

2δt1{2

or

δt ă

ˆ

C2

2C1

˙2

(6.12)

where C1 and C2 are constants representing, respectively, the (elastic) stress rate,

C1 « E p 9ε0 ´ 9γpq and the forest hardening rate C2 « µ
a

9γp, where 9γp is again a

generic plastic shear rate, i.e.:

δt ă

«

µ
a

9γp

E p 9ε0 ´ 9γpq

ff2

(6.13)
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where E “
9κµ

3κ`µ
is the Young’s modulus. For simplicity, it is assumed that the

shear rates are well captured by the term ρ0bv, where v is a temperature dependent

dislocation velocity, set by eq. (2.22). With this, the above expression becomes:

δt ă

„

µ
?
ρ0bv

E p 9ε0 ´ ρ0bvq

2

“

´ µ

E

¯2 ρ0bv

p 9ε0 ´ ρ0bvq
2 “ δt˚ (6.14)

This expression is fundamentally equivalent to that derived by Van der Giessen et

al. [360] using a slightly different constitutive model. In the present model, for the

300-to-1000-K temperature range, v varies between 10´7 and 10´3 m¨s´1. By way of

example, using material constants from Table 6.1, this results in critical time steps

δt˚ between 0.05 to 100 s when 9ε0 “ 10´3 s´1.

As such, the physical time scale symbolized by δt˚ and the results from Fig.

6.2 (defined by the value 1{rn) must be reconciled. While there are rigorous ways to

connect both (discussed in Sec. 6.4), here we adopt the practical approach of defining

a normalization factor ∆ε˚ ! 1, which is used to scale eq. (6.9):

δtn “ ´ log ξ2

ˆ

∆ε˚

rn

˙

The impact of the choice of ∆ε˚ will be evaluated in the next section.

6.3 Results

6.3.1 Verification of algorithm capabilities

In this section, we verify that the stochastic solver in Alg. 1 is capable of reproducing

the results of deterministic CP calculations under generic loading and temperature

conditions. We first consider uniaxial loading along the r001s crystal orientation at

500 K and 10´3 s´1. r001s loading results in eight active slip systems each with
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Table 6.1: Values for the material parameters employed in this work.

Property Symbol Value Unit

Burgers vector’s modulus b
?

3{2 a0

Lattice parameter a0 3.16 Å

Bulk modulus κ 310 GPa

Shear modulus µ 160 GPa

Young’s modulus E 409 GPa

Peierls stress σP 2.0 GPa

Initial dislocation density ρ0 8.3ˆ 1012 m´2

a Schmid factor of 0.409 and four inactive ones. As such, it is representative of

multi-slip conditions conducive to latent hardening. In this work we consider single

crystal deformation only, i.e., 1{dg « 0. Values for the material parameters used in

the calculations are given in Table 6.1.

6.3.1.1 Stress-strain response

Figure 6.3 shows stress-strain curves for several ∆ε˚. The shaded area represents the

reference deterministic result (forward Euler method with dt “ 0.1 s) for comparison.

A prescribed strain rate of p 9ε0qzz ” 9ε0 “ 10´3 s´1 was used. As the figure shows,

the value of ∆ε˚ determines the magnitude of the stochastic oscillations, but not its

steady state value, which is seen to consistently reproduce the deterministic solution.

In particular, the hardening modulus – assumed to remain constant during plastic

flow – is seen to be virtually identical in all cases, 0.96 GPa, irrespective of the value

of ∆ε˚. The average yield strength, σ̄Y, obtained from all the different ∆ε˚ cases
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Figure 6.3: Stress-strain response at 500 K under [001] axial loading. The shaded area

represents the reference deterministic result (forward Euler method with dt “ 0.1 s).

Results for several ∆ε˚ inside the stability range are given for comparison.

is seen to slightly exceed the deterministic value, 1.9 vs. 1.8 GPa, respectively. The

standard deviation of σ̄Y scales linearly with ∆ε˚, with a proportionality constant

on the order of the Young’s modulus E. This is consistent with having elastic strain

increments that may ‘overshoot’ the true (deterministic) yield stress, which is then

immediately followed by a plastic event.

6.3.1.2 Dislocation densities and fluxes

Figure 6.4 shows the evolution of the total dislocation density with strain correspond-

ing to the cases shown in Fig. 6.3. The values shown in the curves are normalized to

the initial dislocation density value ρ0 (cf. Table 6.1). The dislocation density is seen
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to evolve in bursts of a magnitude commensurate with the value of ∆ε˚. Although a

small drift at high strains can be appreciated for the two cases with the largest scal-

ing factor, the steady state value of ρtot is in excellent agreement with the solution

furnished by the deterministic solver.
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Figure 6.4: Total dislocation density evolution as a function of axial strain at 500

K under [001] loading. The shaded area represents the reference deterministic result

(forward Euler method with dt “ 0.1 s). Results for several ∆ε˚ inside the stability

range are given for comparison.

ρtot is an integrated measure of the overall performance of the algorithm during

plastic deformation. However, it is also of interest to look at the evolution at the

level of the slip systems. Figure 6.5 shows results for the average shear rates under

[001] axial loading at 500 K, defined as:

9̄γ “
1

Nact

Nact
ÿ

α

9γα
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where Nact ă N is the number of slip systems with nonzero Schmid factor (8 out of

12, all with an identical Schmid factor of 0.409 under these conditions). The average

shear plastic rates shown in the figure are normalized to 9ε0. The error bars shown

represent the standard deviation associated with the stochastic sampling. As in Figs.

6.3 and 6.4, the deterministic solution is shown in the background as a shaded area.

Clearly, the values associated with larger ∆ε˚ show much larger average plastic shear

rates and more pronounced deviations from the mean value.

6.3.1.3 Exploring the parametric space

For generalization purposes, next we apply the method changing the three external

variables in the simulations, i.e., temperature, strain rate, and loading orientation.

Figure 6.6 shows a set of stress-strain curves at temperatures ranging from 300 to

800 K at 9ε0 “ 10´2 s´1 under [001] loading. All curves are for ∆ε˚ “ 5.0ˆ10´5. The

temperature dependence of the yield strength (obtained as the 0.2%-offset stress) is

given in the inset to the figure.

Figure 6.7 shows the stress-strain response of the system as a function of 9ε0 at

500 K under [001] loading. All curves are for ∆ε˚ “ 5.0ˆ 10´5. The inset shows the

strain-rate sensitivity (SRS) of the yield strength (obtained as in Fig. 6.6), including

the SRS exponent m from the fit σY “ C 9εm0 . The fit (dashed line in the inset) yields

values of C “ 2.83 GPa and m “ 0.059.

Finally, we explore several different loading orientations with T “ 500 K, 9ε0 “

10´2 s´1, and ∆ε˚ “ 5.0 ˆ 10´5. Figure 6.8 shows stress-strain curves for several

loading directions in the standard triangle, shown on the right. The deterministic

solutions for each case are shown as black dashed lines.
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Figure 6.5: Evolution of the normalized shear slip rate with plastic strain for several

values of ∆ε˚ at 500 K under axial loading along the [001] direction. Results are

given as averages and standard deviations for all active systems under these loading

conditions (8 out of 12, all with an identical Schmid factor of 0.4091). The shaded

area in the background corresponds to the reference deterministic result (forward

Euler method with dt “ 0.1 s).
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Figure 6.6: Axial stress-strain curves as a function of temperature under 9ε0 “ 10´2

s´1 and [001] loading. All curves are for ∆ε˚ “ 5.0 ˆ 10´5. The inset gives the

temperature dependence of the yield stress (0.2%-strain offset stress).

6.3.2 Natural evolution of slip under heterogeneous conditions

The above subsections unequivocally show that the stochastic crystal plasticity (SCP)

algorithm is capable of solving the same mathematical problem as standard crystal

plasticity. However, as indicated in the introduction, this is not the main point of

SCP. Stochasticity represents an intrinsic numerical element that can promote plas-

tic shear heterogeneously across different slip systems, i.e., SCP can capture natural

fluctuations in the underlying plastic rates without the need for ad-hoc probabilistic

treatments.

To showcase this feature of the model, here we study again uniaxial tests at 500

K, 10´2 s´1, and several orientations using the SCP method sampling one single
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Figure 6.7: Axial stress-strain curves as a function of strain rate at 500 K and [001]

loading. All curves are for ∆ε˚ “ 5.0ˆ10´5. The inset gives the strain rate sensitivity

(SRS) of the yield stress (0.2%-strain offset stress). The SRS exponent is m “ 0.059.

slip event per time step. Our curves are compared to results obtained using the CP

explicit solver by Kuchnicki et al. [205], which is also designed to induce asymmetric

plastic flow by using a sequential cycle that prioritizes slip in systems with the highest

excess stress (i.e., what the quantity ∆τα used in eq. (2.22) represents here).

To demonstrate slip anisotropy, we take the [101] direction as representative of

multislip conditions (four slip systems with a Schmid factor of 0.408 and eight inactive

slip systems) to compare the deterministic approach by Kuchnicki et al. and the SCP

method. In Figure 6.10 we plot the plastic shear rates in all 12 slip systems for the

r101s loading case shown in Fig. 6.9. As shown, the plastic slip that leads to the

stress-strain curves for the [101] loading orientation in Fig. 6.9 is carried by a single

slip system (α “ 7 in Table A.1) in the SCP case, and by two of them (α “ 6, 9) in the

132



0 1 2 3

εzz [%]

0

1

2

3

4

5

6

7
σ
zz

[G
P
a]

[001]

[213]

[117]

[111]

[101]

001 101

111

213

117
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[001] loading and 10´2 s´1. All curves are for ∆ε˚ “ 5.0ˆ 10´5. The corresponding

deterministic solutions are provided as black dashed lines. The loading directions

are marked in the stereographic triangle for reference.

deterministic case. We have confirmed that in each SCP simulation the probability

that any one of the four active slip systems is activated is indeed the same (25%).

6.3.3 Computational performance

In general terms, the efficiency of the residence time algorithm is tied to the event

search encoded in eq. (6.7). When the dimension, n, of the sampling array is large,

binary searches with a Oplogpnqq nominal overhead are more efficient than simple

Opnq linear searches. However, this is not a factor in the present calculations, where,

at most, n “ N ` 2 with N “ 12. Instead, the computational overhead may be

defined as the CPU time invested in advancing a CP simulation by some amount of
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by Kuchnicki et al. [205] (discontinuous lines with like colors). The SCP curves are

for ∆ε˚ “ 5.0ˆ 10´5.

strain. Figure 6.11a shows the CPU cost per 1% strain3 for the implementation of

Alg. 1 on a 1.4GHz Intel Core i5 processor tested as a function of ∆ε˚ for a number

of SCP simulations at 500 K under [101] loading at 10´3 s´1. As the figure clearly

shows, an inverse correlation between the CPU time and ∆ε˚ is found. For the

results shown in the figure, tCPU “ 3.43 ˆ 10´5x´0.97 [s per 1% strain]. This is not

unexpected, since, as we showed above, there is a direct equivalence between ∆ε˚

3It should be noted that, while the CPU cost of the SCP method in the elastic and plastic
regions is virtually identical, this is not the case for a deterministic integrator, where the initial
buildup in elastic strain is practically instantaneous compared to the plastic flow region.
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Figure 6.10: Normalized plastic shear rates as a function of plastic strain for

symmetry-breaking slip evolution modes of the SCP algorithm and an explicit de-

terministic model [205].

and the effective time step used in the simulations. Using such correlations can be

helpful in estimating the a priori CPU overhead of a SCP simulation.

For its part, Figure 6.11b gives the same metric as a function of applied strain

rate for a fixed value of ∆ε˚ “ 10´4. A sharp drop is observed between 9ε0 “ 10´3

and 10´2 s´1, although this is likely to be somewhat dependent on the value of ∆ε˚

chosen in each case.

6.4 Discussion

In essence, the present method provides a new approach for time integration of

crystal plasticity models. The solver itself is the well-known residence time algorithm,

which relies on stochastic sampling of a set of transition rates that determine the
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Figure 6.11: Computational cost of SCP simulations at 500 K under [101] loading. (a)
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data is shown as a dashed line, represented by the expression tCPU “ 3.43ˆ10´5x´0.97.

(b) CPU time per 1% strain for ∆ε˚ “ 10´4 as a function of strain rate. In both

cases, the error bars correspond to the variability of the results from 10 independent

runs.

evolution of the system through a sequence of states with the correct probability.

KMC methods require concurrent sampling of all event rates, and thus the method

is suited for explicit time discretizations of the crystal plasticity equations (when 9ε0

and the different 9γα are strictly independent of one another). However, this is more

a technicality in the definition than a limitation in the computational sense, as the

SCP approach is not constrained by the same stability considerations of standard

(deterministic) methods.

The discrete nature of the method naturally leads to oscillations in the plastic

response of the system. It is worth emphasizing that, while numerical in origin, these
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oscillations are physical and can be ultimately linked to the discreteness of dislocation

slip at the lattice level, by way of integer Burgers vector amounts. The magnitude

of the oscillations is encoded in a parameter ∆ε˚, which here is user-defined under

certain physical restrictions (Sec. 6.2.4). A way to quantitatively interpret these

oscillations may be by considering ∆ε˚ to scale with the ratio b{L, where b and L are

the Burgers vector’s modulus and a generic specimen’s dimension, respectively. In

bulk materials, this ratio becomes extremely small, leading to smooth stress-strain

responses as shown in Figs. 6.3 and 6.7, while for higher values of ∆ε˚, a highly

oscillatory behavior is seen, in accordance with what is seen in small-scale specimens

such as free-standing nano-pillars or cantilever nano-beams [101,172,183,407].

This, and other features of the model, including several potential advantages over

standard explicit CP approaches, are further elaborated on below.

6.4.1 Physical time scale defined through ∆ε˚

In Sec. 6.2.4, a parameter ∆ε˚ is introduced to restrict the time steps that would

naturally emanate from eq. (6.6), graphically represented in Fig. 6.2. However, a

formal connection between ∆ε˚ and δt˚, in eq. (6.14), was not established at the

time.

A rigorous way to demonstrate this connection can be by adding an extra rate

to rn in eq. (6.6) to extend the exit rate of the system with an event that does not

alter its state at a given time. This ‘null’ event process, which has been applied

successfully in the context of parallel kMC algorithms [248,249], is characterized by

a rate rnull that can be used at will to ‘slow’ down the evolution of the system while
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preserving the correct kinetics. Mathematically:

1

rn ` rnull

ă δt˚ (6.15)

which leads to the condition: rnull ą
1
δt˚
´ rn. The pictorial representation of rnull is

shown in Fig. 6.1 as an extra entry (dashed gray line) in the array. It is trivial to

show that the relationship among ∆ε˚, rn, and rnull is:

∆ε˚ “
rn

rn ` rnull

or, alternatively, ∆ε˚{rn ă δt˚, i.e., ∆ε˚, rnull, and δt˚ can be thought of as being

interchangeable parameters. In any case, these relationships show that one can

rigorously connect the mathematical representation of the system’s kinetics to the

physical time evolution under deformation.

6.4.2 Potential advantages of the present method over deterministic in-

tegrators

6.4.2.1 Asymmetry in slip rates with identical orientation

It is well known that from a purely geometric point view, there is a redundancy in

establishing the number of active slip systems that contribute to deformation under

highly-symmetric loading conditions. Mathematically, this problem of slip indetermi-

nacy is intrinsically found in rate-independent CP formulations, and can be partially

addressed by, e.g., imposing additional constraints on the internal variables or the

stress space of the system [18,117,270]. While the non-uniqueness of the solution is

no longer an issue in viscoplastic (rate-dependent) crystal plasticity models, the plas-

tic response still displays symmetries in slip that are not observed in real materials’

deformation [103,116,359].
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The SCP model presented here offers the potential to introduce variability in the

solution in a natural way, thus intrinsically enabling the possibility for non-symmetric

activation of slip systems according to just the Schmid criterion. This symmetry-

breaking capability emanates directly from the solver, i.e., without the need to add

it externally, which means that it can lead to inhomogeneous plastic deformation

naturally. This inhomogeneity emerges from the inherent stochastic treatment of

the plastic shear rates, and thus may be seen as having a direct correlation to real

deformation situations.

From a thermodynamic standpoint, several works have established a link between

the heterogeneity of plastic deformation and the system’s entropy production based

on maximum-dissipation criteria [35, 415]. Indeed, stochastic approaches have the

potential to access an increased number of states. While beyond the scope of the

present work, it would be of interest to augment the current model by introduc-

ing quantitative metrics of entropy production directly connected to the stochastic

variability and the symmetry-breaking features of the SCP model.

6.4.2.2 Numerical stability and computational cost

While the computational overhead of the SCP method has been assessed in Sec. 6.3.3

and Fig. 6.11, any meaningful discussion of the CPU cost of the SCP method must

necessarily involve a comparison with a standard explicit (forward Euler) integrator

for CP problems in equivalent conditions. Figure 6.12 shows the computational cost

(in seconds per 1% strain) of a reference crystal plasticity problem ([101] loading

direction at 9ε0 “ 10´3 s´1) as a function of temperature simulated both with the

SCP model using several values of ∆ε˚ and a standard deterministic CP model based

139



on a forward Euler integrator. The numbers associated with each data point of the

deterministic calculations (in blue) indicate the maximum dt attainable to maintain

numerical stability4.

There are several remarkable features that emerge from the analysis presented in

the figure. We start by noting that the SCP method is intrinsically stable under all

conditions, a virtue of the residence-time algorithm, while the numerical stability of

the deterministic solver is highly dependent on temperature and strain rate. Second,

the CPU cost of the stochastic algorithm is practically independent of temperature.

Third, and most important for the purposes of this discussion, the deterministic

solver’s numerical stability requires increasingly smaller time steps (labeled as ‘δtmax’

in the figure) as the temperature increases. For this reason, at 600 K we see a sharp

upturn in the CPU cost, which drives its computational overhead far above that of

the SCP model. The fact that the algorithm samples one event per time step helps

stabilize the numerical solution and allows for longer time steps at high temperature

compared to a standard forward Euler approach. While it is common practice to

add modifications to the Euler method to improve its stability [360,411], we consider

this a very attractive potential advantage of SCP over standard explicit solvers.

We close Section 6.4.2 reiterating the potential advantages of SCP over deter-

ministic (both explicit and implicit) approaches. One obvious advantage of using

our method at all temperatures (including room temperature and below) is the

added benefit of capturing plastic fluctuations naturally. Thus, in cases where those

are of interest (cf. Section 6.4.2.1), our approach is useful from a physical point

of view. Numerically, at low temperatures our method is consistent with the be-

4Here stability is guaranteed by limiting the deviation of the solution using a given time step
compared to the solution using dt “ 10´5 s to no more than 10%.
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havior of kinetic Monte Carlo models versus deterministic solvers in other fields

of physics [219, 334, 367]. Rather than being attributable to stochastic solvers be-

ing slow, the advantages of deterministic solvers have to do more with their ability

to be stable using large time steps. In general, the consensus is that for simple

models (with low physical complexity) deterministic models will always outperform

stochastic ones. However, as the physical model (so-called ‘material model’ in crystal

plasticity) grows in complexity, stochastic solvers become relatively more efficient.

Note that such complexity may be introduced also via the external conditions, as

is the case in this work, when thermally activated mechanisms become dominant at

higher temperatures.

6.5 Summary

We conclude this chapter with a list of our most important findings:

‚ We have developed a stochastic solver for crystal plasticity models based on

the residence-time algorithm. The method strictly works for explicit prob-

lems, when the total strain rate and the individual plastic shear rates can be

considered independent from one another.

‚ The SCP model is intrinsically numerically stable without the need of any extra

procedures. Changes in the values of the external variables manifest themselves

in terms of the magnitude of the oscillations of the solution, not on its stability.

‚ The SCP model naturally breaks the symmetry of plastic slip by sampling

among the active plastic shear rates with the correct probability. This can lead

to phenomena such as plastic localization without needing to add any ad hoc
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treatments to the model.

‚ All variables kept the same, the computational overhead of the SCP method

scales inversely with ∆ε˚ (as „ 1{∆ε˚) and 9ε0. The CPU cost is insensitive to

temperature for the crystal plasticity model employed here.

‚ For a fixed prescribed total strain rate and loading direction, the SCP model

becomes more efficient than a standard forward Euler approach at T ą 600 K.

It is expected that similar transitions exist for other crystal orientations and

strain rates.
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Algorithm 1 Residence-time algorithm for crystal plasticity models

1: Initialize: 9ε0, T , TOL, maxiter, N , tTOT, t “ 0, tραu “ ρ0, qp0, . . . , Nq

2: while (t ă tTOT) do

3: Calculate: stress (tensor) increment ∆σ “ C : ∆εE

4: Update: stress tensor σ “ σ `∆σ

5: Initialize: q0 “ 9ε0

6: Get: random numbers ξ1, ξ2 P p0, 1s

7: for α “ 1, N do

8: Calculate: modulus: b “ }bα}

9: Get: slip direction sα “ b´1bα, plane normal nα

10: Calculate: resolved shear stress ταRSS “ s
α ¨ σ ¨ nα

11: Initialize: rt “ 9ε0

12: for β “ 1, N do

13: Calculate: forest dislocation density ραf “ ραf ` ρ
β|sβ ¨ nα|.

14: Calculate: forest dislocation hardening gα “ gα ` ξαβρ
β|sβ ¨ nα|

15: end for

16: Get: dislocation hardening ταh “ µb
?
gα ` ξααρα

17: Calculate: λα “
´

a

ραf `
1
dg

¯´1

18: Calculate velocity:

19: if ppλα ´ w ą 0q and pταRSS ´ τ
α
h ą 0qq then

20: vα0 “ sgnpταRSSqν0
h
b
pλα ´ wq

21: vα “ vα0 exp
!

´∆H0

kT

´

1´
ˇ

ˇ

ˇ

ταRSS´τ
α
h

σP

ˇ

ˇ

ˇ

p¯q)

22: else

23: vα “ 0

24: end if
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Algorithm 1 (continued)

25: Calculate: qα “ ραbvα

26: Calculate: rt “ rt ` qα

27: end for

28: Calculate: δt “ ´ log ξ2
rt

29: Update: t “ t` δt

30: Select: event k such that qk ă ξ1rt ă qk`1, k “ 0, . . . , N

31: Initialize: ∆εP “ ∆εtot “ 0

32: if
´

ξ1 ă
q0
rt

¯

then

33: Calculate: ∆εtot “ 9ε0δt

34: Update: εtot “ εtot `∆εtot

35: else

36: for α “ 1, N do

37: Update: dislocation density ρα “ ρα ` |qα|
λα
p1´ 2bλαραq δt

b

38: Calculate: ∆εP “ ∆εP ` qα ps
α b nαq δt

39: end for

40: end if

41: Calculate: ∆εE “ ∆εtot ´∆εP

42: end while
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Figure 6.12: Computational overhead of a reference crystal plasticity simulation
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stability.
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CHAPTER 7

Physics-based model of irradiation creep for

ferritic materials under DEMO first-wall

operation conditions

7.1 Literature Review

Irradiation creep is a very important factor in structural materials evolution in nu-

clear reactors [4,112,374]. In light-water reactors, both stainless steels and zirconium

alloys are known to exhibit substantial irradiation creep under conditions where ther-

mal creep is generally negligible [4, 112, 120, 134, 256, 264, 271, 306]. Irradiation ef-

fectively removes the strong temperature dependence of diffusional and power-law

creep, providing defects in large amounts that activate creep mechanisms without

the need for thermal assistance. As such, irradiation creep may be considered one

more associated effect of irradiation damage [279, 373], rather than an accelerated

version of thermal creep.

Much like its thermal counterpart at high temperatures and moderate stresses,

steady state irradiation creep is mediated by coupled dislocation climb/glide pro-

cesses at stresses below the elastic limit. The complexity associated with irradi-

ated microstructures makes it difficult to isolate the governing mechanisms with
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certainty, but it is believed that a variety of processes play a role during creep,

all of whom are directly or indirectly associated with the preferential absorption of

self-interstitial atoms (SIA) and SIA clusters by dislocations relative to that of vacan-

cies. Among these are the mechanism known as stress induced preferential absorption

(SIPA), preferential absorption glide (PAG), or stress-induced preferential nucleation

(SIPN) [374,387]. While, these mechanisms are somewhat arbitrary in that they ap-

portion different degrees of importance to dislocation climb and glide processes, they

are all united by their common origin based on the biased absorption of SIA defects

over vacancies. This bias is directly attributable to elastic forces between long-ranged

dislocation elastic fields and large local distortion (high dielastic interaction) around

SIA defects (including the re-orientation of SIA clusters under SIPN) [89, 94]. Low

dose-rate (and total dose) and low neutron energy irradiation generally permits the

separation of the contributions due to these mechanisms in terms of a linear (ad-

ditive) creep law. However, fusion energy brings a new paradigm by introducing

doses and neutron energies several orders of magnitude larger than in conventional

reactors. Under such conditions, such a a priori decomposition of creep mechanisms

may not be sufficient or adequate.

Unfortunately, neutron energies of 14 MeV and doses in the tens of dpa (displace-

ments per atom) are beyond the reach of existing reactors and irradiation facilities at

present. Consequently, direct creep studies under fusion conditions are not currently

attainable. Our lack of a fusion neutron source for advanced materials testing has

been partially addressed by recurring to fast neutron flux testing reactors [67, 304].

Indeed, early studies of irradiation creep in fusion energy candidate materials were

carried out in fast neutron flux conditions over the period between the 1970s and 80s.

A principal finding in these experiments was the confirmation of a direct correlation
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between swelling and creep [102, 133, 174, 258, 385], a conclusion that solidified the

viewpoint that both irradiation creep and swelling can be seen as different manifes-

tations of the same microscopic processes that govern dislocation glide and climb

in irradiated materials [374, 385]. Subsequent experiments in FFTF and BOR-60

carried out from the early 90s into the 2000s were partially aimed to understand-

ing the effects on materials of fusion reactor-like conditions [135,200,351], including

the effect of He and H on irradiation creep. A primary goal in these studies was

to quantify the creep compliance, B0, and creep-swelling coupling, D, coefficients

in low-activation ferritic/martensitic steels to characterize a generalized steady-state

creep law of the type εirr “ Bφ ` DS, where φ is the irradiation dose and S is the

amount of swelling.

While data-fitted correlations can be useful tools for reactor design, however,

phenomenological models based on empirically-calibrated formulations often fail to

provide a physical understanding of the main irradiation creep mechanisms. However,

despite this and the large volume of experimental literature devoted to it, irradia-

tion creep has been comparatively much less studied using physics-based modeling.

To address this, starting in the 1980s several efforts were directed to develop mod-

els primarily based on a mean-field approach, including more recent ones coupling

irradiation damage models to a crystal plasticity description of material deforma-

tion [251,285,355,380,388]. While these approaches have enabled the self-consistent

consideration of mechanical and chemical driving forces controlling climb, creep, and

swelling, no irradiation creep modeling studies yet exist for fusion reactor conditions.

An added motivation to pursue such studies is also the lack of suitable fusion

neutron irradiation facilities mentioned above. Physics-based models can help bridge

the gap existing between current fast neutron test reactors, heavy-ion irradiation
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facilities and fusion conditions, thus helping researchers understand irradiation creep

in fusion materials at a conceptual and mechanistic level. Indeed, we believe that

an important aspect of such models must be a ‘first-principles’ definition of creep

mechanisms, i.e., where creep correlations are not assumed a priori but derived

from fundamental physical principles instead. This is the main objective of the

present paper, where a stochastic defect transport method based on the mean-field

approximation is integrated into a crystal plasticity model that includes slip and creep

as fundamental plastic processes in an irradiated microstructure setting. Our study

pertains to pure Fe as the basis for low-activation ferritic steels although without

consideration of H or He effects at the moment. The paper is organized as follows.

In Section 7.2 we provide a detailed description of the physical theory behind our

models. The model and material parameters are all given in Section 7.3. Section 7.4

contains all the results of this work, including irradiation creep under a wide range of

conditions. In Section 7.5, an extensive discussion of the simulation results is given,

followed by our most important conclusions in Section 7.6.

7.2 Model Description

In this study, we again use the coupled CP/SCD model to simulate the whole ir-

radiation/deformation processes. Although there are already much demonstrations

on CP, SCD and the coupling scheme of the two in Chapter 2 and 5, the whole CP

formulation needs to be upgraded with edge dislocation climb associated motions

and correspondingly the variables exchanged between SCD and CP are also different

from those in section 5.2. In this chapter, we first introduce the renewed CP/SCD

model that captures dislocation climb-mediated creep, and then apply it to simula-
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tions of irradiation creep under representative fusion (DEMO) operation conditions

in Fe-based first walls.

7.2.1 Crystal plasticity model

7.2.1.1 Kinematics

For a deformable body occupying a volume Ω0 bounded by a surface BΩ0, a one-to-

one mapping x pX, tq is assumed to exist between the position of material points in

their reference position X and their current position x. The deformation gradient

of this mapping, F “ Bx{BX is typically decomposed multiplicatively into plastic

and elastic contributions, F P and F E as [211]:

F “ F EF P
“ I `∇b u (7.1)

where u is the displacement vector. The rate of change of F can be written as:

9F “
B 9x

BX
“
B 9x

Bx

Bx

BX
“ LF (7.2)

where L is the velocity gradient. L additively decomposes into:

L “ 9F
E
F E´1

` F E
´

9F
P
F P´1

¯

F E´1
“ LE

`LP (7.3)

where LE and LP are the elastic and plastic velocity gradients, respectively. In the

small deformation limit (linearized kinematics), the total strain, εt “ ∇bu, can be

defined as:

∇b u “HE
`HP (7.4)

where HE and HP are the elastic and plastic distortions, i.e., LE
“ 9H

E
and

LP
“ 9H

P
. The present model captures contributions to plastic deformation from
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dislocation slip and climb as:

9H
P
“

ÿ

α

“

9εαslip ` 9εαclimb

‰

(7.5)

9εαslip “ 9γα psα b nαq (7.6)

9εαclimb “ 9βα psα b sαq (7.7)

9γα denotes the plastic slip rate of slip system α, sα and nα represent the correspond-

ing slip and plane normal directions expressed in the original frame of reference,

and psα b nαq is the Schmid tensor. For its part, 9βα represents the climb rate and

psα b sαq is the climb projection tensor [140, 254, 405]. All sums with the α index

are assumed to run up to the total number of slip systems in the material, Nα.

For cubic crystals one can define a fourth-order symmetric tensor C defined by just

three independent elastic constants E, µ, and ν (respectively, the Young’s modulus,

the shear modulus, and the Poisson ratio). Further, under linear elastic assumptions,

the Cauchy stress can be expressed as a function of the elastic strain as:

σ “ C : HE
“ C : εE (7.8)

Assuming an instantaneous elastic response, the rate form of eq. (7.8) is:

9σ “ C : 9εE (7.9)

where εE is the symmetric part of HE,

Creep conditions are generally prescribed by imposing a constant stress tensor

σ0 uniformly in Ω0. From eqs. (7.3) and (7.9), this results in the trivial condition:

L “ 9H
P

i.e.,

εt “ S : σ0 `H
P (7.10)
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where S “ C´1 is the compliance tensor.

7.2.1.2 Flow rule

The present CP model separates the total dislocation density into screw and edge

dislocation contributions1. The shear rates 9γα in eq. (7.6) are computed according

to Orowan’s equation:

9γα “ bα pραs v
α
s ` ρ

α
e v

α
e q (7.11)

where bα is the Burger’s vector modulus, ραs and ραe are the screw and edge dislocation

densities in slip system α, and vαs and vαe are the corresponding dislocation veloc-

ities. Here, we consider bcc metals with only 1{2x111y-type dislocations, i.e., there

is only one Burgers vector with b “ a0

?
3{2, where a0 the lattice parameter. Screw

dislocation glide is assumed to be thermally activated according to the following

expression [57,337]:

vαs “

$

’

’

&

’

’

%

ν0h pλ
α ´ wq

b
exp

ˆ

´
∆H0

kT

„

1´

ˆ

∆τα

σP

˙pq˙

, λα ą w

0, λα ď w

(7.12)

where ν0, h, λα, w, and ∆H0 are, respectively, the attempt frequency, the distance

between Peierls valleys in the bcc lattice, the mean dislocation segment length for

slip system α, the kink-pair width, and the kink-pair formation energy. σP is the

Peierls stress. Ordinarily, slip due to edge dislocation glide is governed by a viscous

law described by a linear dependence on stress.

vαe “
b∆τα

Γ
, ∆τα ą 0 (7.13)

1Or, more precisely, into pure screw and non-screw dislocation subpopulations.
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where Γ is a temperature-dependent viscosity constant.

In equations (7.12) and (7.13), ∆τα is the excess stress, obtained as the difference

between the resolved shear stress (RSS) and the slip resistance, gα, i.e., ∆τα “

ταRSS ´ g
α. The RSS is obtained from the Cauchy stress as:

ταRSS “ σ : psα b nαq (7.14)

which is also known as the Schmid stress2, while gα includes all athermal sources of

stress opposing dislocation motion.

For its part, 9βα in eq. (7.7) is due solely to edge dislocation climb:

9βα “ bαραe v
α
climb (7.15)

When climb is operational, however, eq. (7.13) must be modified to account for the

possibility of climb-assisted obstacle bypassing even when ταRSS is smaller than the

resistance stress gα. In such situations, edge dislocations may glide unimpeded from

obstacle to obstacle but then must climb over them in order to continue their motion.

This process is characterized by an effective glide velocity v̄αe , derived in F (eq. (F.4)):

v̄αe “
bταRSS pλ

α ` 2∆obsq v
α
climb

Γvαclimb pλ
α
` 2∆obsq ` bτ

α
RSS∆obs

where ∆obs is a characteristic obstacle size. In this work, the climb velocity, vαclimb,

depends on the defect absorption rates during irradiation. The rest of the parameters

are defined in Sec. 7.2.2.

With both glide options available –direct glide or climb-assisted glide–, edge

2Although present in bcc materials [57,95,286], here we ignore non-Schmid effects.
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dislocations move at a velocity given by:

vαe “

$

’

&

’

%

b∆τα

Γ
, ∆τα ą 0

v̄αe , ∆τα ď 0

(7.16)

7.2.1.3 Dislocation density evolution model

In general, a minimal model of crystal deformation by glide and climb requires

four types of dislocation densities: positive/negative edge dislocations, and posi-

tive/negative screw dislocations for each slip system [19]. For simplicity, in this work

the net polarity of the total dislocation density is ignored, so the densities of pos-

itive and negative dislocations of edge and screw type are considered to be always

balanced (i.e., ρ´e,s “ ρ`e,s “ 1{2 ρe,s). After, Yuan et al. [405], we use the following

evolution equation for ρs:

9ραs “
2ραe
λα
|vαe | ´

b pραs q
2

4
|vαs | (7.17)

where λα is the available dislocation segment length, which is generally expressed as:

1

λα
“

1

dg
`

1

dirr

`

b

ραf (7.18)

where dg is the grain size and ραf is the forest dislocation density, which is obtained

for each slip system α from contributions from all other systems κ [19]

ραf “ 2
ÿ

κ‰α

pρκe |n
α
¨ psκ ˆ nκ|q ` ρκs |n

α
¨ sκ|q (7.19)

The first term in eq. (7.17) reflects the formation of screw dislocation dipoles when

edge dislocations curve around obstacles separated by a distance λα during plastic

flow. By contrast, the second term is quadratic in ραs reflecting dislocation removal
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due to mutual annihilation of canceling segments. For its part, ρe increases owing to

the formation of curved segments around dislocation obstacles that merge into the

network before closing into Orowan loops (known as areal glide model [196,297]). As

in eq. (7.20), edge dislocations are removed due to the canceling of opposite-Burgers

vector segments via glide (same glide plane) and/or climb (different glide plane):

9ραe “

?
ραe

λαb
|vαe | ´ pρ

α
e q

2 b p|vαe | ` |v
α
climb|q (7.20)

In both equations, the edge dislocation velocity is defined as vαe “ b∆τα{Γ when

∆τα ą 0. Under irradiation, the absorption of prismatic loops by dislocations results

in direct dislocation density increases due to the formation of helical turns (by screw

dislocations) or multiply-jogged segments in edge dislocations. As discussed by Was

[374], this is the main mechanism behind preferred absorption glide (PAG) [237],

which in reality is another manifestation of SIPA, but with a direct impact on glide

rather than climb. This source term will be discussed and added to the dislocation

density evolution equations in Section 7.2.2.1.

To close the model, an expression for gα must be provided. In the present case,

we consider forest hardening, ταh , and irradiation hardening, τirr, i.e.:

gα “ ταh ` τirr

with:

ταh “ µb

g

f

f

e2

˜

ÿ

κ‰α

ξακ ρκ ` ξααρα

¸

(7.21)

τirr “
µb

dirr

(7.22)

The first term inside the square root on the r.h.s. in eq. (7.21) represents the amount

of latent hardening, while the second one reflects the amount of self-hardening. ξαβ
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are the elements of the hardening coefficient matrix, ξ [57, 118, 119], whose values,

as well as the glide systems considered in the work, are given in Tables B.1 and A.1.

Here we focus on single crystals, when the term 1{dg vanishes. The calculation of

dirr will be discussed in Section 7.2.2.1.

7.2.2 CP/SCD coupling

We still use the SCD method to simulate the microstructure evolution procedure.

The coupling between the SCD and CP approaches is bidirectional, with information

in terms of state variable updates being passed from one to the other and both

advancing in lockstep. This section discusses the details of the coupling in both

directions.

7.2.2.1 SCDÑCP

During the course of a SCD simulation step, the variables r̄, used in eq. (7.16), dirr,

in eqs. (7.18) and (7.22), and vαclimb, in eqs. (7.15), (7.16), and (7.20) are computed

(updated) and passed to the CP module. The mean obstacle spacing dirr is computed

assuming a dispersed-barrier hardening model for irradiation defect clusters [204,391,

401]:

1

dirr

“
ÿ

i

ηi

c

N im
i ri
Ω

(7.23)

where N im
i is the subset of immobile species among all Ni, ηi is a dimensionless

coefficient representing the strength of dislocation-defects interactions, and ri is the

size of the defects (assumed to be represented by the radius of disc-like SIA clusters

or spheres for vacancy clusters, precipitates, and gas bubbles). Determinations about

the mobility of the defects are made on the basis of the defects’ nature and size. Only
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vacancy clusters with less than three vacancies and SIA clusters with less than 10

self-interstitials are considered mobile. For the coefficients ηi we simply use 0.2 for

SIA clusters and loops and 0.6 for vacancy clusters and voids [176]. The characteristic

defect cluster size r̄ is obtained as the weighted average size of the immobile species:

r̄ “

ř

iN
im
i ri

ř

iN
im
i

(7.24)

In an irradiation setting, climb is mediated by point defect production and mi-

gration to dislocations. Vacancies and self-interstitial atoms have opposite effects on

climb and thus it is the excess point defect concentration absorbed at dislocations

that determines the direction and rate of climb. Here, we make the assumption

that point defects are uniformly absorbed along edge dislocation lines. With this,

the climb velocity is linked to the number of point defects absorbed by the total

dislocation network per unit time, 9Nabs, as:

vαclimb “

˜

9Nabs

b ρtot

¸

ˆ

Ωa

Ω

˙ˆ

ραe
ρtot

˙

(7.25)

where Ωa is the atomic volume. The first term in parentheses in the above equation

represents the excess defect concentration absorbed per unit dislocation length, the

second gives the number of lattice sites in the simulation volume, and the third is the

fraction of defect absorptions assigned to each slip system. During a time interval

δt, 9Nabs is approximated by

9Nabs «
δNabs

δt
“
Nabspt` δtq ´Nabsptq

δt
(7.26)

In actuality, Nabs represents the net imbalance between defects of self-interstitial and

of vacancy type (in that order). The absorption rate for a defect cluster Ni of SIA

or vacancy character designated by the superindex x (x=‘V’, ‘SIA’) is:

9Nx
abs “

ÿ

i

SxdD
x
iN

x
i “ ρe

ÿ

i

Zx
dD

x
iN

x
i (7.27)
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where ρe “
ř

β ρ
β
e . As indicated in Sec. 2.1.3, the sink strength is characterized by a

bias factor Zx
d that reflects the higher propensity of dislocations to absorb interstitials

compared to vacancies. These factors can be modified to capture SIPA (see Sec. 7.1)

by introducing a stress dependence that reflects this preferential absorption. While

a number of different models of SIPA exist [51, 311, 382–384, 387], here we use the

compact expression proposed by Kuramoto for bcc Fe based on matching elasticity

theory with atomistic results [207]:

ZSIA
d pσ0q “ ZSIA

0

`

1` 1.6ˆ 10´3 Tr pσ0q
˘

(7.28)

where the stress is expressed in MPa. By contrast, the value of ZV
d is kept unchanged.

In this work, only mono-, di-, and tri-interstitial and vacancy clusters contribute to

climb. As indicated in Section 7.2.1.3, when mobile clusters with more than three

defects (I4 and above) are absorbed directly into dislocation lines, the dislocation

network experiences a net length density increase in a time interval δt quantified by

the term:

δρ`irr
e “ δρ`irr

s “
1

2Ω

ÿ

j

2πrabsj (7.29)

where

rj “

c

njΩa

πb

and nj is the number of SIA atoms forming part of the absorbed cluster (e.g., n “ 4,

for a I4 cluster). The sum in eq. (7.29) runs over all SIA clusters, Nj, with n ą 3

absorbed in a time interval δt. With this, during irradiation, eqs. (7.17) and (7.20)

become:

9ραs “

„

9ρ`irr
s

Nα

`
2ραe
λα
|vαe |



´
b pραs q

2

4
|vαs | (7.30)

9ραe “

„

9ρ`irr
e

Nα

`

?
ραe

λαb
|vαe |



´ b pραe q
2
p|vαe | ` |v

α
climb|q (7.31)
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where 9ρ`irr
s,e “ δρ`irr

s,e {δt. By the definition given in the above equations, the climb

velocity and the dislocation evolution model are directly connected to the applied

stress and to irradiation defect production.

7.2.2.2 CPÑSCD

After the crystal plasticity update, the total dislocation density is calculated as:

ρtot “ 2
ÿ

α

pραe ` ρ
α
s q

which is then transferred to SCD as the updated sink strength for defect absorp-

tion, Sd ” ρtot. In this fashion, defect production, dislocation multiplication and

hardening are all linked during the course of a simulation iteration. The numerical

algorithm employed to integrate the time evolution of the state variables HP, εt,

and the set of tNiu for the coupled CP-SCD model is provided in G.

7.2.3 Mathematical definition of swelling and creep strain

Swelling and creep are nothing more than hydrostatic and deviatoric manifestations

of the total plastic strain tensor HP. Each of these is expressed as:

HP
“HP

hyd `H
P
dev (7.32)
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where

HP
hyd “

¨

˚

˚

˚

˝

TrpHPq
3

0 0

0
TrpHPq

3
0

0 0
TrpHPq

3

˛

‹

‹

‹

‚

(7.33)

HP
dev “

¨

˚

˚

˚

˝

HP
xx ´

TrpHPq
3

HP
xy HP

xz

HP
yx HP

yy ´
TrpHPq

3
HP
yz

HP
zx HP

zx HP
zz ´

TrpHPq
3

˛

‹

‹

‹

‚

(7.34)

where Tr
`

HP
˘

“ HP
kk (Einstein notation used). Swelling and creep are taken as

scalar invariants of the above tensors, the volumetric strain θ for swelling, and the

von Mises effective strain εeff for creep. Both of the metrics correspond to inelastic

deformations, i.e., irreversible changes in the volume and shape of the material.

In the general case of finite deformations, the volumetric strain is obtained as:

θ “
`

1`HP
xx

˘ `

1`HP
yy

˘ `

1`HP
zz

˘

´ 1 “ det
`

F P
˘

(7.35)

However, in the small deformation limit, θ is directly equal to Tr
`

HP
˘

“ HP
xx `

HP
yy ` HP

zz, from which the amount of swelling can be obtained. For its part, the

effective strain is obtained as [92].

εeff “

c

2

3
HP

dev : HP
dev (7.36)

Note that εeff may generally contain contributions from pure dislocation slip as well

as creep. The distinction made here is that creep is the umbrella term used to refer

to inelastic deformation at stresses below the corresponding yield stress, regardless

of its source.

In the foregoing we use the variables S ” θ and εcr ” εeff as defined above to refer

to the amount of swelling and creep, respectively.
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7.3 Model inputs and material parameters

In this work, we study irradiation creep in Fe under neutron irradiation conditions

representative of a DEMO helium-cooled pebble bed first wall (FW) as described

by Gilbert et al. [143]. The equivalent NRT dose rate is 2.91 ˆ 10´7 dpa/s. Neu-

tron damage cross section databases are used to extract the primary knock-on atom

(PKA) energy distribution in Fe from the corresponding neutron energy spectrum at

the FW. In the current example, recoils are introduced at a rate of rPKA “ 4.33ˆ1014

s´1 cm´3 with energies EPKA sampled from the cumulative PKA distribution func-

tion (cpdf) provided in Fig. 7.1. This cpdf is characterized by a mean PKA energy

of 20 keV [144]. Following Malerba [234], each PKA generates a number of Frenkel

pairs established by the correlation:

NFP “ η
0.8EPKA

2Eth

(7.37)

where NFP is an integer number, η is a defect survival efficiency, and Eth « 40 eV is a

threshold displacement energy. η is seen to be a decreasing function of PKA energy,

Based on Malerba’s data compilation in ref. [234], we use the following correlation:

η “ 0.75 pexp p´0.3EPKAq ` 0.4q (7.38)

which sets η close to 100% for very low PKA energies, declining to a saturation value

of η « 30% above EPKA ą 5 keV. Note that the condition NFP ą 1 is not always

met upon sampling the cpdf, which results in no damage being inserted3.

For recoil impacts with NFP ą 2, defects are generated as determined by the

3However, time is advanced regardless of the value of NFP.
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corresponding clustering fractions for SIA and vacancies, respectively [234]:

fSIA
c “ 0.226` 0.0319EPKA

fV
c “ 0.011 ln pEPKAq ` 0.2

where EPKA is given in keV. The combination of the above equations defines the

source term g̃i in the system of eqs. (2.2). The rest of the parameters and material
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Figure 7.1: Cumulative PKA distributions for Fe under the DEMO hcpb FW con-

ditions, reproduced after [143].

constants used in this work are given in Tables 7.1 and 7.2.

7.4 Results

All simulations presented here have been done for single crystal Fe under [001] crys-

tallographic loading. Each case has been run up to 15 dpa, corresponding to 1.6
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Table 7.1: Material and simulation parameters employed in this work [239,267,342].

Fe material parameters: Symbol Value Units

Lattice parameter a0 2.9 [Å]

Atomic density ρa 2.0 ra´3
0 s

Atomic volume Ωa ρ´1
a [a30]

Magnitude of Burgers vector b
?

3{2 [a0]

Kink height h
b

3
2 [a0]

Kink pair separation w 11 [b]

Activation enthalpy at 0 K ∆H0 0.57 [eV]

Kocks-Ashby-Argon expo-

nents

p, q 0.67, 1.18 [-]

Peierls barrier σP 1.04 [GPa]

Shear modulus µ 78 [GPa]

Young’s modulus E 204 [GPa]

Poisson’s ratio ν 0.29 [-]

Attempt frequenct ν0 1011 [s´1]

Vacancy formation energy EV
f 1.7 [eV]

SIA formation energy ESIA
f 3.8 [eV]

Viscosity constant Γ 6.7ˆ 10´7T [Pa¨s]

Initial total dislocation den-

sity

ρ0 1014 rm´2s

Neutron dose rate 9φ 2.91ˆ 10´7 [dpa/s]
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Table 7.2: Migration energies (in eV) of vacancy and SIA clusters used in this work

[239]. Vacancy clusters larger than V3 are considered immobile.

n SIA defects Vacancy defects

1 0.25 0.60

2 0.36 0.66

3 0.14 0.66

4 0.15 –

ą4 0.06` 0.07n´1.3

years of DEMO operation. This amounts to about 50 million CP/SCD iterations,

taking about 10 full days of CPU time.

7.4.1 Creep and swelling of simulated neutron irradiated Fe

We first present the evolution of the accumulated creep and the creep rate as a

function of all the variables considered in this study. This constitutes our ‘raw’ data

from which all correlations will be extracted. We choose to plot the results as a

function of dose in Figures 7.2a to 7.2c for the creep strain and 7.2d to 7.2f for the

creep rates. The simulations cover four temperatures, 300, 450, 600, and 800 K, and

four stress points, 0, 100, 200, and 300 MPa. However, the behavior of the creep

strain and the creep rate at 800 K is virtually identical to that at 600 K and it

is not shown in the figures for compactness. The figures also show a shaded band

around each curve representing the standard deviation obtained from five statistically

independent runs for each condition. Likewise, the swelling and swelling rate as a

function of accumulated dose are shown in Figures 7.2g to 7.2i and 7.2j to 7.2l.
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In terms of the accumulated creep strain shown in Figs. 7.2a to 7.2c, a monotonically-

increasing dependence with dose is observed in all cases, well represented by a concave

function of dose. Here, stress has a noticeable effect on the curves at all temperatures

(this will be analyzed further below). After 15 dpa of irradiation, the creep strain

reaches values close to or exceeding 0.02 % at low temperatures (300 and 450 K), and

0.001 % at 600 and 800 K. A transition from what could be construed as primary

(transient) creep to secondary (steady-state) can be appreciated in all cases. The

dose at which this transition takes place varies with stress and temperature but it

takes place at doses no less than 3 dpa in all cases. This is best appreciated in the

creep rate curves, discussed next.

At 300 and 450 K (Figs. 7.2d to 7.2f), the creep rates at zero stress are seen to

follow a rapid drop from approximately 10´5 %/s upon the onset of irradiation to

10´6 %/s at 6 dpa, or at 3 dpa for the other stresses. After these dose levels, the creep

rates suffer a slow decline to values ranging from 10´8 %/s at 0 MPa to 10´7 %/s at

100, 200, and 300 MPa. At 600 and 800 K, the qualitative behavior displayed by the

creep rates is equivalent to that at lower temperatures, except that their calculated

values are reduced by roughly one order of magnitude. In all cases, there is a sharp

increase from 0 to 100 MPa, while a much more moderated dependence on stress is

seen afterwards.

Broadly speaking, the swelling levels and swelling rates calculated in Figs. 7.2g

to 7.2i and 7.2j to 7.2l qualitatively behave in a similar manner to their creep coun-

terparts, with similar rates although with a weaker stress response. Swelling levels

are very small, reaching less than 0.01 percent at the lowest temperatures and the

highest stresses after 15 dpa of neutron exposure. Unlike for creep, swelling rates

display no appreciable stress dependence, ranging between 10´8 to 10´7 %/s.
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7.4.2 Dependence of creep and swelling rates on stress

Plotting the steady-state 9εcr and 9S data as a function of stress leads to the graphs

given in Figure 7.3. We then fit each temperature data in Fig. 7.3a to a standard

power law of the type

9εcr “ Bσm (7.39)

and tabulate the results for the creep compliance B and the stress exponent m in

Table 7.3.

Table 7.3: Fitting coefficients for power law fits to the 9εeff-σ data in Fig. 7.3a. The

units of B are such that 9εcr is given in %/s when the stress is in MPa.

T [K] B [% s´1 MPa´m] m

300 3.02ˆ 10´8 0.20

450 1.74ˆ 10´8 0.18

600 6.1ˆ 10´9 0.13

800 5.12ˆ 10´9 0.17

B is only moderately temperature-dependent, as seen from the values in the

table (B varies by a factor of six in the 300 ă T ă 800 temperature interval). The

temperature dependence of B is adequately captured by an exponential expression,

BpT q “ B0 exp p´B1T q

with B0 “ 8.6 ˆ 10´8 [% s´1 MPa´m] and B1 “ 0.004 [K´1]. The data points and

the fit are shown in Figure 7.4.

For its part, the swelling rate is independent of stress and so swelling simply

accumulates linearly with dose or time. The rate of swelling is low, ranging from
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6ˆ10´4 %/dpa at 300 K, to 5ˆ10´5 %/dpa at 800 K. Consistent with swelling data

for pure Fe irradiated with fast neutron spectra [50], 9S decreases with temperature

as shown in Figure 7.4. This indicates that vacancy clusters remain unstable down

to 300 K, suggesting either that the peak swelling temperature for Fe is below room

temperature, which runs counter to most studies [37], or that the scatter in the data

is too large to identify a clear peak. For consistency with the creep rate temperature

dependence, we attempt an exponential fit to the data, 9S “ D0 exp p´D1T q, which

yields D0 “ 2.3 ˆ 10´7 [%/s] and D1 “ 0.004 [K´1]. It is interesting to note that

both B and 9S display the same exponential coefficient (B1 « D1). These constants

are inverse temperatures corresponding to a temperature value of 250 K.

At this point it is important to note that some amount of stress-independent

creep can be appreciated at all temperatures. Interestingly, the swelling rates, which

are all insensitive to stress, and the creep rates at 0 MPa, display a very consistent

relationship characterized by a temperature-independent constant ratio of approx-

imately 31 (shown in Table 7.4). This suggests the existence of a creep/swelling

coupling at zero stress, as indicated in many studies, defined mathematically simply

by:

9εcr “ G 9S

where G “ 31.4 is the coupling constant. We will return to this issue in Sec. 7.5.1.

7.4.3 Evolution of the microstructure during creep deformation

In the context of the present model, the evolution of the microstructure is defined

by two main effects: the accumulation of irradiation defect clusters in the material

and the growth of the dislocation density from interactions with defects. These are
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Table 7.4: Ratio of creep rates to swelling rates at zero stress in steady-state as

a function of temperature. A constant value between 31.4 and 31.6 is consistently

found for all temperatures.

T [K] 300 450 600 800

9εcr [% s´1] 1.18ˆ 10´8 7.51ˆ 10´9 2.78ˆ 10´9 2.63ˆ 10´9

9S [% s´1] 3.74ˆ 10´10 2.39ˆ 10´10 8.85ˆ 10´11 8.37ˆ 10´11

9εcr{ 9S 31.6 31.4 31.4 31.4

studied in depth next.

1. The first factor controlling microstructural evolution is the proliferation and

accumulation of defect clusters in the material under irradiation. The param-

eter that embodies such accumulation as an integrated quantity is the mean

obstacle spacing dirr (refer to eq. (7.23)). Figures 7.5a to 7.5c show the evolu-

tion of 1{dirr as a function of dose, stress, and temperature. Several trends can

be clearly identified in the figures. First, at 300 K, 1{dirr increases to values of

0.006 to 0.007 b´1 (i.e., 120 ă dirr ă 150b) between 0 and 300 MPa. At 450 K,

1{dirr only increases at 200 and 300 MPa, taking values of 0.001 and 0.006 b´1,

respectively, while it remains unchanged from its original value at low stresses.

Finally, at 600 K and above, the inverse obstacle spacing remains small, and

oscillates in an uncorrelated manner with neutron dose. This suggest a weak

accumulation of defect clusters in the material, i.e., a sink-dominated scenario

enabled by defect diffusion over defect reactions.

2. The network dislocation density evolves with irradiation dose in the manner

shown in Figures 7.6a to 7.6c, increasing almost linearly with dose at all tem-
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peratures and stresses. ρtot grows directly as a consequence of the PAG process,

and indirectly via dislocation-dislocation interactions through defect-induced

climb processes. The proportionality constant is quite large, resulting in total

dislocation density increases of up to three orders of magnitude larger than the

original dislocation density ρ0 at the highest temperatures. It is likely that the

only way the system can accommodate such a drastic increase in total disloca-

tion density is by creating dislocation substructures where dislocations group

in bundles. This is beyond the scope of this work, as the CP model does not

capture the formation of substructures at this point. For dislocation network

growth, temperature leads to a faster accumulation, while stress also has a

proportional effect.

In summary, irradiation creep results in appreciable accumulation of both defect

clusters and network dislocations as the dose increases. The validity and implications

of these results will be discussed below, in Sec. 7.5.

7.4.4 Irradiation defects controlling the evolution of the creep microstruc-

ture

It is well established that swelling and irradiation creep are due to the biased ab-

sorption of point defects at dislocations. In the present model, the ‘dislocation bias

model’ is assumed, i.e., SIA and SIA clusters undergo a preferential absorption at

dislocations, represented by eq. (7.28). Next we quantitatively analyze the evolution

of the excess defect absorption with dose as a function of temperature and stress.

The results are shown in Figure 7.7 for all four temperatures and stresses with Nabs

in terms of atomic percentages. We recall that, in accordance with eq. (7.27), Nabs is
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defined as the difference between SIAs and vacancies absorbed by the dislocations,

and –consequently– dictate the direction of climb. However, we note that the instan-

taneous evolution of Nabs is not smooth, and what is plotted are splines capturing

the overall evolution of otherwise highly-oscillatory data. These fluctuations result

in rapid bursts of the value of 9Nabs that goes in eq. (7.25), and, as such, a net ‘posi-

tive’ or ‘negative’4 Nabs cannot be interpreted as implying positive or negative climb,

respectively.

However, the overall values give an idea of the imbalance in point defect absorp-

tion in each case. At 300 K the net amount of absorbed point defects is clearly

positive for all stresses, indicating a stronger bias for SIA absorption and a ‘positive’

direction of climb. At 450 K, stress is needed to maintain the same sense of climb,

with 0 and 100 MPa giving slightly negative or negligible climb. At 600 and 800 K,

there is a weak net effect at all stresses, with all values being close to zero or very

small negatives.

7.5 Discussion

7.5.1 Creep and swelling correlations

Our final expression for the effective shear strain rate follows the expression:

9εcr “ B0 exp

ˆ

´
T

T0

˙

σm `G 9S (7.40)

with:

4Although arbitrary, we define positive climb as that contributing to positive swelling, i.e.,
volumetric expansion.
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B0

“

% s´1 MPa´0.20
‰

T0 [K] m G

8.6ˆ 10´8 250 0.20 31.5

Likewise, for the swelling rate:

9S “ D0 exp

ˆ

´
T

T0

˙

(7.41)

with:

D0

“

% s´1
‰

T0 [K]

2.3ˆ 10´7 250

Combining eqs. (7.40) and (7.41) results in:

9εcr “ exp

ˆ

´
T

T0

˙

pB0σ
m
`D0Gq (7.42)

Note that, strictly speaking, the correlations for creep and swelling can only be added

by tensorial operations, not scalarly. As such, care must be exercised when using eq.

(7.42). From a mechanistic point of view, creep is a volume-preserving irreversible

deformation mode that should in principle be inactive in the absence of stress. How-

ever, as is apparent from eqs. (7.7) and (7.15), climb induced deformation triggered

by irradiation can result in nonzero off-diagonal components of the strain tensor as

a consequence of the orientation-dependent differences in dislocation activity across

different slip systems. In other words, while the coupling constant G does not de-

pend on temperature, it is likely dependent on crystal orientation (we recall that the

present simulations have been done for [001] loading). In any case, it is clear that

the absorption of point defects under no stress leads to plastic deformation that is

partitioned between creep and swelling, with approximately a 31 times higher creep

rate than swelling rate.
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It is worth emphasizing that swelling and creep display an almost identical tem-

perature dependence, characterized by a common temperature decay constant of

250 K. As a point of reference, stage III (monovacancy migration) during isochronal

annealing has been estimated to occur at temperatures between 215 and 275 K in

Fe [122]. This might suggest that creep and swelling are modulated by stage III

kinetics, i.e., that steady state is achieved only once both vacancies and interstitials

(which become mobilized at much lower temperatures) are capable of diffusing.

In closing this subsection, we also note that one of the great interests of extracting

irradiation creep correlations is to determine the dependence with irradiation dose

rate. Here we focus only on fusion (DEMO) conditions and so this study represents

only one dose rate point. It is reasonable to believe that not only dose rate effects

must be considered, but also spectral effects due to 14-MeV fusion neutrons and the

associated transmutation rates, as such effects lead to time-dependent recoil energy

distributions [144].

7.5.2 Additional physical elements to be captured by the present model

The main two pieces of physics that are not currently captured by the model are

(i) dose rate effects, and (ii) He and H effects due to threshold reaction gas atoms

production in Fe. Other effects such as material chemistry changes due to trans-

mutation inventory evolution, or are considered to be second order effects as far as

irradiation creep is concerned.

Regarding point (i), data show that the creep strain rate is directly proportional

to neutron dose rate, as 9εcr9φ, where φ is the irradiation dose rate. With this, one
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could speculate that such dependence can be trivially added to our correlation, i.e.:

9εcrpT, φq “ B0 exp

ˆ

´
T

T0

˙

φnσm

where n “ 1. However, most of the experimental data point in the direction of

m “ 1 [12, 61, 62], whereas here we find a value of 0.2. This may suggest that the

dose rate dependence may be nonlinear as well, and so dose rate effects should be

explicitly studied with the model. In fact, nothing in principle precludes our model

from being used at a different dose rate, provided that the appropriate PKA damage

spectrum (in the form of a cpdf, Fig. 7.1) be supplied as well if needed. We, however,

leave this for future studies.

In terms of He/H effects, the main effect attributable to the accumulation of gas

atoms during irradiation/transmutation is the stabilization of small vacancy clus-

ters [47, 123, 158, 257, 310]. Such effect enhances the biasing of the point defect ab-

sorption rates by immobilizing vacancies and contributing to delayed or suppressed

recombination processes leading to enhanced creep and swelling, as shown in numer-

ous studies [12,206,277,350]. Indeed, the exceedingly low levels of swelling and creep

calculated in this study are a reflection of the fact that vacancies and SIAs undergo

delayed recombination at sinks due to their vast mobility difference. Such recombina-

tion processes are suppressed due to the trapping of vacancies by He atoms. Although

less abundant, similar observations have been made in studies of H-irradiated ferritic

materials [280,352].

As for dose rate effects, the combined CP-SCD model developed here is suited

to capture these effects, as the SCD module has been developed as a multispecies

cluster dynamics method that has been used in the past to study He-metal and

He-H-metal co-implantation [239–241, 404]. This is another aspect that would be
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interesting investigating in future studies.

7.5.3 Advantages and shortcomings of the present model

As mentioned in Sec. 7.1, the number of existing irradiation creep models for struc-

tural alloys is remarkably low. The present approach attempts to take advantage of

the existence of mature crystal plasticity formulations and irradiation damage evo-

lution models to link them in a self-consistent manner and gain insight into complex

microstructural processes leading to creep. However, our model incorporates some

advantageous features missing in other approaches:

1. The model takes into account the whole cluster dimensionality space, without

restricting it to just point defects or small clusters, or without employing group-

ing methods to reduce the damage species’ complexity. Among the added ben-

efits of such feature is the incorporation into the dislocation density evolution

models of a growth term ascribed to direct SIA cluster/loop absorption, eqs.

(7.30) and (7.31). This is not typically captured in other models [311,380,386],

and indeed is what allows net creep and swelling to take place even in high

temperature situations when the excess absorbed point defect concentration

becomes zero or slightly negative.

2. The prior point enables the present model to take into account full cascade

and neutron spectrum information. Damage is introduced directly by sampling

cascade databases obtained in molecular dynamics simulations, which include

point defects and their clusters as a function of PKA energy. Moreover, this

clusters display the correct diffusivity characteristics of vacancy and SIA-type

defects, including one-dimensional migration [173].
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3. The creep and swelling strain constitutive relations are obtained, not pre-

specified. Our model includes a flow rule purely based on dislocation-mediated

processes driven by the imposed stress. In fact, there is no a priori strain rate

prescribed for the material. The system responds to the prescribed stress (see

procedure in eqs. (7.1) to (7.10)) and the creep strain rate and swelling rate

are the outcome of the simulation process.

By contrast, our model does not take into account the formation of dislocation

cells [141, 380], which known to be an important aspect of the evolution of the mi-

crostructure. Neglecting this effect may have two immediate effects. One is the mod-

ification the defect mean free path, which changes from „ ρ
´1{2
tot to the characteristic

length scale of the dislocation cell microstructure. Such microstructural length scale

is generally larger than the mean dislocation spacing, which could ultimately lead to

enhanced recombination and/or larger cluster formation. The second one pertains

more to defect damage theory: the sink strength of dislocations is obtained assum-

ing a uniform dislocation density. The existence of subcells results in alterations in

the absorption characteristics of defects due to the spatially heterogeneous nature of

dislocations [128].

Finally, our approach does not capture loop alignment due to stress [129,298,382],

which could attribute to the non-linear correlation between creep rate and stress.

While we believe this is a second-order effect (in fact some irradiation studies report

no effective dislocation loop orientation during creep studies [12,155]), its true impact

on microstructural evolution for ferritic materials may merit additional attention via

modeling and experimentation.
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7.6 Summary

We finalize the chapter with our most important conclusions:

1. We have extended the coupled SCD/CP model for irradiation scenarios de-

scribed in ref. [401] to simulate irradiation creep in fusion energy conditions.

The model takes advantage of SCD features, including capturing the entire

cluster dimensionality space, and being suited for multi-species conditions.

Likewise, through CP, latent hardening and irradiation hardening are natu-

rally included in the simulations.

2. The SCD and CP modules are bidirectionally coupled by a transfer of variables

that produces (i) changes in the sink concentrations and strength for irradia-

tion defects, and (ii) changes in the density evolution and hardening terms for

dislocations.

3. The dislocation density evolution model accounts for the absorption of inter-

stitial loops (PAG) and the preferential absorption of SIA small clusters and

single SIAs (SIPA).

4. We have applied the creep model to single-crystal iron under first wall DEMO

conditions, up to a total dose of 15 dpa, during which both stage I and II creep

were observed. Our results qualitatively show monotonic increases in creep and

swelling strains with dose, a decreasing dependence with temperature, and a

relatively weak correlation with stress.

5. Neutron irradiation leads to a drastically linear increase in dislocation den-

sity, which is predominantly resulted from PAG processes. At present, the
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approach lacks a dislocation patterning model which may limit the dislocation

sink strength against unbounded dislocation density increases.

6. A coupling between swelling and creep is found at zero stress, with a coupling

constant of 31.

7. A principal result of our study are the creep and swelling rate correlations

provided in eqs. (7.41) and (7.42).
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Figure 7.2: Evolution of the accumulated creep (figs. (a) to (c)) and swelling (figs. (g)

to (i)) and their rates ((d) to (f)) and (j) to (l), respectively) with neutron dose at

different temperatures and stresses (from five statistically independent runs). The

results at 800 K (not shown) for all four variables are virtually the same as for 600

K.
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Figure 7.3: Averaged steady-state neutron irradiation (a) creep rate, and (b) swelling

rate, as function of stress and temperature through five separate runs. The dashed

lines with polygons in (a) are the fitted data from eq. (7.39).
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Figure 7.4: Temperature dependence of the creep compliance and the swelling rate.

Their respective exponential fits are also plotted.
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Figure 7.5: Evolution of inverse obstacle spacing with neutron dose at different

temperatures and stresses (from five statistically independent runs). The results at

800 K are virtually the same as for 600 K and are omitted for clarity
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Figure 7.6: Evolution of the total dislocation density with neutron dose at different

temperatures and stresses (from five statistically independent runs). The results at

800 K are virtually the same as for 600 K and are omitted for clarity
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Figure 7.7: Atomic fraction of net absorbed point defects according to eq. (7.27).

The plots are split into positive (clear) and negative (gray-shaded) regions.
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CHAPTER 8

Conclusions

We finalize the thesis with our most important conclusions:

1. We have developed the SR-SCD model and used it to simulate hydrogen trans-

port/accumulation in Zr-metal clad. This model accounts for a dynamic ox-

ide/metal interface motion due to the time-dependent growth of the oxide

scale. At the initial stage of corrosion, high concentrations of small hydride

nuclei form across the entire metal clad was observed, which could possibly

evolve into fine microstructure in the future stages.

2. We also used SR-SCD model to simulate a set of experiments involving se-

quences of ion-irradiations, hydrogen plasma exposure, and hydrogen thermal

desorption of tungsten material. A thorough analysis to the simulated TDS re-

sult reveals that the thermal desorption spectra are broadly composed of three

temperature regions: one below room temperature characterized by emissions

from dislocations and grain boundaries, and intermediate one characterized by

emissions from small overpressurized V-H clusters, and a high temperature one

governed by release from large underpressurized bubbles. The study also shows

that SAV formation mechanism significantly influences the hydrogen retention

during exposure of tungsten to H plasmas.
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3. We developed a coupled CP/SCD model by bidirectionally exchanging up-

dated states of certain variables. Our simulation result of post-mortem ten-

sile tests of tungsten material suggests multi GPa-level irradiation hardening

associated with ă5 dpa irradiations with 18-MeV self-ions for pre-irradiated

samples, which is however in contrast to in situ tensile test results that shows

weak irradiation hardening. This difference indicates that during irradiation,

dislocation multiplication acts as potent defect accumulation inhibitor.

4. We developed a stochastic solver for crystal plasticity models based on the

residence-time algorithm. This model strictly works for explicit problem and

intrinsically gains numerical stability without the need of any extra procedures.

By regarding and sampling plastic shear rates as reaction rates, the SCP model

naturally breaks the symmetry of plastic slip, which could be used to study

plastic localization phenomenon. Comparing to explicit deterministic CP al-

gorithm, SCP model becomes more efficient at T ą 600 K.

5. We decorated the coupled CP/SCD model, distinguishing edge and screw dis-

location motions, and applied the it to simulate irradiation creep/swelling be-

havior of single-crystal iron under first wall DEMO conditions. The model

accounts for previous theories such as absorption of interstitial loops (PAG)

and the preferential absorption of SIA small clusters and single SIAs (SIPA)

by dislocations. Our result finally provides new irradiation creep and swelling

rate correlations in eqs. (7.41) and (7.42).
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APPENDIX A

Slip systems in bcc crystals

Table A.1: Slip systems considered in this simulation [57]

α Reference system sα nα

1 r11̄1sp011q r11̄1s r011s

2 r1̄1̄1sp011q r1̄1̄1s r011s

3 r111sp01̄1q r111s r01̄1s

4 r1̄11sp01̄1q r1̄11s r01̄1s

5 r1̄11sp101q r1̄11s r101s

6 r1̄1̄1sp101q r1̄1̄1s r101s

7 r111sp1̄01q r111s r1̄01s

8 r11̄1sp1̄01q r11̄1s r1̄01s

9 r1̄11sp110q r1̄11s r110s

10 r1̄11̄sp110q r1̄11̄s r110s

11 r111sp1̄10q r111s r1̄10s

12 r111̄sp1̄10q r111̄s r1̄10s
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APPENDIX B

Latent hardening coefficients

Table B.1: Interaction coefficients ξαβ for the 12 slip systems listed in Table A.1.

The letter coding indicates ‘A’ : self; ‘CP’ coplanar; ‘CL’: collinear; ‘O’:orthogonal;

‘G’: glissile; ‘S’: sessile.

α 1 2 3 4 5 6 7 8 9 10 11 12

1 A

2 CP A

3 S S A

4 S S CP A

5 G O O CL A

6 O CL G O CP A

7 O G CL O S S A

8 CL O O G S S CP A

9 O G O CL CL O G O A

10 CL O G O O G O CL CP A

11 G O CL O G O CL O S S A

12 O CL O G O CL O G S S CP A

185



Table B.2: Values of ξαβ for latent hardening in bcc crystals [265]

Self Coplanar Collinear Orthogonal Glissile Sessile

0.009 0.009 0.72 0.05 0.09 0.06

186



APPENDIX C

Binding energies of vacancy and hydrogen-vacancy

clusters
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Table C.1: Binding energies of monomers to In and Vn clusters used in the simula-

tions. All data from ref. [32]. Values for Ef pI1q and Ef pV1q are 9.96 [340] and 3.23

eV, respectively [363].

Species Eb [eV]

I2 2.12

I3 3.02

I4 3.60

I5 3.98

I6 4.27

I7 5.39

n ą 7 Ef pI1q `
`

EbpI2q ´ E
f pI1q

˘

n2{3 ´ 1.71pn´ 1q2{3

V2 ´0.1

V3 0.04

V4 0.64

V5 0.72

V6 0.89

V7 0.72

V8 0.88

n ą 8 Ef pV1q `
`

EbpV2q ´ E
f pV1q

˘

n2{3 ´ 1.71pn´ 1q2{3
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Table C.2: (Left table) Binding energies of vacancy monomers from VmHn clusters

used in this work (from refs. [218, 276]). The binding energies are given in terms of

the H-to-V ratio of the cluster, x “ n{m, and include a value for the emission of

a vacancy and a different value for the emission of a hydrogen atom (indicated in

each case). (Right table) Binding energies of H monomers to SIA-hydrogen clusters

(values from ref. [218]).

Eb [eV]

x V1

1 1.6

2 2.1

3 2.4

4 3.9

5 4.4

6 5.8

7 7.0

8 8.2

9 9.8

10 11.2

11 13.65

12 15.88

13 18.30

14 20.92

15 23.73

Cluster type Eb
H [eV]

I1H1 0.67

I1H2 0.40

I1H3 0.22

I1H4 0.05

I2H1 0.57

I2H2 0.45

I2H3 0.22

I2H3 0.1

ImHn 0.013m4 ´ 0.44m2 `m

189



T
ab

le
C

.3
:

B
in

d
in

g
en

er
gi

es
of

h
y
d
ro

ge
n

m
on

om
er

s
fr

om
V
m

H
n

cl
u
st

er
s

u
se

d
in

th
is

w
or

k
(f

ro
m

re
f.

[1
66

])
.

T
h
e

b
in

d
in

g
en

er
gi

es
ar

e
gi

ve
n

in
te

rm
s

of
th

e
H

-t
o-

V
ra

ti
o

of
th

e
cl

u
st

er
,
x
“
n
{
m

,
an

d

th
e

cl
u
st

er
si

ze
,

n
u
m

b
er

of
va

ca
n
ci

es
m

.
A

n
em

p
ir

ic
al

re
la

ti
on

ap
p
ro

x
im

at
in

g
th

e
d
at

a
w

as
ob

ta
in

ed

u
si

n
g

sy
m

b
ol

ic
re

gr
es

si
on

[9
3]

:
E
b
“

1.
70

7
´

0
.5

0
7

m
3
`

0
.1

6
7
7
x

m
2
´

0.
16

99
x
´

8.
58
e´

4
x

3
´

1.
79

3e
´

3
m
x

2
.

E
b

[e
V

]

x
V

1
V

2
V

3
V

4
V

5
V

6
V

7
V

8
V

9
V

1
0

ă
1

1
.6

5
2
8
4

1
.6

4
6
3
8

1
.6

4
6
3
8

1
.6

4
6
3
8

1
.6

4
6
3
8

1
.6

4
6
3
8

1
.6

4
6
3
8

1
.6

4
6
3
8

1
1
.1

7
4
8
6

1
.4

1
0
6
2

1
.3

9
4
4
7

1
.5

2
3
6
6

1
.5

2
3
6
6

1
.5

2
3
6
6

1
.5

2
3
6
6

1
.5

2
3
6
6

1
.5

2
3
6
6

1
.5

2
3
6
6

2
1
.1

8
4
5
5

1
.3

7
1
8
6

1
.3

6
2
1
8

1
.3

8
4
7
8

1
.3

8
4
7
8

1
.3

8
4
7
8

1
.3

8
4
7
8

1
.3

8
4
7
8

1
.3

8
4
7
8

1
.3

8
4
7
8

3
1
.1

6
1
9
4

1
.2

9
1
1
2

1
.2

3
9
4
5

1
.2

1
0
3
8

1
.1

6
1
9
4

1
.1

6
1
9
4

0
.9

6
8
1
6
1

0
.9

6
8
1
6
1

0
.9

6
8
1
6
1

0
.9

6
8
1
6
1

4
1
.1

1
3
4
9

0
.9

3
9
0
9
5

0
.8

6
8
0
4
3

0
.8

2
9
2
8
7

0
.7

7
4
3
8
4

0
.7

7
4
3
8
4

0
.7

8
4
0
7
3

0
.7

8
4
0
7
3

0
.7

8
4
0
7
3

0
.7

8
4
0
7
3

5
1
.0

4
2
4
4

0
.7

7
4
3
8
4

0
.6

7
1
0
3
6

0
.6

1
9
3
6
2

0
.5

2
8
9
3
2

0
.5

2
8
9
3
2

0
.3

5
1
3
0
3

0
.3

5
1
3
0
3

0
.3

5
1
3
0
3

0
.3

5
1
3
0
3

6
0
.9

2
9
4
0
6

0
.5

6
7
6
8
8

0
.4

0
6
2
0
6

0
.2

9
9
6
2
9

0
.2

0
2
7
4

0
.2

0
2
7
4

´
0
.0

0
7
1
8
5
9
2

´
0
.0

0
7
1
8
5
9
2

´
0
.0

0
7
1
8
5
9
2

´
0
.0

0
7
1
8
5
9
2

7
0
.7

9
3
7
6
1

0
.2

9
3
1
6
9

0
.0

7
0
3
2
5
1

´
0
.0

9
7
6
1
5
5

8
0
.6

1
9
3
6
2

´
0
.0

4
5
9
4
1
4

9
0
.3

9
9
7
4
7

1
0

0
.1

4
1
3
7
7

1
1

´
0
.1

6
8
6
6
7

190



APPENDIX D

Numerical algorithm of the CP-SCD model for

Chapter 5
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Figure D.1: Flowchart of the CP/SCD model.
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Algorithm 2 Numerical procedure to solve the coupled CP-SCD model.

1: Initialize: 9ε0, TOL, maxiter, tTOT, δt, t “ δt, tραu “ ρ0, ρtot

2: while (t ă tTOT) do

3: Do: n steps of SCD until (δt ““
řn
i“1 dti), send updated value L to CP

4: Get: total strain increment ∆εt “ 9ε0δt

5: Initialize: ∆HP1
“ 0, ∆HP

“ ∆εt, step = 1

6: while
´

}∆HP
´∆HP1

}1 ą TOL
¯

and (step ď maxiter) do

7: ∆HP
“ ∆HP1

8: Get: elastic strain increment ∆εE “ ∆εt ´∆HP

9: Calculate: stress (tensor) increment ∆σ “ C : ∆εE

10: Update: stress tensor σ “ σ `∆σ

11: for α “ 1, N do

12: Initialize: ραint “ 0, ∆ρα “ 0, ραf “ 0, ∆τα “ 0

13: Calculate: modulus: b “ }bα}

14: Get: slip direction sα “ b´1bα, plane normal nα

15: Calculate: resolved shear stress ταRSS “ s
α ¨ σ ¨ nα

16: for β “ 1, N do

17: Calculate: forest dislocation density ραf “ ραf ` ρ
β|sβ ¨ nα|.

18: Calculate: forest interaction density ραint “ ραint ` ξαβρ
β

19: end for

20: Get: forest hardening ∆ταint “ µb
?
ραint

21: Calculate: λα “
´

a

ραf `
1
δirr

¯´1

Ð Receive δirr from SCD

22: Get: defect hardening ∆ταd “
µb
δirr

23: if p|ταRSS| ą p∆τ
α
int `∆ταd qq then

24: Get: excess stress ∆τα “ ταRSS ´ sgnpταRSSq p∆τ
α
int `∆ταd q
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Algorithm 2 (continued)

25: Calculate: prefactor vα0 “ sgnpταRSSqν0
h
b
pλα ´ wq

26: Calculate: velocity vα “ vα0 exp
!

´∆H0

kT

´

1´
ˇ

ˇ

ˇ

∆τα

σP

ˇ

ˇ

ˇ

p¯q)

27: Calculate: slip rate 9γα “ bvαρα

28: Calculate: dislocation density change ∆ρα “ | 9γα|
λα
p1´ 2bλαραq δt

b

29: Calculate: plastic slip δHP
“ | 9γα| psα b nαq δt

30: Update: plastic strain increment ∆HP1
“ ∆HP1

` δHP

31: step = step + 1

32: end if

33: end for

34: end while

35: for α “ 1, N do

36: Update: dislocation density ρα “ ρα `∆ρα

37: Calculate: ρtot “ ρtot ` ρ
α Ñ Pass ρtot to SCD and update reaction rates

38: end for

39: Send: transfer ρtot to SCD and update reaction rates

40: Update: εt “ εt `∆εt

41: εE “ εE `∆εE

42: HP
“HP

`∆HP

43: Plot: pεt,σq

44: t “ t` δt

45: end while
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APPENDIX E

Explicit deterministic CP algorithm for Chapter 6

Algorithm 3

1: Initialize: 9ε0, T , TOL, maxiter, N , tTOT, t “ 0, δt, tραu “ ρ0, dg

2: Initialize: ∆εE “ 9ε0δt

3: while (t ă tTOT) do

4: Calculate: stress (tensor) increment ∆σ “ C : ∆εE

5: Update: stress tensor σ “ σ `∆σ

6: Initialize: ∆εP “ 0

7: for α “ 1, N do

8: Initialize: ραf “ 0

9: Calculate: modulus: b “ }bα}

10: Get: slip direction sα “ b´1bα, plane normal nα

11: Calculate: resolved shear stress ταRSS “ s
α ¨ σ ¨ nα

12: for β “ 1, N do

13: Calculate: forest dislocation density ραf “ ραf ` ξαβρ
β|sβ ¨ nα|

14: Calculate: forest dislocation hardening gα “ gα ` ξαβρ
β|sβ ¨ nα|

15: end for

16: Get: dislocation hardening ταh “ µb
?
gα ` ξααρα

17: Calculate: λα “
´

a

ραf `
1
dg

¯´1
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Algorithm 3 (continued)

18: if ppλα ´ w ą 0q and pταRSS ´ τ
α
h ą 0qq then

19: vα0 “ sgnpταRSSqν0
h
b
pλα ´ wq

20: vα “ vα0 exp
!

´∆H0

kT

´

1´
ˇ

ˇ

ˇ

ταRSS´τ
α
h

σP

ˇ

ˇ

ˇ

p¯q)

21: else

22: vα “ 0

23: end if

24: Calculate: ∆εP “ ∆εP ` ραbvα psα b nαq δt

25: end for

26: Update: t “ t` δt

27: Update: ∆εE “
`

9ε0δt´∆εP
˘

28: Update: εtot “ εtot ` 9ε0δt

29: for β “ 1, N do

30: Update: ρβ “ ρβ `
| 9γβ|
λβ

`

1´ 2bλβρβ
˘

δt
b

31: end for

32: end while
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APPENDIX F

Derivation of the climb-assisted edge dislocation

velocity

As indicated in Section 7.2.1.2, when the excess stress ∆τα becomes too small, edge

dislocations may undergo climb-assisted glide by bypassing slip obstacles via climb.

As such, the effective glide velocity can be obtained as a composite of three steps:

(1) unimpeded glide between obstacles, (2) defect-induced climb to a glide plane over

the obstacle, and (3) glide past the obstacle. As shown schematically in Figure F.1,

each one of these steps is defined by a characteristic distance, each taking a finite

amount of time (for simplicity, here we drop the superscript α to refer to a specific

slip system). Step (1) is governed by an obstacle spacing given by λ, defined as in eq.

(7.18), and a time δt0. Step (2) is defined by an obstacle bypass distance, ∆obs, and

a time δt1. Finally, step (3) is characterized by (twice) ∆obs and δt2. The effective

glide velocity is then obtained as:

v̄e “
λ` 2∆obs

δt0 ` δt1 ` δt2
(F.1)

where δt0 “ λ{ve, δt1 “ ∆obs{vclimb, and δt2 “ 2∆obs{ve, i.e.:

v̄e “
λ` 2∆obs

λ

ve

`
∆obs

vclimb

`
2∆obs

ve

(F.2)
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Operating with this expression yields:

v̄e “
pλ` 2∆obsq vevc

vclimb pλ` 2∆obsq ` ve∆obs

(F.3)

where vclimb is given by eq. (7.25) and ve is now defined by the RSS, not the excess

stress, as in eq. (7.16), since the dislocation segment taking a time δt0 can now glide

unimpeded in between obstacles. Substituting ve with its definition in terms of the

RSS, and re-introducing the superscript α, eq. (F.3) now reads:

v̄αe “
bταRSS pλ

α ` 2∆obsq v
α
climb

Γvαclimb pλ
α
` 2∆obsq ` bτ

α
RSS∆obs

(F.4)

where the superindex α has been again added. The above expression satisfies the

condition that no edge dislocation glide is possible when the RSS is zero, yet shows

that edge dislocations are capable of gliding through a field of obstacles even when

the cutting stress ∆τα is larger than the RSS. Under the often valid assumption that

δt1 " δt0, δt2, the above equation simplifies to:

v̄αe “ vαclimb

ˆ

2`
λα

∆obs

˙

(F.5)

In this work, we set ∆obs to the arithmetic average between a dislocation screening

distance equal to 2b and the effective size of the radius of the irradiated species, r̄,

given by eq. (7.24):

∆obs “ b`
r̄

2
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ρ
−1/2
f

2b

b

(a)

dirr

r̄
δt0

δt1

δt2

(b)

Figure F.1: Schematic diagram of an edge dislocation bypassing an obstacle by the

climb-assisted glide mechanism. (a) Climb over forest dislocations. (b) Climb over

irradiation obstacles. Both of these two scenarios are limiting cases of eq. (F.4) when

λα “
`

ραf
˘´1{2

and λα “ dirr, respectively.
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APPENDIX G

Numerical Algorithm for Chapter 7
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Algorithm 4 Numerical procedure to solve the CP-SCD model.

1: Initialize: σ0, tTOT, δt, t “ δt, tραe u “ tρ
α
s u “

1
4
ρ0

2: Calculate: elastic strain εe “ C´1σ0

3: for α “ 1, N do

4: Calculate: modulus: b “ }bα}

5: Get: slip direction sα “ b´1bα, plane normal nα

6: Calculate: resolved shear stress ταRSS “ s
α ¨ σ0 ¨ nα

7: end for

8: while (t ă tTOT) do

9: Initialize: ∆HP “ 0, ∆εslip “ 0, ∆εclimb “ 0

10: for α “ 1, N do

11: Initialize: ραint “ 0, ∆ρα “ 0, ραf “ 0, ∆τα “ 0, ρtot “ 0

12: for κ “ 1, N do

13: Calculate: forest dislocation density ραf “ 2
ř

κ‰α pρ
κ
e |n

α ¨ psκ ˆ nκ|q ` ρκs |n
α ¨ sκ|q.

14: Calculate: forest interaction density ραint “ ραint ` 2ξακ pρκe ` ρ
κ
s q

15: end for

16: Receive: dirr, r̄,
`

Nabs
V ´Nabs

SIA

˘

Ð SCD

17: Get: forest hardening ∆ταf “ µb
a

ραint

18: Calculate: λα “

ˆ

1
dg
`

b

ραf `
1
dirr

˙´1

19: Get: defect hardening ∆ταirr “
µb
dirr

20: Calculate: climb velocity: vαclimb “

ˆ

NabsV ´NabsSIA
Ω ρtot

˙

´

Ωa
b δt

¯´

ραe
ρtot

¯

21: if
´

|ταRSS| ą p∆τ
α
f `∆ταirrq

¯

then

22: Get: excess stress ∆τα “ ταRSS ´ sgn
`

ταRSS

˘

´

∆ταf `∆ταirr

¯

23: Calculate: prefactor vα0 “ sgn
`

ταRSS

˘ ν0h
b
pλα ´ wq

24: if
`

vα0 ą 0
˘

then

25: Calculate: slip velocity of screw dislocation vαs “ vα0 exp
!

´
∆H0
kT

”

1´
´

∆τα

σP

¯pıq)

26: else

27: vαs “ 0

28: end if

29: Calculate: slip velocity of edge dislocation vαe “ sgn
`

ταRSS

˘

sup

"

b∆τα

B
,

bταRSSpdirr`2r̄qvαclimb

Bvαclimb pdirr ` 2r̄q ` bταRSSr̄

*

30: else

31: vαs “ 0

32: if pr̄ ą 0q then

33: vαe “ sgn
`

ταRSS

˘ bταRSSpdirr`2r̄qvαclimb

Bvαclimb pdirr ` 2r̄q ` bταRSSr̄

34: else

35: vαe “ 0

36: end if

37: end if
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Algorithm 4 (continued)

38: Calculate: slip rate 9γα “ pραe v
α
e ` ρ

α
s v

α
s q b

39: Calculate: edge dislocation density change ∆ραe “
”

2ραs |v
α
s |

λα
´ pραe q

2 b p|vαe | ` |v
α
climb|q

ı

δt

40: Calculate: screw dislocation density change ∆ραs “
”

2ραe |v
α
e |

λα
´ pραs q

2 b |vαs |
ı

δt

41: Update: edge dislocation density ραe “ ραe `∆ραe

42: Update: screw dislocation density ραs “ ραs `∆ραs

43: Calculate: plastic slip ∆εslip “ | 9γ
α| psα b nαq δt

44: Calculate: climb rate 9βα “ ραe v
α
climbb

45: Calculate: climb strain: ∆εclimb “

ˇ

ˇ

ˇ

9βα
ˇ

ˇ

ˇ
psα b sαq δt

46: Update: plastic strain increment ∆HP
“ ∆HP

` p∆εslip `∆εclimbq

47: Update: εclimb “ εclimb `∆εclimb

48: Calculate: ρtot “ ρtot ` 2 pραe ` ρ
α
s q

49: end for

50: Update: εt “ εt `∆HP

51: HP
“HP

`∆HP

52: Pass: ρtot Ñ SCD

53: t “ t` δt

54: end while
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