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KINETIC_S OF CLUSTERING REACTIONS

E. S. Pundarika and J. W. Morris, Jr.

. Department of Materials Science and Mineral Engi_neerjng and,

Materials and Molecular Research Division, Lawrence Berkeley Laboratory

University of California, Berkeley, California 94720

ABSTRACT

The dyhamics of precipitation and coarsening reactions in a binary Ising lattice are studied
using a simulation technique. The initial random configuration of atoms represents equilibra-
tion at a very high temperature. vFollowing a quench to a temperature below the miscibility gap,
the decomposition proceeds by atomic interchanges of matrix and impurity atoms, as in the
currently popular Kawavsakiv spin exchange model. Botﬁ the exéess energy <e—e€,> and th¢
average cluster size ‘<n> are found to obey simpl_él power. léW relations with time, -
<e—e€,>=1"% and <n>=t% For the square lattice, Binder’s cluster djﬁ“usion and coagulation
mechanism is seen to dominate the coarsening reactions at {early times, in agreement with the
studies of Lebowitz, et. al. The early timé expongnt (a) cqrrespondingly hbasi a value close to
0.2. However, at later times, the mechanism cﬁanges over to a Lifshitz and Slozo‘_x\/ atom by
atom transfer mechanism, as the cluster sizes become lafgef. The nature of this changeover is
seen to depend principally on the temperature; thé two regions overlap at higher temperatures,

and are separated by a long incubation period at lower temperatures.
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INTRODUCTION

A wide variety of metallurgical phenomena such as prec_:ipitation hardening and aging
processes in alloys, and void formation and swelling in irradiated materials are controlled by the
nature and Kinetics of precipitation and coarsening processes. Theoretical analysis of diffusion
controlled coarsening '3 and surface controlled coarsening? have given useful insight into these -
proceéses. These theories are béSed on free energy vs composition plots, are basically .co'ntin-
uum in nature, and consider glof)al equilibriufn conditions. Spherical pafticles are assurﬁed and
composition effects are neglected. (Discussions of the effects of particle Shapes can be found in
reference 4 and of composition in reference 5). However, a vthoroug'h understahding of these

processes can only be achieved through thepretical studies at the atomic level.

The ad\}ancement of high speed computer technology has made possible another me_thod
of approach: direct computer simulation of the atomic diffusion process. This approach, on the
one hand, makes it easy to follow through the reactions step by step, without having to _mak'e
any further assumptions, and facilitates g‘reater_understaﬁding of the mechanisms involved. On

the other hand, it represents the most clearcut *experiments’ that can be used to test the above

" mentioned theories® — physical experiments are replete with other parameters, and a complete

assessment of the theories becomes infeasible. Previous studies of this type® have yielded a

number of interesting results, and are continued in the work reported here.
Model

. v In this study we have used the spin exchange model originally used for studi.es of order-
disorder transformations (see for exémple reference 7), in the simplest realistic case of a binary
Ising lattice. Atoms of two types (A and B) are distributed éver the .available lattice sites and
are assumed td interact only with atoms on nearest neighbor sites. A random qistribution of A
and B atoms represents, in this model, equilibrium at a' very high temperature where the
coﬁﬁgurational entropy is dominant.. (For an infinite lattice_"and for an infinite lattice only; this

temperature is infinite).- When the lattice is quenched from this high temperature to some low



temperature the atoms will assume a configuration of lower energy as dictatgd'by the thermo-
dynamics. This reaction will either be a clustering or an ordering >reaclion depending on
whether the energy of the A-B interaction is such that the atoms have an energetic preference
for neighbors of like kind or for neighbors of unlike kind. The kinetics of such reactions can
be stﬁdied by a Monte Carlo type simulation by assigning jump probabilities [based on the tem-
perature T an‘d the change in energy AE of the system (proportional to the number of AB
bonds) caused by the jump] to different atom exchanges and letting the reaction go as per the
probabilities. Many different expressions have been us_ed for the exchange probability P. In
their original paper Metropolis et ai‘o used values P=1 for AE <0 and P=exp(—AE/kT) for
AE>0. We have used the Boltzmann probabilities P=exp(—AE/kT)/{1+exp(~AE/kT)]. A
recent study!! has shown that the latter yields greater stability and faster convergence. An addi-

tional activation energy can be added to AE to account for the diffusion energy.

For our system, the Monte Carlo method consists of starting out with an initial random

A-B distribution and the following steps:

(1) Choose an aiom at random (from among all the atoms);
(2) Choose a neighbouring atom at random,;

(3) Determine the jlimp probability P;

(4) Generate a random number R, 0SSR <1,

(5) Exchange if REP;

(6) Repeat steps 1-5.

One trial per each lat_tice site measures one unit of time. Since the exchange probability of
AE=0 exchanges is 0.5, the_ average time betweeﬁ such exchanges would be two time units.
Considering the diﬁ’usiori coefficient D (at the rgaction temperature) in the limit of zero con-
centration of B atoms (where all the exchanges would be of AE=0) we see that 1 time unit =

a?x (8D) where a is the lattice parameter.

This approach was used for studying ordering reactions as early as 1959, and has recently

\t
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gained importance in the study of clustering reactions. Whereas in the former case it was
mainly used to study the equilibrium properties, in the latter case it is used to study the kinetics
of clustering. Previous studies on this subject have been summarized in detail by Binder et al®,

A recent study-has employed this approach to study the kinetics of ordering reactions®.

In the present work we have employed 'a slight variation of the Monte Carlo method, suit-
ably modifying it to avoid unnecessary exchanges by considering only those exchahges that lead
to a change in the microstructure. For each crystal strucfure there are only a few possiblé
configurations of of AB bonds, and hence only a few possible values of P. The possible jump
configurations can thus be classified into types of identical exchange probability and selécted for -
exchange directly, with probability weighted by the population of each type. This method of )
simulation is much faster than the regular method, eépecially at low temperatures [see ais'o sec-
tion 2]. The seven different types of AB bond configurations for a square latticé are
exemplified in Table 1. The computing time necessary for a given number of AB exchanges
depends only on the crystal structure (or, the number of neighbors). In the regularvMonte
Carlo method the computing time is a strong function of.temperature, increasing exponentially ‘
as temperature is decreaéed. The slight temperature dependence in our case is actually in the
opposite direction, the speed increasing somewhat at _lower_'temperat_ures. Further, extension to
the case including the s;acond nearest neighbors also, involves only about a 40-80% increment
in the' computing time. |

For the square lattice with nearest neighbor interactions only, the critical temperature for
phase separation, T, has been calculated exactly and is given by 7,=2.414J, where J isvthe
interaction energy. Further the phase diagram is also available analytically,_and is given by

4
16x 8+1

(1=-xH?

C(phase) = —;— [1—

where x = exp(=2J/kT).



Type of
bond

(1)

Example of
Configuration

A B
A-B-A-B
AB

AB
A-B-A-A
AB

AB
B-B-A-A
AB

B A
A-B-A-A
AB

B A
A-B-A-B
B A

B A
A-B-A-A
B A

B A
B-B-A-A
B A

TABLE I: BOND CLASSIFICATION

t

Change 1in
energy AE on
exchanges/J

-12

+4

+8

+12

©36C

Probability of

“occurance at

T:oo
and concentration C

()

ac* (1-¢)*

2

121¢8(1-¢)2+¢2(1-¢)°]

+36c(1-0)*

arc’ (1-c)+c(1-¢)’1 +
36[¢°(1-¢)3+¢3(1-¢)°]

12[¢5(1-0)%+¢2(1-¢)%7 +
410t

12162 (1-0)3+¢3(1-0)

4Cc"(1-C

Ni/ENi for C=0.2

0.41

5.2

23.4

41.9

23.4

5.2

0.41

x100
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Theory

The theoretical treatments of coarsening generally consider steady state, or very late
stages of coarsening, where the coaréening rate is surface reaction controlled or diﬁ'usioﬁ con-
trolled. The latter has been analysed in detail by Lifshitz and Slozov and is conveniently called‘
Lifshitz-Slozov or LS mechanism. Coarsening here occurs by mass transport by single atom

diffusion between clusters, driven by the eventual decrease in total surface energy.

Recently Binder'* has analysed the coarsening of iclusters by Binder’s mechaniém:
diffusion and coagulation of clusters. His treatment is of a general nature without any explicit
assumptions regarding the sizes, shapes or distributions of the precipitates. However, since the -
cluster diffusivities vary as n~!—~!3 Binder’s mechanism should become less important as the
average cluster size <n> incfeases. The geometric features of the clusters which"'gain.impor-
tance in the initial stages is not considered in these theories. For example the LS analysis
assumes that the interfacial energy is independen.t bf cluster size. This assumption is question-
able at small cluster sizes, and the simulation results indicate that the cluster surface energy
levels off after some cluster size. The LS theory also assumes spherical particles (isotropic sur-
face tensions), but this assumption is not critical, as long as the particles have their equilivbriurm
shapes!>. |

Both the Binder and the LS mechanisms predict simple power laws for the variations of ' :
excess energy <e—e.,> and average cluster size <n> as follows:

<n>=1{?

<e—e D> =17

where
LS— a = 0.66; b = 0.33
~ Binder— . a = 0.4-0.5, b=0.2-0.25 |
It is thus possible to follow the manifestations of these mechanisms by foIlowjng the slopes of

<n> vs tor <e—e€,> Vs fcurves. In addition, in our simulation approach, we have the -

further advantage of being able to actually trace through the atomic éteps and be able to
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Fig.1. Phase diagram of the bi'nary Ising square lattice, indicating the points of simulation

reported here. The dotted line shows the limit of metastability, assuming a free
energy density of the form f(C,, = A(C-C,)*+B(C-C_,)*+f(C,) where C, is

the concentration at the phase boundary.
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interpret the former iesults*objéctiVely; This advanta_ge is especially signiﬁcant at thé small
cluster sizes, since then the assumptiohs of neither thedry (especially regarding the geometry of
clusters) are satisﬁed.

Previous studies of this type have shown that Binder’s mechanism dominates at the early
stages of the process for the 2-d case®. It has also been pointed out that for the 3:d case,‘ the

LS mechanism should prevail at‘ earlier times than in 2-dS. A slope change to a higher value

_ corresponding to the LS mechanism at late stages in the <e—e.> vs ¢ plots has also beén_

reported. However, percolation effects hinder a meaningful study of the cluster sizes in 3-d%.

RESULTS AND DISCUSSIONS

-Figure 1 shows the phase diagram of a binary Ising lattice indicating the points of simula-
tion reported here. Most of the simulations for square lattice were conduqted on a 80x80 or

120x120 atom lattices, and for hexagonal lattice on 80x80 atom lattices. The coarsening reac-

- tion can be studied by following the variation of average cluster size <n> with time. A plot

of <n> vs time is shown in Figure 2.

1. Basic Coarsening‘Reaction

Our results indicate that in the most general Cése th.e'precipitation and coariseningrreaction-
follows four stages. . |

(a) Initial Relaxation: Sodn after the quench from the inﬁnite temperature, the system
tends to relax to a iower energy state. An example of this stage of the reaction is shown in Fi‘g-"
ure 3. Figure 3a shows the initial random configuration of va 20% B atom l.atti.ce, and Figure 3b
shows the configuration after relaxation for 89 time 'units at ‘0.8Tr. [The location of A atoms are
left vacant and the locations of B atorhs are represented by dots]. Defining the precipitaté to be
a cluster 6f B atoms connected by nearesi neighbor bdnds, We s.ee that in Figure 3b most_of the
B at,dr.ns have joiried one .or the other of the precipitatés. Mononiers iand transiént clusters sucii
as dimer‘s_vand trimers can .be interpreted as dissolved in-the matrix and show nearly equilibrium

concentrations even at this early:time. In fact it can be said that the pha'sevseparation reaction,
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as dictated by the phase diagram is essentially complete at this stage. For comparison see Fig-

ure 3c which is a late time picture.

(b) Binder’s Coarsening: This is essentially cluster coarsening by cluster diffusion and
coagulation. When an atom chances to leave a cluster, it has a high prbbability of reattaching
to the same cluster (in some other place); this leads to a shift in the centre of mass of the clus-

ter, resulting in a random walk of the cluster through the lattice. This dynamic movement of

clusters leads to their eventual collision and coagulation, resulting in an increase in the average

size of the clusters. An example of this mechanism of cluster diffusion and coagulation is

shown in Figure 4.

(c) Transition stage: This stage is characterized by a very small coarsening rate, especially
significant at low temperatures. The reaction rate is basically conirolled ‘by the dissolution of
atoms at precipitate surfaces. The seven different types of bonds (see Table I) reach constant
relative populations N;/Y N, at the end of the transition stage. As an example, the variation of
_N4/2N,- with time is plotted on Figure 2, superimposed on the <n> vs time plot. These con-
stant relative populations depend on the temperature, and at infinite temperature they depend

only on concentration, as listed in Table 1.

(d) Lifshitz and Slozov coarsening: This is the usual Ostwald ripening occuring thfough
atom by atom transfers from clusters to clusters, with diffusion through the matrix controlling
the rate.” This mechanism becomes predominant in the very late stages of the coarseing reac-

tion and occurs at a rate faster than either (b) or (c).

A clearcut distinction into thgse four stages is not possible and there is always an overlap.
The extent of overlap is temperature dependant and will be treated in é later section. The pre-
cipitates in the early stages are clearly non-spherical, and there exists a tendency towards sphg—
rodization as the reaction proceeds. Long thin clusters sometimes split into two or more in
their efforts to spherodize. Sometimes a group of B atqms separate from a big cluster. These
can then cither redissolve in the matrix and redeposit on the surrounding clusters (LS mechan-

ism) or can diffuse as a unit to join another cluster (Binder mechanism). This type of overlap
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tration at 0.3 T, showing cluster diffusion and coagulation mechanism for example in
regions marked with big cnrcles Notlce also the atom by atom transfer mechanism,

such as in the area marked with the small circle.
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of mechanisms occurs almost at all times. Although the predominant mechanism is determined
by the average cluster size, the path chosen by a particular cluster depends on its own size and

its local environment,

2. Effect of Temperature

(a) Effect on overall kinetics: In this section we discuss the modiﬁcations in the general
four stage coarsening scheme effected by temperature. Figure 5 shows the plots of average
cluster size <n> vs time at various temperatures for a 20% B atom alloy of 14400 atoms.
Table II gives the exponents b of <e—e.,> « % at early, intermediate and late times.
Whereas at medium temperatures all the four stages are present, at high temperatures stage 3 is
absent, and at very low temperatures stage 4 is absent. At highér temperatures the change
from Binder’s to LS mechanism is rather gradual, both mechanisms overlapping over a wide
range of times. At lower temperatures the two mechanisms are completely separated by a
region of stage 3 with a slope lower than for either of the mechanisms; at short times 80% of
the reaction is cluster diffusion and coagulation, and at long times 80% of the reaction is LS
type. Further, the dimensionless time taken to reach steady-state or LS coarsening increases as

we go down in temperature, with stage 3 extending further and further.

All these changes in kinetics with temperature stem from changes in (i) cluster geometry,

(ii) relative jump probability, and (iii) matrix concentration of solute.

(i) Cluster geometry:

‘At high temperatures the clusters are rather diffuse, and séldom possess well defined
boundaries until they reach largér sizes. The clusters at low temperatures are on the other hand
much more compact. Figures 6a and 6b show the microstructures Qf a 20% B atom alloy in a

square lattice at low (0.47,) and high (0.87,) temperatures. At roughly the same time after

quench (since we use dimensionless diffusivities, the actual times at the low temperature would.

be much longer), the critical cluster size (which keeps on changing with time) is much smaller

at the low temperature, and this leads to a high population of small sized clusters at T =0.4 T,
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TABLE II. SLOPES b of <e-¢ > = t™D

SQUARE LATTICE

/T, 'EARLY TIME ~ INTERMEDIATE TIME LATE TIME
10%8

0.8 0.14 0.18 0.26

0.6 0.16 0.22 0.29

0.4 | 0.17 0.13 0.33
20%B

0.8 0.16 0.24 0.14

0.6 0.16 0.21 0.28

0.4 0.15 | 0.13 0.28

LIFSHITZ AND SLOZOV ,

CLUSTER DIFFUSION AND COAGULATION 0.33
(A) SURFACE CONTROLLED CLUSTER DIFFUSION - 0.2
(B) VOLUME CONTROLLED CLUSTER DIFFUSION 0.25

v
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(Figure 6a). Further fOr 0.4T, the 'équilibriﬁnﬁ concentration in the matrix is much lower, as
shquld be evident from the phase diagram.
More localized éﬁ‘eéts aré obser.ved‘ at the lOwef temperatures. Each vcluster tries to.
expose th}e face of lowest eherg_y axjd this r_es"ult's in most of the clusters having (_100) faces
‘(which ha‘wé only one e)‘(v.poséd bond per surface a’to'm). ’The éve_rage number of _su;face bonds’

per surface atom for an average cluster size of '60 ‘atoms is about 1.6 for O8Tc and only 1.35 for

0.47,. These numbers are for surfaces met with in our simulations. More precise numbers at

~ any temperature can be obtained by studying the equilibrjum profile of an initially straight:

infinite edge, in equilibrium with the equilibrium solute concentration at that temperature
(obtained from the phase diagrém).

The geometry of clusters at low temperatures has two important consequences:

(1) The geometrical relationship between the cluster volume and the cluster surface: area ( sur-
face area « p(d~1/d where dis the dirﬁesionali-ty) depends on the cluster compactness, and éince
the heart of the clusters are usually compact, on fhe cluster size. In other words, this g'ec‘)mv'e“t}i-
cal relationship is satisfied at a much smaller cluster size at lo§ver temperatures. Eor example,

for T=0.9T,, n has to be >9d for this relation to be valid, whereas at 0.47, it is valid for

n?lo.'b ‘ ' . R “ ot tor

.....

(2) The second more important consequence of geometry is its efféct’ on" cluster- reactiVity.

" Clusters. with straight edges and sharp corners (i.e. square or rect'angular clusters) hrel\?irt'lfally

inactive; until they ‘gain an ‘atom from sbm_’e o‘f‘her cluster or, less commonly, lose an atom“to
the matrix, at which .'time_ they. beéorﬁe "hjﬁe’ractive", and they diffuse, diSéolvé,' or' Ehah‘ge
shape very dynamically until they again reach'an'ir=1_active configuration. (This aspect” was Seen
very well in the computer generated movies). At very low-temperatures,‘ all;;_;_vthe clustérs
become inactive, whether reciangular or not. The resﬁlting IOW‘reactivity-at'i;W temperaturés
results in the prolongation of stage 3 of the reaction. As the temperature is incréased, i.-.e.'nas
the clusters become more and more diffuse, and the matrix concentration of solute increases,

stage 3 becomes shorter,' and finally disappears.. oo _ S a ool
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i

(i) Relative jump probabilities:

The basic step in the coarsening reaction in our model is bond interchange. There are

“several types of bonds (seven types for the square lattice) with different values of inte_fqhange

energy AE associated with their iﬁterchange (see Table I). The coarsening reaction is cpntrélled
by the probabilities.of each of these types of bonds (this depends on the temperaiure arid AE)
and on their relative popula_tions. Figure 7 shows the actual number of bonds that intgréhange
wiih .e'nevrgy .change AE per interchange. Whereas low energy jumps are not very séhsitiv¢ to .

temperature, high energy jumps ‘are "extremely” sensitive. It is seen from the figure that 94%

- of the jumps are of AE=0 at 0.3 T, compared to 53% at T=0.8T,. Comparatively, the popula-

tion of the bonds of these types-‘are 15% and 20% of the t_qtal bonds. The zero'venergy 'jur.nps
correspoﬁd to either single aiom movement on the cluster,i or single atom diffusion.’ .Fo'r:_ th.e
case of 0.3T,, it is 97% single atom movement of the cluster during stage 3 leading to some
extent of cluster spherodization. Cluster diﬂusiqﬁ, which usually involves high energy ijps,
is le’ssengd in this stage due to many clusteré becoming inactive. The small diffusivity that' sﬁll :

exists is responsible for the small extent of coarsening in this stage. \
(iii) Matrix concentration of solute:

The solubility of the precipitate plays an important role in the coarsening reaction. 'For
the Ising model the equ_il'ibriUm concentration of solute atoms in ‘the matrix keeps decreésing
for T below T,, and is nearly zero below about 0.4T, for tﬁc square lattice. Both the LS and
Binder .mechanisms work on the presumption of soluble precipitatés. If the precipita’tes. are
nearly insoluble, atomsx cannot l'ea_ve fhe precipitate, and cbarsening by the LS mechanism is
extremely slow. Due to the compact geometry iof the precipitates associated with low sol'ubi.lity',’v
Binder’s mechanism éléo becomes inoperativeﬁ ‘Thus at very low»temperatures we dbn’; expect
to see any significant ambuﬁt of éoarSeni_ng’ after the i‘ni'tialist’age's;v _

At somewhat higher temperatures, Binder’s mechanism beéomes operative at small éluster
sizes, but clusters. of larger size become inactive, i.e. Bindef’s mechanism‘decays. Due to the

compact geometry of clusters and the low solubility, we have a situation Wh'ere dissolution of



Fig.7.

AB JUMPS (AE)

18

1.0

0.8 <1566 (0.3T,) ]

06} —
——1.12 (0.8 T¢)

04 -

0.2 —

S

O AE-ve DE-O  DE+ve
XBL782-4626
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change involved in these jumps at 0.3T, and 0.87,. The numbers by the plots indi-

cate the ratio of ABjumps of AE=0to AB jumps of AE3>=0.
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étomS'ffom’tﬁe precipitafé to the rhatrix 1s a difficult step. Thi§ leads toa "solubiiit'y_contro_llec}"
coarsening. However, not all the clusiefs are C§mpleteiy inactivé._ Even clusters that are nearly | _
square have or deVelo.pvactivve :ceptrcs'such aé kiri-ks and double. kinks which enable them to be |
more active in those regions. ﬁis-leads at late times to é, cdmbination of ."solubility controlied"
'(Sé) and LS coa-rseni_n.g to occur. |

(b) Effect of temperature on reaction rate: The role played by the geometry can be

" understood by separating it from (i) and (iii). ‘We can calculate the jump probabilities for each
 temperature’ and also the relative bopdlatio_h of bonds, from which the expected reaction rate

can be calculated. It is expected that the reaction rate. will be different than the calculated rate: )

(1) at early times, because the initial bond p0pulatio;is are those typical of T=o0 and it takes
time to reach. those typical of the éXpe'riméntal-temperaturé;- (2) at low. temperatUreS, because- v
geometrical‘restraints prevent or delay the reaching of stéady' state relative bond populations.' :

The reaction rate can be measured in terms of r* the time required for an AB exchange,

- which depends on the population‘ of AB bonds and. on the rélétiVe probability of an AB type

jump vs an AA or BB type jump. The number of AB exchanges per unit time given by 1/¢*

‘would be a ‘good measure of thé system reactivity R* since only such eéxchanges change the

energy or microstructure of the system.

Based on the assumption that the bonds have reached constant asymptotic relative popula- -
tions (typical of each temperature) in accordance with the energies associated with them, we

can calculate the expected time per AB bond jump as

t* = PiNi . - (l)
s [ Ntora/ 2’ ] E o . B -

where P; are the jump prqbabjlities of the t)fpes i=1,7 'and'N,,B is the total numbe‘r"of ‘AB"
bonds, N, is the total 'm'lmbeg of bonds in .thc sysfém and N, is the partitipn factpr whiéh

gives the fraction Qf the Nyg bp_r_nds in‘ 1he vario_us types. This formula ﬁfedicts that at i_nﬁhi.te_ '
tvémperatur}e, vf"= l'v/f where fis the fraction of bonds of ‘ther AB type,. f=c(l—c), cbeing thé |

impurity concentration. At any lower temperature, t* is greater than this value. [If we had a
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highly supersaturated solution, we can have t* << 1/fas happens at the beginning of the reac-
tion. As time increases, t*reaches values typical of each temperature]. At infinite temperature
N, is independent of the energy associated with each bond type, and depends oly on the multi-

plicity of the bond type (which in turn depends on the impurity cbncentration ad the lattice

geometry). The calculations of N at infinite temperature and their values for a concentration

of 0.2 are given in Table I. At any other temperature, the values of N; aré modified by a factor
< exp (AE/KT).

" Figure 8 shows the plots of * vs T after 1x10% and 5x10° exchanges. The prediction
given by equation .(1) is also given. The expected deviations of the simulation results from the
calculated values are observed in the figure. The deviations at lower temperatures can be
explained by reference to Figure 6. Although N,z/N,,. keeps decreasing with temperature and
the partition among the seven types of these N,z bonds does tend to favor the lower energy
types as we lower the temperature, at very low temperatures the system finds itself in a high
energy position (N,g/ N, >>€.) which favors AE =0 bonds profusely. This means that the
jump keeps occuring at higher frequencies, but N,z does not decrease. Thus the system is
frozen in a local state of neutral equilibrium of high energy and high reactivity, escape from
which is difficult because of geometric restraints. When it does escape and move towards the

equilibrium state, the +*should follow the calculated curve.

When the system is quenched from inﬁnite'tempefature to the reaction temperature it
tries to- (1) equilibrate the composition;. (2) equilibrate the relative bond populations (surface
profile); and (3) "minimize" energy. Equilibrium of composition is achieved at very short times
at all temperatures. Equilibrium of relative bond populations is achieved at short times at
higher temperatures but takes longer at lower temperatures. There is thus a:competition

between (2) and (3) at lower temperatures.

The reactivity R* of the system (=1/t® keeps decreasing with time. When the system
enters the equilibrium state (which is dynamic) the reactivity reaches a constant value. By

starting out with the equilibrium state at 7=0 (lowest energy state) and equilibrating at the
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Fig.8. The a\}erage time betweén successive AB ju_mps (") vs temperature after 1x10° an'd.

5x10° AB jumps. The data bars are simulation data, the continuous curves are
obtained from asymptotic bond populations, and the dotted curves indicate the devi- -

ation.
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reaction temperature, this final reactivity can be found. The reactivity at any time during coar-

sening at that temperature starting from the random initial configuration is them given approxi-

mately by £ x R .. On Figure 9 the energy values (starting from the energy for random distri-

co

bution) and the corresponding ¢* values obtained from simulation are shown as data bars. The
continuous curves are the ¢* values calculated from 1*=1/R*=€../(eXR.). ’That is, the con-
tinuous curves indicate the t* values when the partition of bonds into types reaches a steady
value, corresponding to the distribution in the equilibrium state. The point where the data bars
reach the continuous curve sigﬁiﬁes the time when the bond populations have reached a steady
state, since the same distribution of bonds into types can be expected to,vbe maintained through
tb the equilibrium state. When steady state bond populations are reached, the system is now

only trying to reach "minimum energy" state, and this signifies the end of stage 3.

3. Effect of Composition

The general coarsening behaviour remains largely unchanged after changes in composi-
tion. However, composition has these four effects: (a) Higher composjtion means a bigger
difference between the infinite temperature state and the experimental temperature state, and
hence increases the initial relaxation period. (b) The cluster diffusion mechanism seems to be
more predominant at higher éompositions. (c) Table III shows the slopes of <n>=1t? for
10% B and 20% B case at roughly the same time range. In the case of 10% B, a higher fraction
of B atoms are in the matrix, aiding the freer flow of atoms between the barticles, as also their
diffusion. Thus the slopes are somewhat higher for the 10% case than for the 20% case. It is
tempting to conclude that the reason for this could be because with 10% B the LS assumption
of widely dispersed precipitates is better satisfied. However, Ardell’s analysis® argues that the
time exponent does not depend on the volume fraction of the precipitate. (d) Steady state

bond populations are reached much faster at lower concentrations.
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The average time between successive AB jumps (¢% vs the number of AB bonds in

‘the lattice (N,5). The data bars are simulation data, the continuous: curves are .

obtained from _asymptotic bond populations, and the dotted curves indicate the devi-

ations. -
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TABLE III: SLOPES a OF <n> = t2

SQUARE LATTICE

/T, 10%8 20%B
0.9 | ~0.39
0.8 0.67 0.40
0.7 1 0.56 0.40
0.6 0.44 0.40
0.4 0.46 0.36
0.3 0.33 | 0.32
LIFSHITZ & SLOZOV 0.66

CLUSTER COAGULATION
(A) SURFACE CONTROLLED CLUSTER DIFFUSION 0.4
(B) VOLUME CONTROLLED CLUSTER DIFFUSION 0.5
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Fig.10. Plot of average cluster size <n> vs time for a 80x80 hexagonal lattice of 20% B

9 concentration.
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4. Effect of Lattice Type

One other lattice type, the hexagonal lattice, was simulated. It differs from the square lat-
tice in that in a hexagonal lattice the nearest neighbors of an atom are the nearest 'neighbbrs of
one another unlike in the square lattice. This fact m_akes the number of bond types only 7
(instead of 13) in spite of the six nearest neighbor atoms. The phase diagram is also very close
to that of the square lattice.

Regarding the kinetics of coarsening, the hexagonal lattice is not very different from the
square lattice and shows the same four stage behaviour. Figure 10 shows an example of <n>
vs time curve for a hexagonal lattice. However, the geometry of the héxagonal lattice provides
the possibility of cluster diffusion by zero energy jﬁmps. For example a 2 atom cluster can
diffuse without any high energy jumps here, which is imbossible in a square latfice. This factor
makes the Binder’s mechanism more dominant at early times, the slopes corresponding much
more closely to the predicted values. Also the smallest cluster unit during the frozen period at
very léw temperatures becomes 3 instead of 2 atoms. The slopes in stage 3 are in general

higher than for the square lattice.

CONCLUSIONS

(1) Both excess energy <e—e.,> and the average cluster size <n> are found to obey simple
power law relationships with time, <e—e.,> =t"% <n> =1 the exponents corresponding to

LS mechanism at very late times.

(2) The general case of precipitation and coarsening in binary Ising square lattice follows four

stages:
(i) initial relaxation
(i) Binder’s mechanism (cluster coagulation)

(iii) transition stage — cluster coagulation declines
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(iv) LS and SC mechanisms set in, Ostwald ripening by diffusional processes.

-

3) Temperaturé} affects the general four stage mechanism in such a way that at very high or
very low temperatures only_three‘bstages are -éeen. .At high temperatures .stage (iii) is almost
absent and stages (i) and (iv) overlap very much; as the temperature is lbwered, stage iii)
becomes longer, and at very low temperatures stage (iv) is not reached in rvéasonablve e)v(‘peri-
mental time. |

(4) Temperature also affects cluster geometry, the clusters being more corhpact and faceted at
lower temperatures.

(5) Low temperature simulations, where solubility is low never reach significant coarsening
rates, although ’thé‘ dimensionless diffusivity isthe same as that at high temperatures. This sug-
gests that clusters with very low solubility can resist éoa'rsening. |

(6) Temperature is also seen to affect the time takeﬁ to reach the constant asymptotic bond-
type populations. This explains the unusuai behaviour of ¢* (évérage timé between successive
AB interchanges) with temperatﬁre.

@) Although composition does not affect the general coarsening behaViouf, a hfgher cor_hposi-
tion makes the particie growth' klinetics a littlye sluggish. - Also, the clustér diﬂ'usion_ and coagula-v

tion mechanism is seen to be more predominant at higher compositions.

(8) The coarsening kinetics on a hexagonal lattice are very similar to those on a'square lattice.
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