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Abstract

The Long and Short of Labor Supply Changes

by

Edwin Charles Nusbaum IV

The study of the dynamics, causes, and consequences of changes in labor supply is central

to understanding modern economies and identifying candidate policies to improve welfare.

Each chapter of my dissertation contributes to one or more components of this broad theme by

combining applied econometrics techniques with insights from quantitative theoretical models.

Using these tools, I aim to address three questions: How do aggregate hours worked change

over the business cycle? Can the rise in female labor force participation account for household

migration trends? What role do individual labor supply choices play in driving aggregate

growth as populations age?

In Chapter 1 of my dissertation, I study the finite sample properties of a novel approach

to identifying macroeconomic shocks with long-run restrictions. In contrast to past studies,

this approach constructs and constrains the long-run impact of shocks directly using local

projections rather than inferring them from vector autoregressions. Through a series of Monte

Carlo simulations, I show that the local projections approach can yield substantial reductions

in both bias and mean squared error, while also boasting decreased sensitivity to the choice of

included lag length and assumed order of integration of the endogenous variables. I then use

data from the Bureau of Labor Statistics to revisit a long standing debate on the response of

aggregate hours worked to positive productivity shocks. I find that labor hours rise in response

to positive productivity shocks and follow a hump-shaped profile thereafter. This result is robust

to a number of specification choices and provides new evidence in support of the standard real

business cycle model.
xiv



My joint work with Christine Braun and Peter Rupert constitutes Chapter 2 of my disserta-

tion, and studies the relationship between the historical rise in female labor force participation

and contemporaneous decline in household migration rates. Between 1964 and 2000, the inter-

county migration rate of married couples declined by 15%. Concurrently, female labor force

participation among married women and the relative wages of women increased by 39 and 14

percentage points, respectively. Using a two location household level search model of the labor

market, we show that both the increase in dual earner households and the rise in women’s wages

contributed significantly to the decline in the migration rate of married households, with each

explaining 53% and 20% of the decline, respectively. We further show that this co-location

problem has important implications for structural models designed to estimate lifetime earnings

inequality.

Finally, I conclude my dissertation in Chapter 3 with joint work with Thomas Cooley and

Espen Henriksen wherein we study the growth e�ects of aging populations in Europe’s four

largest economies – France, Germany, Italy, and the United Kingdom. Since the early 1990’s,

GDP per-capita growth in these economies has slowed while at the same time a combination of

longer individual life expectancy and declining fertility have led to gradually ageing populations.

Using a general equilibrium overlapping generations model, we show that demographic change

such as this a�ects economic growth directly through aggregate savings and labor supply

decisions. These decisions are further a�ected indirectly through additional distortions caused

by rising tax rates needed to fund pension systems. We find that the net e�ect of these forces

can account for a significant fraction of the historical growth slowdown and that evolving

demographics will continue to drag down growth over the next 20 years. We highlight that the

degree to which gains to life expectancy change labor supply decisions is the most important

margin through which demographic change a�ects growth by studying several reforms aimed

at increasing late-life labor supply.
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Chapter 1

Aggregate Hours and Local Projections

with Long-Run Restrictions

1.1 Introduction

The estimation of impulse response functions is central to understanding the impact of

shocks on the macroeconomy. Macroeconomists have largely relied on estimating vector auto-

regressions (VARs) and imposing the minimum number of additional identifying restrictions

to interpret them as structural. One set of identifying restrictions used with VARs are long-run

restrictions, wherein practitioners restrict the long-run impact of shocks within the model. For

example, the long-standing debate surrounding the response of hours to productivity shocks

spurred by Galí (1999) has largely relied on evidence from structural VARs (SVARs) identified

by assuming that demand shocks have no long-run e�ect on productivity growth.1

Long-run identification schemes such as these are not robust to two central specification

choices: assumed order of integration of the endogenous variables and included lag length. In
1Work by Christiano et al. (2003), Christiano et al. (2004), Francis and Ramey (2005), Galí and Rabanal

(2005), Fernald (2007), Canova et al. (2010), and Saijo (2019) have all used variants of this approach to show that
hours may fall on impact in response to positive productivity shocks.
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Aggregate Hours and Local Projections with Long-Run Restrictions Chapter 1

this paper, I use a novel approach that relies on local projections to identify structural shocks and

investigate its finite sample properties. Using Monte Carlo evidence, I show that this approach

is significantly more robust in terms of bias to the choice of lag length and order of integration

of the endogenous variables than SVARs identified with long-run restrictions. I then provide

new evidence that, consistent with Real Business Cycle (RBC) models and in contrast to much

of the SVAR evidence, labor hours rise in response to positive productivity shocks.

Identification with long-run restrictions follow the work of Shapiro and Watson (1988),

Blanchard and Quah (1989), and King et al. (1991). In this framework, a finite lag VAR is first

estimated and the sums of the implied moving average coe�cients are subsequently constrained

to recover the structural parameters of the model. Cooley and Dwyer (1998) , Ravenna (2007),

and Chari et al. (2008) have raised doubts regarding the validity of this approach. Together, they

show that an inappropriate choice of lag length can severely bias impulse response functions

estimated in this way. An inappropriate lag length not only biases the estimated autoregression

(AR) coe�cients due to omitted variables, but more importantly ignores terms in the moving

average coe�cients of the true data generating process.

The identification procedure herein considered, hereafter termed long-run local projections

(LRLPs) extends the local projections studied in Jordà (2005) to achieve structural identifica-

tion. Local projections regress an endogenous variable on lags of itself and other endogenous

variables independently for each forecast horizon. In this way, local projections estimate the

moving average coe�cients of the underlying data generating process directly rather than rely-

ing on recursive substitution as in VARs. As a result, the long-run impact of each shock may be

constructed and constrained without excluding terms in the moving average representation of

the underlying data generating process. Moreover, omitted variable bias is not passed between

moving average coe�cients through recursive substitution. Because of these features, structural

identification using LRLPs may outperform SVARs of similar lag length regardless of the order

of integration of the endogenous variables. To the best of my knowledge, I am the first to

2



Aggregate Hours and Local Projections with Long-Run Restrictions Chapter 1

implement and study the finite sample properties of long-run local projections.

I rely on a two-shock RBC model developed in Chari et al. (2007) and Chari et al. (2008)

(hereafter CKM) as the data generating process. This model has several advantages. Its

linearized form not only has a VAR(1) representation for a wide range of parameter values,

but its structural parameters can also be identified with long-run restrictions. Moreover, the

CKM model has been used to evaluate many empirical models, including SVARs, in McGrattan

(2010), Kascha and Mertens (2009), and CKM. For each simulated data series, I estimate the

impulse response function of labor hours to a productivity shock using the standard SVAR

estimator and LRLPs. I find that the LRLPs yield significant bias reductions relative to the

SVAR both in estimating the full impulse response function and the contemporaneous response.

For example, LRLPs reduce the bias of the contemporaneous response by 73% and 47% when

labor hours are included in first di�erences and levels, respectively. LRLPs correctly estimates

the direction of the contemporaneous response and the shape of the impulse response function

in all cases, and can eliminate all of the biases for some specification choices.

I then isolate the small sample bias of the LRLPs from other specification choices by

increasing the length of each simulated data series. Similar to the findings of Erceg et al.

(2005) in the context of SVARs, I find that the e�ect of small sample sizes on the structural

parameter estimates depends on the empirical specification used.2 Because the estimated AR

su�er from the well known small sample bias first described in Hurwicz (1950), their sum

and therefore the estimated structural parameters are also biased in small samples. The bias

in the structural parameters, however, results from a non-linear transformation of that in the

reduced form coe�cients. As a result, the structural estimates may be biased upward even when

the reduced form estimates are biased downward. This issue is particularly important at long

forecast horizons, but quantitatively small at short forecast horizons. Despite these sensitivities,
2Faust and Leeper (1997) make a related point when constructing confidence bands and hypothesis testing after

imposing long-run restrictions on estimated VARs.

3
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the LRLPs outperform the SVAR in terms of impact error and integrated bias across all forecast

horizons considered.

Having established the advantages of the LRLP method, I show that it has first order implica-

tions for existing empirical discussions that rely on SVARs identified with long-run restrictions

by revisiting the debate on the response of hours to productivity shocks.3 The overwhelming

conclusion of this literature has been that labor hours fall in response to productivity shocks, a

result that is at odds with RBC models à la Kydland and Prescott (1982) and King and Rebelo

(1999). Using data from the Bureau of Labor Statistics (BLS) on non-farm private business

labor productivity and labor hours spanning 1948Q1 to 2019Q2, LRLPs indicate that labor

hours rise in response to a productivity shock and subsequently follow a hump-shaped profile.

In contrast to Christiano et al. (2003) and Christiano et al. (2004) who come to a similar conclu-

sion, my results are robust to whether or not labor hours are first di�erenced and the inclusion

of breaks in labor productivity growth.4 Moreover, my results provide new evidence in support

of the standard RBC model.

My findings also contribute to the growing literature assessing the ability of local projections

to improve estimates of impulse response functions. Kilian and Kim (2011), for example, use

data simulated from a VAR(12) to compare the coverage rates of impulse response functions

estimated using local projections and VARs. They argue that the local projections method

provides no apparent advantages. Brugnolini (2018) shows that their use of the Akaike (1974)

information criterion in choosing the lag length rather than the Schwarz (1978) information

criterion drives their results.5 Both papers apply structural shocks estimated using a VAR

with short-run restrictions to the local projections method. Choi and Chudik (2019) instead
3Notable exceptions in this literature are Basu et al. (2006) and Sims (2011), who do not rely exclusively on

SVARs identified with long-run restrictions. They, however, come to di�ering conclusions.
4Garín et al. (2019) finds that hours decline on impact away from the zero lower bound, but rise when the zero

lower bound is binding.
5The AIC prefers over-parameterized models. Brugnolini (2018) argues that the exercise presented in Kilian

and Kim (2011) e�ectively asks the local projections method to outperform the true data generating process, which
is not possible and therefore provides an inappropriate comparison between local projections and VARs.

4
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tests local projections against several alternative estimation procedures when the sequence of

structural shocks is perfectly observed rather than estimated. The closest paper to this study

is independent and forthcoming work by Plagborg-Møller and Wolf (forthcoming), who prove

that impulse response functions estimated using local projections and VARs are equivalent in

population. Because of this result, they suggest that structural identification schemes relying

on local projections succeed if and only if the previously described SVAR approach succeed. I

compliment the findings of these studies in several important and distinct ways. First, I identify

structural shocks using local projections directly rather than relying on externally constructed

instruments. Second, I focus squarely on the finite sample properties of structurally identified

local projections, of which little is known. Perhaps most importantly, I show that structural

identification through LRLPs and the previously described SVAR approach can di�er not only

quantitatively, but also qualitatively in sample sizes of most interest to empirical researchers.

Finally, my empirical application sheds new light on a long-standing debate in macroeconomics.

The rest of the paper is organized as follows. Section 1.2 reviews long-run restrictions in

the context of VARs to illustrate the crucial source of bias and describes the local projections

alternative. Section 1.3 details both the assumed data generating process and the Monte Carlo

approach used to test the long-run local projections estimator. Section 1.4 describes the results

of the Monte Carlo exercise. Section 1.5 uses long-run local projections to study the response

of aggregate hours to a productivity shock. Section 1.6 summarizes my findings.

1.2 Imposing Long-Run Restrictions

In this section, I begin by presenting a simple structural VAR, highlighting the need to

impose additional identifying restrictions. I then review how to recover the structural shocks by

imposing long-run restrictions to an estimated VAR and describe why this method is so sensitive

to the omission of relevant lags. Finally, I present the long-run local projections approach. I

5
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focus on the case with only a single lag throughout to simplify notation and facilitate exposition.

The discussion below can be generalized to the case of an arbitrary number of lags.

1.2.1 The Problem with SVARs

The goal of imposing su�ciently many identifying restrictions to an estimated VAR is

to orthogonalize the forecast errors, thereby recovering the sequence of structural shocks.

Given that the reduced form parameters have been estimated, recovering the contemporaneous

correlation matrix of the endogenous variables is su�cient to accomplish this goal. Estimating

this matrix through long-run restrictions requires imposing assumptions on the estimated long-

run impact of the structural shocks and subsequently inverting the reduced form parameters.

Consider, for example an n-variable structural VAR(1) given by

Bxt = �0 + �1xt�1 + "t (1.1)

where B is the contemporaneous correlation matrix and subsumes the variance of "t . B

captures both the indirect e�ect of "i,t on xi,t through the other endogenous variables as well

as the contemporaneous e�ect of "�i,t on xi,t . In this way, the contemporaneous correlation

matrix, B, orthogonalizes the shocks that drive the stochastic process, "t , so that they may

be interpreted as structural (causal) shocks with E("t"0t) = I, where I is the identity matrix.

Because each endogenous variable is potentially a function of not only lagged variables, but

also the contemporaneous values of each other endogenous variable, rearranging Eq. 1.1 and

simply applying OLS methods will yield biased coe�cients.

Instead, one must first estimate the reduced form of the structural VAR by inverting B and

impose additional identifying restrictions to recover the contemporaneous correlation matrix.

6
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The reduced form VAR implied by Eq. 1.1 is given by

xt = B�1�0|{z}
A0

+ B�1�1|{z}
A1

xt�1 + B�1"t|{z}
et

(1.2)

where A0 and A1 are transformations of the structural parameters and et are forecast errors

such that E(ete0t) = ⌦ is no longer the identity matrix. Because E(xt�1"t) = E(xt�1et) = 0,

the parameters of Eq. 1.2 may be consistently estimated using OLS. Including the covariance

matrix of et , this yields only n + n2 + n2+n
2 parameter estimates while the structural VAR is

characterized by n + 2n2 parameters.6 Thus, n2�n
2 restrictions on the long run impact of the

structural shocks must be imposed to recover estimates of the structural parameters.

To obtain the long-run impact of a unit impulse of the structural shocks to the endogenous

variables, it is instructive to re-write Eq. 1.2 in its moving average form. In particular, recursive

substitution and the definition of et yields

xt = B�1"t + A1B�1"t�1 + A2
1B�1"t�2 + . . . (1.3)

Thus, the time t impact of a structural shock i periods prior is Ai
1B�1"t�i. Moreover, the

long-run impact of shocks, D, is simply the sum of each of time t impact of those same shocks,

i.e. D =
1Õ

i=0
Ai

1B�1. Further assuming that the eigenvalues of A1 are less than 1 in modulus, the

long-run impact matrix can then be written as

D = (I � A1)�1B�1 (1.4)

where (I � A1)�1 = I + A1 + A2
1 + . . . are the reduced form moving average coe�cients. As

only A1 in Eq. 1.4 can be estimated from Eq. 1.2, an additional equation to pin down D and

6Generally, an estimated VAR(p) will provide n + np + n2+n
2 parameter estimates compared to n + n2p + n2

parameters in the structural VAR(p).

7
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recover B�1 is necessary. Given that E("t"0t) = I, we have E(ete0t) = ⌦ = B�1B�10 and so

DD0 = (I � A1)�1⌦(I � A0
1)�1 (1.5)

where A1 and ⌦ can both be estimated from the reduced form VAR. Long-run restrictions can

now be imposed on D such that Eq. 1.5 holds and A1 and ⌦ satisfy Eq. 1.2. Given D, B�1 is

then obtained by inverting the reduced form moving average coe�cients, (I � A1)�1.

Taking a Cholesky decomposition of Eq. 1.4, for example, returns a triangular matrix for D

and is equivalent to assuming that structural shocks have no long-run e�ect on the endogenous

variables higher in the Cholesky ordering. By replacing A1 and ⌦ with bA1 and b⌦, respectively,

bB can be consistently estimated. Given estimates for the contemporaneous correlation matrix

and reduced form moving average (lag) coe�cients, it is straightforward to obtain the estimated

s-step ahead impulse response to a structural shock of size d.

cIR(s, d) = bAs
1 · dB�1 · d (1.6)

As is evident by Eq. 1.3-Eq. 1.5, consistently estimating the moving average coe�cients

of the underlying data generating process is critical to consistently estimating B and therefore

IR(s, d). Lag length mis-specification not only results in inconsistent estimates of the lag

coe�cients in Eq. 1.2, but more importantly in missing terms in all but the first two moving

average coe�cients. Suppose, for example, that the true data generating process took the form

of a VAR(2) given by xt = A0 + A1xt�1 + A2xt�2 + et rather than the VAR(1) described above.

The first two coe�cients of the moving average representation of both the true and assumed

data generating process are equal to I and A1. The third coe�cient of the moving average

representation on the other hand is A2
1 for a VAR(1) and A2

1 + A2 for a VAR(2). A similar

discrepancy exists between the two for each coe�cient in their respective moving average

8
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representation after the third. This discrepancy poses first order consequences when imposing

long-run restrictions on a VAR with incorrect lag length, which is of particular concern in

empirically relevant sample sizes wherein the included lag length is typically constrained.

CKM, for example, show that estimated contemporaneous responses may be more than double

that of the true response, and may be of the incorrect sign even after controlling for small sample

bias.7

1.2.2 Identification with Local Projections

The structural VAR methodology developed in the previous section is indeed useful for

capturing the dynamics in a high-dimensional system. Estimated VARs, however, are a linear

global approximation for the underlying system. That is to say that the dynamics of the

system are determined recursively from one-step ahead forecasts. The local projections method

provides an alternative.

The local projections method first presented in Jordà (2005) allows for a more direct

and flexible estimation of the impulse response function. Rather than relying on recursive

forecasts, this method estimates the dynamic relationships of a system at each forecast horizon

independently with a collection of regressions. The local projections form of Eq. 1.3 is given

by

xt+s�1 = A(s)
0 + A(s)

1 xt�1 + ut+s�1 s = 1,2, . . . , smax (1.7)

where A(s)
0 is an n⇥ 1 vector of constants, A(s)

1 are matrices of coe�cients for the lag dependent

variable, s denotes the s-step ahead forecast, smax is the maximum forecast horizon, and ut+s is

a mean zero forecast error. The forecast error contains information of all shocks from time t to
7This discussion puts aside omitted variable bias in the OLS step to better illustrate the central problem with

the standard SVAR estimator. The reduced form coe�cients of an estimated VAR(1) will of course also be biased
due to the omitted second lag.

9
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time t + s � 1.8 Jordá denotes the collection of equations given by Eq. 1.7 for s = 1,2, . . . , smax

as local projections due to the fact that each coe�ecient is estimated equation by equation for

each forecast horizon. As a result, these local projections are a set of local approximations to

the true data generating process rather than a single global approximation as is the case with

VARs. Jordà and Kozicki (2011) prove that, for a given forecast horizon, the coe�cients in

Eq. 1.7 can be consistently estimated by simple OLS.9

Moreover, the local projections technique allows for a simple method to compute the im-

pulse response functions. In particular, the set of reduced form impulse responses may be

orthogonalized as in Eq. 1.6. The key distinction between the two is that rather than using

recursive substitution to obtain bAs
1, As

1 is estimated directly with bA(s)
1 . A key question remains,

however: how does one recover B? Current approaches to estimating structural impulse re-

sponse functions using local projections simply apply a contemporaneous correlation matrix

obtained elsewhere to the reduced form coe�cients. For example, Jordà (2005) accomplishes

this by recovering B using an estimated SVAR.10 This approach, however, causes the shortcom-

ings of SVARs to be passed on to the local projections through the inconsistent estimation of B

described previously.11

Rather than obtaining B by imposing long-run restrictions on VARs, the local projections can

instead be used directly. In particular, recall that a crucial source of bias in estimating B using

VARs is missing terms in each moving average coe�cient as a result of lag misspecification.

Because the local projections method does not rely s-steps of recursive substitution, each

projection attempts to estimate its respective moving average coe�cient directly. To see this,

again consider the set of local projections given by Eq. 1.7 and substitute out xt�1 using the
8It can be shown that the forecast errors given by ut+s�1 are a moving average of the reduced form residuals,

{et+i}s�1
i=0 , when the true data generating process is a VAR.

9Their result e�ectively requires that the conditions described in Lewis and Reinsel (1985) for the consistency
of VARs hold for each forecast horizon, s.

10This is similarly done in the critiques by Kilian and Kim (2011) and Brugnolini (2018).
11If the sequence of structural shocks is known (e.g. Hamilton, 1985; Romer and Romer, 2004; Ramey, 2011),

then they may instead be included as regressors themselves.
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s = 1 local projection only once.

8>>>>>>>>>>>><
>>>>>>>>>>>>:

xt = A1
0 + A(1)

1 A(1)
1 xt�2 + A(1)

1 ut�1 + ut

xt+1 = A2
0 + A(2)

1 A(1)
1 xt�2 + A(2)

1 ut�1 + ut+1

xt+2 = A3
0 + A(3)

1 A(1)
1 xt�2 + A(3)

1 ut�1 + ut+2

...

(1.8)

Noting several features of Eq. 1.8. First, note that the structural shocks, "t , drive the stochastic

process and that xt�2 summarizes all past shocks by assumption. Further note that ut+s�1

summarizes information on {et+i}s�1
i=0 . Then, the only information contained in ut�1 is that of

the time t � 1 structural shocks, "t�1. Thus, A(1)
1 is the t � 1 moving average coe�cient, A(2)

1

is the t � 2 moving average coe�cient, and so on. The time t moving average coe�cient is

trivially given by the identity matrix. Given this collection of local projections, the moving

average coe�cients used construct Eq. 1.5, Ai
1, can simply be replaced by the local projections

coe�cients, A(s)
1 . The term (I � A1)�1 in Eq. 1.5 is then given by

(I � A1)�1 =

266666666664

1 +
Õ
s

a(s)11
Õ
s

a(s)12 . . .
Õ
s

a(s)1nÕ
s

a(s)21 1 +
Õ
s

a(s)22 . . .
Õ
s

a(s)2n
...

...
. . .

...Õ
s

a(s)n1
Õ
s

a(s)n2 . . . 1 +
Õ
s

a(s)nn

377777777775

(1.9)

The estimation of B then proceeds as before after substituting bai j for ai j and b⌦ for ⌦, where b⌦
obtained from an estimated VAR and the s = 1 local projection are equivalent.12,13

12Christiano et al. (2006) develop a non-parametric method to estimate⌦ that may further improve the long-run
local projections approach. As shown in Section 1.4, however, this estimator yields significant bias reductions
even without relying on the methods developed in Christiano et al. (2006).

13As in my discussion of VARs, I have put aside the issue of omitted variable bias. The reduced form coe�cients
of the local projections will of course be biased due to omitted lags. This issue is present in both long-run local
projections and the standard SVAR approach.
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This alternative estimator has several distinct advantages. First, any omitted variable bias

in the estimated lag coe�cients from including too few lagged dependent variables is not

compounded across forecast horizons as a result of s-steps of recursive substitution. Second,

and most importantly, because the local projections method provides a collection of local

approximations rather than a single global approximation as in VARs, summing across the

estimated lag coe�cients as described above does not result in missing terms in the implied

moving average coe�cients as is the case with improperly specified VARs. Instead, A(s)
1

estimates each moving average coe�cient directly with the obvious normalization that the first,

i.e. s = 0, moving average coe�cient is not estimated and is instead given by the identity matrix.

This fact may not be obvious at first glance as the long-run local projections estimator still relies

on recursive substitution. The key distinction is that the local projections estimator relies only

on one-step of recursive substitution. That is, the recursive substitution used in the long-run

local projections relies only on the fact that the first moving average coe�cient for a VAR of

arbitrary lag length is the identity matrix. Thus, relying on one step of recursive substitution

does not reintroduce the same issues present in the standard SVAR estimator.

It is immediately evident, that the long-run local projections relies on an appropriate choice

of maximum forecast horizon, smax , to construct the sums Eq. 1.9. It is also immediately

evident that long-run local projections do not simply trade one problem for another. Increasing

the accuracy of impulse response functions estimated using an n-variable VAR with long-run

restrictions requires including more lags. Each additional lag results in a degrees of freedom

reduction of n. Instead, improvements to local projections with long-run restrictions can be

made by increasing the maximum forecast horizon rather than increasing the lag length of each

regression. This results in a degrees of freedom reduction of only one. Thus, the long-run

local projections method for imposing long-run restrictions is less limited by the length of data

series available.14 I return to this issue in Section 1.4 where I show that empirically relevant
14It is well known that properly specified VARs are more e�cient than their local projection counterparts and
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sample sizes allow for a su�ciently long forecast horizon to improve the estimation of both

contemporaneous responses and the subsequent path of the impulse response function using

long-run local projections.

1.3 Testing Local Projections with Long-Run Restrictions

To test the properties of the LRLPs against that of the standard SVAR approach, I rely

on a two-shock version of a Real Business Cycle model developed in Chari et al. (2007)

and CKM as the data generating processes.15 This model has the distinct advantage that its

linearized form satisfies the invertibility conditions described in Fernández-Villaverde et al.

(2007) and Lippi and Reichlin (1994) that permit a VAR(1) representation for a wide range

of parameter values. Moreover, Chari et al. (2007) show that including stochastic wedges into

a canonical RBC model such as this describes post-war aggregates well. This allows me to

test the claim that local projections with long-run restrictions (LRLPs) are more robust than

SVARs to specification choices. I begin by simulating the model for 285 quarters 1,000 times

and estimating the impulse response of labor to a productivity shock using both an SVAR and

LRLPs for each simulated series.16 I adjust the lag length of both the estimated LRLPs and

SVAR, and the maximum forecast horizon of the local projections method to investigate its

advantages in empirically relevant samples. I then repeat this exercise using a sample length

of 10,000 quarters to investigate the e�ects of small sample bias for the LRLPs. Throughout,

I focus on the response of hours to a productivity shock as this is the statistic most used in the

literature to choose between business cycle models. Moreover, this is the statistic I estimate in

Section 1.5 where I revisit the hours debate.
so long-run restrictions imposed with VARs dominate asymptotically.

15I present only the key equations. Refer to Chari et al. (2007) and CKM for more details and proofs.
16The data series used in Section 1.5 is approximately 285 quarters in length.
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1.3.1 Two-Shock RBC Model

A unit mass of infinitely lived households maximize expected utility by making a consumption-

savings decision and a labor supply decision in frictionless markets, and discount the future

at rate �. Households are subject to stochastic labor taxes that are rebated lump-sum in each

period. Furthermore, I assume that household preferences are additively separable within and

across periods, and are of the CES form. The problem of the representative household is then

given by,

max Et0

1Õ
t=t0

[�(1 + �)]t [log ct + � log(1 � lt)] (1.10)

subject to

ct + (1 + �)kt+1 � (1 � �)kt = (1 � ⌧lt)wt lt + rt kt + Tt (1.11)

where all variables are in per-capita terms. Here, � is depreciation, � is population growth,

kt is per-capita capital stock, wt is the wage rate, rt is the return on capital, Tt are lump sum

rebates of the stochastic labor wedge, ⌧lt , and ct and lt are per-capita consumption and labor,

respectively.

Firms produce a numeraire consumption good using a Cobb-Douglas production function

with labor augmenting technology, Zt . Firm’s maximize their profit function, (kt)↵ (Ztlt)1�↵ �

rt kt � wt lt , by choosing labor and capital input each period.

The stochastic variables, log Zt and ⌧lt , are subject to independent mean zero shocks each

period given by log zt and "lt , respectively. The covariance matrix of these shocks is therefore

given by

"
�2

z 0
0 �2

l

#
. I further assume that Zt is log-normally distributed and follows a random

walk with drift, µz, in logs. ⌧ls is instead normally distributed and is defined by a stationary
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AR(1) process in levels. The evolution of the stochastic variables is then characterized by

log Zt = µz + log Zt�1 + log zt (1.12)

⌧lt = (1 � ⇢l)µl + ⇢l⌧lt�1 + "lt (1.13)

where ⇢l is the persistence of the stochastic labor wedge and log zt and ⌧lt are independent

normally distributed shocks. With the assumption that 0 < ⇢l < 1, innovations in the labor

wedge are temporary. To close the model, the aggregate resource constraint is given by

ct + (1 + �)kt+1 = yt + (1 � �)kt .

Log-linearizing about the steady state using standard methods, one may define a state-

space system of the model. I assume that labor productivity growth, log
⇣
yt
lt

⌘
, and the log of

labor hours, log (lt) are observable. The system is defined this way for several reasons. If

more variables are included in the observer equation than shocks driving the process–in this

case two– then a subset of the included variables will be a linear combination of the others,

precluding a valid VAR(1) representation of the model (Ingram et al., 1994; Ireland, 2004;

Fernández-Villaverde et al., 2007). Moreover, defining the observer equation in this way allows

for a VAR(1) representation of the model that is consistent with the large literature estimating

the aggregate response of hours worked mentioned previously–shocks to the stochastic labor

wedge have no long-run e�ect on labor-productivity growth.

To make the model quantitative, I set � = 1.6, ↵ = 0.33, depreciation to be 6%, the rate

of time preference to be 2%, population growth to be 1%, and the technology growth rate to

be 2%. All parameters are set to match these annualized rates such that a period in the model

is equivalent to one quarter. The parameters governing the stochastic variables are set so that

(µz, µl) = (0.005,0.4), the persistent of the stochastic labor wedge is ⇢l = 0.95, and the standard

deviation of each shock as (�z,�l) = (0.0114,0.00725).17
17CKM set the standard deviation of productivity shocks by dividing the standard deviation of TFP estimated
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1.3.2 Econometric Specification

To investigate the properties of the proposed method, I estimate the model analogue of

Eq. 1.7 given by

8>>>>>>>>>>>><
>>>>>>>>>>>>:

� log
⇣
yt+s
lt+s

⌘
= a(s)0,yl

+ a(s)1,yl
� log

⇣
yt�1
lt�1

⌘
+ a(s)1,l log lt�1 + . . .

+a(s)
p,yl
� log

⇣
yt�p
lt�p

⌘
+ a(s)p,l log lt�p + u(s)y

l ,t+s

log lt+s = b(s)0,l + b(s)1,yl
� log

⇣
yt�1
lt�1

⌘
+ b(s)1,l log lt�1 + . . .

+b(s)
p,yl
� log

⇣
yt�p
lt�p

⌘
+ b(s)p,l log lt�p + u(s)l,t+s

(1.14)

for s = 0,1,2, . . . , smax . As described in Section 1.2, the two main advantages of imposing

long-run restrictions using local projections are that each regression is a local approximation

and so bias at any one forecast horizon is not compounded due to recursive substitution, the

reduced form coe�cients estimate the MA coe�cients of the underlying data generating process

directly, and that additional terms may be included in Eq. 1.9 by simply increasing the smax .

While I use a lag length of 4 and a maximum forecast horizon of 25 quarters as a benchmark,

I adjust these two specification choices to illustrate the robustness of this method to the choice

of lag length and investigate the sensitivity of LRLPs to the choice of smax .

Moreover, I estimate a VAR(p) with labor-productivity growth ordered first to illustrate the

advantages of local projections with long-run restrictions. The estimated model is given by

"
� log

⇣
yt
lt

⌘
log lt

#
=

"
A11(L) A12(L)
A21(L) A22(L)

# "
� log yt�1

lt�1

log lt�1

#
+

"
e1t

e2t

#
(1.15)

where Ai j(L) are lag polynomials of order p, and e1t and e2t are reduced form forecast errors.

The length of the lag polynomial included in Eq. 1.15 is always consistent with that of Eq. 1.14.

While labor hours in the model are stationary by construction, Dickey-Fuller tests performed

in Prescott (1986) by labor share.
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on the data used in Section 1.5 do not reject the null hypothesis of a unit root in hours. Moreover,

Francis and Ramey (2005), Galí and Rabanal (2005), and CKM all argue that including labor

in levels is inferior to an econometric specification including first di�erenced labor hours.18 In

light of these considerations, I also estimate the local projections and VAR using a di�erenced

specification by replacing log lt with � log lt = log lt � 0.99 · log lt�1 in Eq. 1.14 and Eq. 1.15.19

1.4 Monte Carlo Results

1.4.1 Small Sample Results

The benchmark results wherein 1,000 time series of 285 quarters are simulated and each

estimator applied to all series are displayed below.20 Figure 1.1 compares the mean estimated

response of hours to a one standard deviation technology shock to the true response of the

model. The results of the econometric specifications incorporating log-labor in di�erences are

shown in Figure 1.1a and the results when including log-labor in levels are shown in Figure 1.1b.

Throughout this section, the results from the benchmark local projections method and SVAR

are shown in dark blue and red, respectively. The model implied response is always shown in

black. Moreover, I present the estimated impulse response function to a forecast horizon of 50

quarters in order to illustrate both the full shape of the estimated impulse response function and

how it compares across specification choices. In cases where smax < 50, I estimate the local

projections to a forecast horizon of 50 but use only the first smax coe�cients in the construction

of the contemporaneous correlation matrix. I use the remaining 50 � smax coe�cients only

to extend the estimated impulse response function to a forecast horizon of 50 for graphical

purposes.
18Recent work by Saijo (2019) also uses a first di�erenced specification, but does not provide a clear justification

of this choice.
19This avoids over di�erencing but is quantitatively equivalent to a first di�erenced specification asymptotically.
20The length of these time series are chosen to match those in Section 1.5.
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Figure 1.1: Comparison to True Response in Small Samples

(a) Di�erences Specification (b) Levels Specification

On impact, the model implies a 32 basis point rise in hours worked. Relative to the mean

response estimated from the SVAR, the bias of the LRLPs is substantially reduced. In fact, the

impact response of hours estimated using SVARs is 69 basis points lower and 30 basis points

higher than the true response for the di�erences and levels specification, respectively. The mean

impact response of the LRLPs with labor included in di�erences and in levels is instead 19 basis

points lower and 16 basis points higher than the true response, respectively. This translates into

bias reductions in the response on impact for di�erences and levels specification of 72% and

47%, respectively. Moreover, the LRLPs accurately represents the shape of the true response

in both specifications whereas the shape of the impulse response function estimated using the

SVAR changes drastically with the choice of hours used.

To quantitatively characterize the performance of each method in estimating the full impulse

response function, I rely on a normalized integrated root mean squared error defined by

⇢
⇣cIR, IR, h

⌘
=

©≠≠≠≠≠≠
´

hØ
0

⇣cIR(h) � IR(h)
⌘2

dh

hØ
0

IR(h)2dh

™ÆÆÆÆÆÆ
¨

1
2

(1.16)
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where cIR(h) is the estimated impulse response at horizon h, IR(h) is the true impulse response

at time h, and h is the maximum forecast horizon of interest. This metric is both robust to

scale and punishes deviations symmetrically. Figure 1.2 and Figure 1.3 shows this metric as

a function of h for the benchmark estimates of the di�erences and levels specification. The

former shows ⇢
⇣
EcIR, IR, h

⌘
and so identifies squarely the integrated bias of each estimator.

The latter instead displays E⇢
⇣cIR, IR, h

⌘
and so captures the bias-variance tradeo� of each

estimator.

Figure 1.2: Integrated Bias

(a) Labor in Di�erences: ⇢
⇣
EcIR, IR, h̄

⌘
(b) Labor in Levels: ⇢

⇣
EcIR, IR, h̄

⌘

In both the levels and di�erences specification, the LRLPs outperform the SVAR method

in terms of bias. Indeed, Figure 1.2a and Figure 1.2b show that integrated bias of the LRLPs is

50% lower than the SVAR method in the di�erences specification and 39% lower in the levels

specification even after 48 quarters (12 years). Reductions in the integrated bias are even more

substantial at shorter forecast horizons. Figure 1.3a further shows that the LRLPs outperforms

the SVAR method in terms of mean squared error at all horizons considered in the di�erences

specification. In the levels specification, the LRLPs outperform the SVAR in terms of mean

squared error at forecast horizons less than 3 years, after which the SVAR performs better. This

is a result of the reduced e�ciency of local projections at long forecast horizons rather than the
19
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SVAR overtaking LRLPs in terms of bias. Moreover, the reductions in e�ciency are relatively

small as E⇢ is only 8% lower for the SVAR than the LRLPs even after 24 quarters (i.e. 6 years).

Also notice that the mean squared error of the SVAR estimator asymptotes whereas the same

is not necessarily true for the LRLPs. This is a direct result of the fact that the SVAR estimator

relies on recursive substitution and the true response decays to 0 in the model. At horizons

greater than the included lag length, the e�ect of the shock decays due to multiplication of

the estimated AR coe�cients in the reduced form VAR. Thus, the estimated e�ect on hours

eventually returns to 0 regardless of bias in bB as in the model. Because this is not a feature of

the LRLP estimator, the estimated impulse response of a shock does not necessarily decay to 0

at long forecast horizons.

Figure 1.3: Integrated Mean Squared Error

(a) Labor in Di�erences: E⇢
⇣cIR, IR, h̄

⌘
(b) Labor in Levels: E⇢

⇣cIR, IR, h̄
⌘

Finally, to further illustrate the relative performance of the LRLPs and the standard SVAR

estimator, Table 1.1 and Table 1.2 presents the bias and mean squared error, rather than their

integrated counterparts, at each forecast horizon. I normalize each by the value of the true

impulse response function and the square of this value, respectively, to induce scale invariance.

In addition, I highlight in grey rows in which the LRLP estimator yields the correct qualitative

result but the SVAR does not. That is, I highlight cases when the LRLP estimator has the
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correct sign but the SVAR estimator does not. Cases in which the LRLPs do not yield

reductions in the given statistic are indicated by “0.00%" in the fourth and seventh columns of

each table. Evidently, the LRLP yields large bias reductions at virtually every forecast horizons

regardless of the specification used. Moreover, the LRLP estimator yields mean squared error

reductions at all forecast horizons considered for the first di�erences specification. For the

levels specification, the LRLPs yield mean-squared error improvements throughout the first

year and a half and subsequently do not outperform the SVAR estimator. As explained above,

however, this is a result of increasing variance at long forecast horizons rather than SVARs

outperforming LRLPs in terms of bias. Still, the LRLPs yield reductions in mean squared error

at forecast horizons typically of most interest for both specification choices.

Table 1.1: Bias and MSE in First Di�erences

Noramlized Bias Normalized Mean-Squared Error

Horizon LRLP SVAR % Reduction LRLP SVAR % Reduction
0 -0.583 -2.16 73.0 1.53 5.02 69.6
1 -0.627 -2.20 71.5 1.61 5.28 69.5
2 -0.676 -2.25 70.0 1.66 5.58 70.3
3 -0.724 -2.31 68.7 1.81 5.92 69.4
4 -0.761 -2.36 67.8 1.91 6.22 69.2
5 -0.808 -2.41 66.5 2.11 6.46 67.3
6 -0.861 -2.46 65.0 2.27 6.73 66.2
7 -0.911 -2.50 63.6 2.48 7.00 64.6
8 -0.957 -2.56 62.5 2.65 7.31 63.8
9 -0.997 -2.60 61.7 2.80 7.61 63.1
10 -1.05 -2.65 60.3 2.98 7.92 62.4
15 -1.34 -2.92 54.0 2.92 9.76 53.9
20 -1.73 -3.24 46.6 6.94 12.1 42.9
25 -2.27 -3.61 37.1 11.7 15.3 23.1

The improvements of the local projections method over the SVAR, of course, depend on

the lag length used and maximum forecast horizon, smax , included in the estimation of the

contemporaneous response. I therefore re-estimate the impulse response function for each

time series after varying the maximum forecast horizon, smax , and lag length, p, included.

Figure 1.4a and Figure 1.4b show the results of adjusting smax in the di�erences and levels
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Table 1.2: Bias and MSE in Levels

Normalized Bias Normalized Mean-Squared Error

Horizon LRLP SVAR % Reduction LRLP SVAR % Reduction
0 0.506 0.955 46.8 2.24 2.61 14.3
1 0.496 0.932 46.8 2.23 2.59 13.7
2 0.483 0.904 46.5 2.20 2.53 13.1
3 0.476 0.883 46.1 2.23 2.55 12.4
4 0.464 0.853 45.6 2.19 2.48 11.9
5 0.461 0.791 41.7 2.22 2.32 4.23
6 0.444 0.743 40.3 2.21 2.21 0.00
7 0.427 0.687 37.8 2.26 2.08 0.00
8 0.420 0.628 33.0 2.34 1.96 0.00
9 0.422 0.577 26.9 2.44 1.86 0.00
10 0.412 0.530 22.2 2.51 1.77 0.00
15 0.340 0.326 0.00 3.11 1.48 0.00
20 0.214 0.170 0.00 4.07 1.34 0.00
25 0.013 0.048 73.7 6.09 1.29 0.00

specifications, respectively. The results from adjusting the included lag length are shown in

Figure 1.5.

Figure 1.4: Sensitivity to Choice of smax

(a) Labor in First Di�erences (b) Labor in Levels

Several properties of the LRLPs are immediately evident. First, the LRLP estimator is

sensitive to the maximum forecast horizon, smax . This results from the fact that smax determines

where the summations in Eq. 1.9 are truncated and therefore the number of estimated moving
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average coe�cients included in the construction of bB. This sensitivity is greater in the levels

specification than in the di�erences specification. In the latter, increasing smax results in a mean

estimated impulse response function that is quantitatively more similar to the true response.

The bias in the estimated LRLPs with smax = 100 is negligible at all but the longest forecast

horizons. In the di�erences specification, the estimated response changes little with smax .

Figure 1.5: Sensitivity to Choice of Lag Length

(a) Labor in Di�erences: LRLP Method (b) Labor in Di�erences: SVAR Method

(c) Labor in Levels: LRLP Method (d) Labor in Levels: SVAR Method

Mirroring the sensitivity of the LRLP estimator to the choice of smax , the choice of included

lag length appears to be less of a concern for the levels specification than for the di�erences spec-

ification. In fact, Figure 1.5c shows that the levels specification shows virtually no adjustment
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in the mean estimated response. Figure 1.5a instead shows that the di�erences specification

does show improvements with the included lag length. Despite these sensitivities, however, it

is notable that the shape of the LRLPs remains reflective of the true response regardless of the

choice of smax and included lag length. The shape of estimates from the SVAR on the other

hand di�er not only with the measure of hours used, but also with the choice of included lag

length in the case of the di�erences specification.21

1.4.2 Removing Small Sample Bias

To investigate the relative performance of each method without contaminating the results

with small sample bias, I repeat the above exercise with 1,000 simulated time series of 10,000

quarters in length. In these exercises, the LRLPs and SVARs su�er from downward bias

AR coe�cients to a quantitatively insignificant degree. Figure 1.6a to Figure 1.6b mirror

Figure 1.1a and Figure 1.1b and show the results of the large sample exercise. I focus on the

benchmark specifications as the alternative specifications follow the same qualitative trends as

in the previous section.

The contemporaneous response of the LRLP method in di�erences and levels is 16 basis

points and 45 basis points, respectively. Relative to the estimated contemporaneous responses

in the small sample case, the former is shifted up by 3 basis points and the latter is shifted

downwards by 3 basis points. The non-uniformity of these shifts is consistent with Erceg et al.

(2005), who show that the way in which small sample bias of estimated AR coe�cients translates

to structural parameters estimated using long-run restrictions is dependent on the estimated

econometric model. Said di�erently, downward biased AR coe�cients do not necessarily

translate into downward bias structural parameters when applying long-run restrictions. The

contemporaneous response of the SVAR method is instead -36 basis points and 74 basis points,
21Bias reductions from increasing smax and the included lag length are of course accompanied by reductions in

e�ciency for both estimators.
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Figure 1.6: Comparison to True Response without Small Sample Bias

(a) Di�erences Specification (b) Levels Specification

respectively.

Figure 1.7: Integrated Mean Squared Error without Small Sample Bias

(a) Labor in Di�erences: E⇢
⇣cIR, IR, h̄

⌘
(b) Labor in Levels: E⇢

⇣cIR, IR, h̄
⌘

Figure 1.7 displays only E⇢
⇣cIR, IR, h

⌘
as ⇢

⇣
EcIR, IR, h

⌘
is quantitatively similar. Compar-

ison of Figure 1.7b and Figure 1.3b highlights one apparent advantage of the SVAR method.

Because the bias of the SVAR with labor in levels at long forecast horizons is small, its e�-

ciency gains outweigh the bias reductions of the LRLPs at long horizons in this specification.

In practice, however, the true bias of each estimator is unknown and the response of hours need
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not decay to 0 at long horizons. Furthermore, LRLPs outperform the SVAR in terms of mean

squared error at forecast horizons of most interest to business cycle researchers (i.e. several

years following a shock), and in terms of bias at all forecast horizons herein considered. Given

these considerations, the superior bias properties of the LRLP method outwiegh the e�ciency

gains of SVARs.

1.4.3 Choosing smax

Up until now, I have not discussed how to choose the free parameter, smax , used in the

construction of the contemporaneous correlation matrix. While it is possible to use a variety of

information criteria to choose the lag length for autoregressive econometric models, the same is

not true for the case of smax .22 Traditional information criteria choose a model parameter value,

e.g. the lag length, to minimize some function of the model likelihood function with a penalty

term for over-parameterization. Because these criteria depend on the likelihood function, they

require the ability to compare observation values to those predicted by the estimated econometric

model. In the case of choosing smax , this would require comparing the contemporaneous

correlation matrix implied by the estimated LRLP model to the "observed" contemporaneous

correlation matrix. This object, however, is unobservable and is itself the subject of the

estimator herein proposed. Thus, no comparison is feasible and standard information criteria

are not applicable in this context.

Instead, recognize that increasing smax implies a bias variance tradeo�. Figure 1.6 shows

that the bias in the estimated contemporaneous correlation matrix decreases as smax rises.

Increasing the number of estimated parameter values used in Eq. 1.9, however, increases the

uncertainty in their sum and therefore the implied contemporaneous correlation matrix. To

balance this tradeo�, practitioners can therefore estimate the contemporaneous correlation
22Hacker and Hatemi-J (2008), Ozcicek and Mcmillin (1999), and Lütkepohl (1985) provide a review and

comparisons of the selection criteria typically employed.
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matrix for a range of smax and choose the specification with the minimum smax such that the

estimated contemporaneous correlation matrix becomes both qualitatively and quantitatively

similar to its behavior as smax becomes large. Note that in large samples, an arbitrarily large

smax should be chosen as the bias-variance tradeo� is quantitatively negligible.

Figure 1.8 shows this procedure for the benchmark specification in the empirically relevant

sample size discussed above and used in Section 1.5. The first panel shows the mean behavior

across simulations for the contemporaneous response as a function of smax when labor is

included in di�erences. The second panel shows the same when labor is included in levels.

When smax is low, both specifications incorrectly suggest that hours decline on impact, a

finding echoed by a large strand of the literature. As smax increases, both specifications

quickly estimate a contemporaneous response that is qualitatively similar to the model implied

response, i.e. that hours initially rise in response to a positive productivity shock. In fact, the

estimated response becomes positive after increasing the maximum forecast horizon to only 10-

15 quarters depending on whether hours are included in levels or di�erences. In the di�erences

specification, the contemporaneous response plateaus at a maximum forecast horizon of roughly

25 quarters. In the levels specification, the contemporaneous response also briefly plateaus at

around 25 quarters and subsequently slowly declines to become quantitatively indistinguishable

from the model implied response. Figure 1.8 suggests that restricting smax to be between 20 and

30 quarters yields a good approximation to the model implied contemporaneous response both

qualitatively and quantitatively. Moreover, a comparison of both specifications suggests that

the true response–32 basis points–is between roughly +20 and +40 basis points. In contrast,

comparison of the SVAR specifications yields a range of roughly -40 basis points to +60 basis

points. Both of these facts serve to further highlight the improvements of the LRLP estimator

over the traditional SVAR approach discussed in the previous two subsections.
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Figure 1.8: Contemporaneous Response vs. smax

(a) Labor in Di�erences (b) Labor in Levels

1.5 Estimating the Response of Aggregate Hours

Having established the advantages of the LRLPs, I now revisit the large literature estimat-

ing the response of aggregate hours to a productivity shock. As previously discussed, Galí

(1999), Christiano et al. (2003), Fernald (2007), Francis and Ramey (2005), Galí and Rabanal

(2005), Canova et al. (2010), and Saijo (2019) all present estimates from a structural VAR.23

Christiano et al. (2004), Basu et al. (2006), and Sims (2011) embed a constructed TFP series

in a VAR directly rather than identifying TFP shocks using the estimated VAR itself and come

to conflicting conclusions. With the exception of Christiano et al. (2003) and Christiano et al.

(2004), the overwhelming conclusion of these papers is that aggregate hours decline–at least on

impact–in response to an unanticipated rise in productivity.24 This contrasts with RBC models

à la Kydland and Prescott (1982), King and Rebelo (1999), and the extensions thereof, which

predict a rise in hours in response to a positive technology shock. The direct, and often explicit,
23Saijo (2019) also presents estimates using the local projections method using the TFP series constructed by

Fernald (2014).
24Sims (2011) finds that hours rise in response to temporary TFP shocks but fall in response to permanent TFP

shocks.
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implication of this literature is therefore that this class of models is unreliable.25

Because much of the evidence to date has been obtained by imposing long-run restrictions

on estimated VARs, it is subject to the critiques previously discussed. I therefore, estimate

the response of aggregate hours to a productivity shock using the LRLP estimator. I obtain

output per hour (labor productivity) and labor hours data for the non-farm private business

sector spanning the 1948Q1-2019Q2 period from the BLS. Labor hours are normalized by

the non-institutionalized civilian population aged 16 and over in any given quarter.26 Labor

productivity is first di�erenced in all empirical specifications. There has been significant debate

in the literature as to whether or not labor hours should enter in levels or in first di�erences

with no clear consensus to date. While Dickey-Fuller tests fail to reject the null hypothesis that

log-labor hours have a unit root, I do not take a stand on which approach is correct and instead

present results when logged hours are included in both levels and first di�erences. Time series

of the logarithm of the raw data are shown in Figure 1.9.

Figure 1.9: BLS Data

(a) Log-Labor Productivity (b) Log-Labor Hours per Capita

Furthermore, Fernald (2007) and Canova et al. (2010) show that controlling for low-
25See Kilian and Ltkepohl (2017) for a more detailed summary of the methodological components of this debate.
26The series ID of the BLS data used are PRS85006093, PRS85006033, and LNU00000000, respectively.

29



Aggregate Hours and Local Projections with Long-Run Restrictions Chapter 1

frequency changes in labor productivity growth has first order e�ects on estimated impulse

response functions. To control for such considerations, I test for potential di�erences in sub-

sample means of labor productivity growth in the following way. First, a Chow (1960) test is

conducted on the original data for each potential break date until the first break date is found.

A second Chow test is then performed on every possible break date after including the previous

break dates as regressors. This process is continued until no new break dates are found. Once

all break dates have been found, I de-mean labor productivity growth for each subsample (i.e.

between break dates). Two break dates were found using this approach: 1973Q1 and 1974Q3.27

For comparison, I estimate the response of hours using both LRLPs and an SVAR. The lag

length of the local projections is chosen to match that in the SVAR using the Akaike (1974)

information criteria with a maximum possible lag length of 10. While some have argued that the

the Schwarz (1978) information criteria outperforms alternatives (See e.g. Hacker and Hatemi-

J, 2008; Lütkepohl, 1985), long-run restrictions are sensitive to lag truncation bias. As a result,

the over parameterized specifications typically chosen by the Akaike (1974) information criteria

may be preferable when relying on long-run restrictions for identification. Both information

criteria yield the same result in this case. The imposed maximum possible lag length is not

binding for any specification.

I construct 90% bootstrapped confidence for the SVARs using the bias-corrected bootstrap

algorithm described in Kilian (1998). I use 1,000 replications to estimate the bias in the first

step and 2,000 replications to estimate the confidence bands in the second step. An appropriate

method for bootstrapping local projections is less clear. While Jordà (2009) discusses the im-

portance of developing bootstrap methods for the local projections method, a blocks-of-blocks

bootstrap approach for each forecast horizon, s, described in Kilian and Kim (2011) is the only
27Using the partial sample Wald statistic test suggested in Andrews (1993) and Andrews (2003) does not yield a

statistically significant break date using the critical values therein presented, though 1972Q4 is close to significant
for some presented critical values and virtually identical to first break date implied by the iterative Chow (1960)
procedure. Imposing a break only in 1972Q4 does not qualitatively change my results.
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proposal to date. Unlike this paper, their estimates of the contemporaneous correlation matrix

are obtained from a VAR. In addition, this blocks-of-blocks bootstrap does not adequately con-

sider the correlation between local projections coe�cients across forecast horizons. Moreover,

Kilian and Kim (2011) show through Monte Carlo simulation that their proposed bootstrap

may yield less than nominal coverage. This issue is more or less severe depending on the data

generating process used to generate the Monte Carlo samples. In light of these shortcomings, I

instead bootstrap the long-run local projections by drawing from the asymptotic joint distribu-

tion of the reduced form coe�cients and applying the same bias correction method as for the

bootstrapped SVARs. I again use 1,000 replications to estimate the bias in a first step and 2,000

replications to estimated the confidence bands in a second step.

Finally, as described in Section 1.2, I must specify a choice of smax to recover the structural

parameters and therefore the impulse response function. As discussed previously, the choice of

smax directly a�ects the number of moving average coe�cients included in the construction of

the long-run impact of each shock. If smax is too small, I may be missing important dynamic

relationships of the data generating process. Thus, I follow the heuristic approach discussed in

Section 1.4.3 and estimate the contemporaneous correlation matrix for a wide range of smax .

Figure 1.10 shows the estimated contemporaneous response for each specification.

The first column of Figure 1.10 shows the contemporaneous response when log-labor is

included in levels. The second column shows the estimated contemporaneous response when

labor is included in first di�erences. The overall relationship between smax and the estimated

contemporaneous response depicted above suggests that the contemporaneous response rises

with smax . The non-smoothness of this relationship results from the fact that the AR coe�cients

of the local projections method can be choppy relative to their VAR counterparts, a fact

highlighted in Ramey (2016). Despite these fluctuations, the tendency of the contemporaneous

response to rise with smax is clear. In the levels specification, a maximum forecast horizon

of 30 is chosen. A larger smax is required for the di�erences specification. In this case, I
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Figure 1.10: Sensitivity of Results to smax

(a) Labor in Levels (b) Labor in Di�erences

choose a maximum forecast horizon of 85, though a less conservative choice of 65 provides

quantitatively similar results.

Figure 1.11 shows the estimated impulse response of hours to a technology shock. The

first column shows results for the long-run local projections and SVAR in levels and the second

column shows the results for the these two estimators when log-labor hours is included in first

di�erences. The results from the LRLPs in Figure 1.11a and Figure 1.11b show that labor

hours rise on impact in response to a positive technology shock and follow a hump-shaped

response thereafter regardless of whether labor hours are included in levels or first di�erenced.

The striking feature of the LRLPs is that, regardless of the chosen specification, the estimated

response of hours is qualitatively the same. The SVAR method on the other hand predicts

two qualitatively di�erent responses depending on the specification used. The SVAR in levels,

however, tightly matches both the level LRLPs and the di�erenced LRLPs. These results echo

the findings of Christiano et al. (2003) that conclusions drawn from the SVAR with labor hours

in levels should be preferred.

In all cases except for the SVAR in first di�erences, the bootstrapped confidence bands for

the contemporaneous response contain 0. Hence, I cannot reject the hypothesis that hours do
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Figure 1.11: Estimated Impulse Response of Hours to a Productivity Shock

(a) LRLP Method: Labor in Levels (b) LRLP Method: Labor in Di�erences

(c) SVAR Method: Labor in Levels (d) SVAR Method: Labor in Di�erences

not respond, or even feature a very small negative response, to a positive productivity shock.

Still there is substantially more probability mass to the right of zero than to the left of zero.

Figure 1.12 shows the bootstrapped distribution of the contemporaneous response for the long-

run local projections. For the long-run local projections in levels, approximately 91.8% of the

probability mass lies above 0. For the long-run local projections with hours included in first

di�erences, approximately 90.6% of the probability mass lies above 0. Taken together, the

results of this section provide new evidence that hours in fact rise in response to a technology

shock and that the standard RBC model may in fact be consistent with the data.
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Figure 1.12: Bootstrapped Distribution of Contemporaneous Response

1.6 Conclusion

In this paper, I extend the local projections method to identify structural shocks through

long-run restrictions. I show that identifying structural shocks using long-run local projections

yields significant reductions in bias relative to SVARs both on impact and for most forecast

horizons. Using Monte Carlo evidence, I show that the long-run local projections estimator

is less sensitive than standard SVARs identified with long-run restrictions to the choice of

included lag length and order of integration of the endogenous variables. Moreover, using

this approach, I provide evidence that, in contrast to much of the evidence based on SVARs,

aggregate labor hours rise in response to positive productivity shocks and follow a hump-shaped

profile thereafter. In fact, I show that over 90% of the bootstrapped probability mass indicates

that hours rise on impact in response to a positive productivity shock. This result provides new

empirical support for the standard real business cycle model.

I also highlight several previously unexplored issues of importance for future research. First,

the bias reductions of structural identification with local projections are illustrated only in the

context of long-run restrictions. Structural identification in empirically relevant sample sizes

using, for example, sign restrictions may also be improved upon by relying on local projections
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rather than estimated VARs. Additionally, current methods of bootstrapping with time series

data either perform poorly for local projections or do not appropriately accommodate structural

identification using local projections. Both of these issues require additional research.
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Chapter 2

Labor Market Dynamics and the

Migration Behavior of Married Couples

2.1 Introduction

Between 1964 and 2000 the increase in female labor force participation of married women

has led to a more than doubling in the fraction of families with both spouses in the labor force,

from 36% to 75%. Over the same period there has been a 30% increase in the female to male

median wage ratio among married couples. How might such changes a�ect the willingness of

married households to migrate across counties for new work opportunities?

In this paper we document that the intercounty migration rate between 1964 and 2000 of

single households increased from 5.4% to 9.1% while the migration rate of married couples

declined from 5.7% to 5.0%. After controlling for changes in other demographic characteristics

such as age, education, and race, for example, we show that the downward trend for married

couples persists whereas the upward migration trend for single households becomes flat. This

suggests that the labor market experience of married women may be key in explaining the

observed decline in couples’ migration.
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We estimate how much of the discrepancy in these migration patterns can be accounted for

by the above mentioned forces. We find that, in total, the rise of dual labor force households

can account for 55% of the decline in migration, whereas rising relative wages of women

can account for 16% of the decline. These two mechanisms together can account for 65%

of the total decline, implying negative complementarities between the two e�ects. Moreover,

we find that approximately 10% of the rise in dual labor force households is induced by the

rising job prospects of women. Accounting for this indirect e�ect of rising wages results in

a wage e�ect that can account for 20% of the decline in migration. These results are both

qualitatively and quantitatively similar in two extensions wherein we include an endogenous

participation margin and exogenous, non-job related moves. Consistent with Cooke (2011) and

Kaplan and Schulhofer-Wohl (2017) who suggest alternative mechanisms as the primary source

of declines in mgiration–namely the Great Recession and increases in technology–for the post

2000 period, we show that female labor force participation among couples instead declined after

2000. Hence, our choice of focusing on the 1964-2000 time period for the e�ect on migration

decisions.

In order to disentangle the composition e�ect, i.e. more dual searching households, from

the wage e�ect, we construct a two location model with labor market frictions and allow both

individuals to receive local and foreign o�ers while unemployed and employed, interpreting the

acceptance of any foreign o�er as a move to a new location. Once a move has taken place, only

the spouse receiving the foreign o�er remains employed. The interaction between mobility

and on-the-job search has several implications on the reservation wages of individuals. First, if

both spouses are employed, the foreign wage o�ers for which a household is willing to move is

increasing in both spouses current wages, highlighting the fact that increased wages strengthens

location ties. Second, if one spouse is employed, the local reservation wage of the unemployed

spouse is everywhere decreasing in the employed spouse’s wage. This results from increasing

location ties as one spouse climbs the job ladder. That is, as the employed spouse’s wage
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increases, both will be less likely to receive acceptable foreign o�ers, thereby making local

o�ers more attractive and decreasing the reservation wage for the second spouse. The changing

location ties of dual searching households, and in particular the strong location ties present

when both spouses are employed, is the driving force of our mechanism.

We provide evidence of our mechanisms using household level data from the Current

Population Survey (CPS) to test the e�ect of the joint decision process on migration. We find

that households with both members in the labor force are 10% less likely to move. Furthermore,

we show that among all households that moved, the relative probability that a dual searching

household moves for job related reasons than for other reasons is 26% lower than for couples

with only a single searcher. These results are consistent with work by Mincer (1978) and Costa

and Kahn (2000) who show that the co-location problem faced by couples has a significant

impact on migration decisions.

We also show that ignoring the co-location problem and these changing location ties has

implications for estimates of lifetime earnings inequality. Ignoring this additional consideration

of spouses within households can bias these estimates by as much as 20% for men, 36% for

women, and 23% across all married individuals. This bias has increased for men and decreased

for women as increasing wages for women cause fewer male-driven moves for high foreign

wage o�ers and, therefore, more men to optimally enter the state of unemployment as a result of

similar female-driven moves throughout their career. This results in dual searching men making

choices that di�er from their single searching counterparts to a greater degree, implying that

the standard search model is no longer a good approximation for these men. The reverse is true

for dual searching women.

Our model is similar to that developed in Guler et al. (2012). We add on-the-job search and

gender specific o�er distributions. Flabbi and Mabli (2018), Rendon and García-Pérez (2018),

and Marcassa (2014) also extend the Guler et al. (2012) model to investigate the implications

of dual searching households for estimates of lifetime earnings inequality, labor market policy
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reforms, and spousal unemployment duration, respectively. Karahan and Rhee (2017) argue

that aging populations can explain almost half of the historical decline in aggregate migration.

Kennan and Walker (2011) studies the e�ect of expected income on migration decisions.

However, none of these papers address the dual-searcher household problem.

Molloy et al. (2017) argue that there is insu�cient variation in the fraction of dual searching

households to explain this long run decline, however, there is disagreement on this point.

Cooke (2013), for example, instead shows that the fraction of dual worker households increased

by roughly 15 percentage points from 1980-2010. We show empirically that the more than

doubling of such households plays a major role in the migration decline in our sample. Taskin

(2016) and Foged (2016) study how migration decisions of couples may change as relative

wages change and find that migration is U-shaped in the wife’s share of total family income.

Neither, however, are able to decompose historical migration trends. Finally, a recent working

paper by Guler and Taskin (2018) uses a similar model with marriage and divorce to investigate

migration trends. Our paper di�ers in that we focus on married couples, as other demographic

characteristics cannot explain the trend for this group. We allow search on and o� the job

to di�er, and include an empirically representative mix of single and dual searching married

couples.

The remainder of the paper proceeds as follows. Section 2.2 presents the CPS data used in

our econometric analysis and highlights the key demographic trends underlying our mechanism.

Section 2.3 outlines our model and derives the migration rates of dual and single searching

households. Section 2.4 presents the results of our calibration and Section 2.5 conducts our

quantitative experiment. Section 2.6 concludes.
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2.2 Data

The goal of this paper is to understand how the increase in the number of households with

both spouses in the labor force and the relative earnings of women have a�ected the mobility

of married couples. We begin this section by documenting the decline in the migration rate

of married couples and adjust the series for other demographic changes. Next we turn to the

two channels we are interested in: the increase in dual searching households and the rise in the

relative earnings of women. We show that both the fraction of dual searching households as

well as the relative earnings of women increased rapidly until 2000.

2.2.1 Mobility

In this section we document migration rates for married couples, the group of interest in

this paper, discussed below. Our migration data come from the March sample of the Current

Population Survey (CPS) through IPUMS (Flood et al., 2018). The variable of interest is the

one year mobility question in which respondents were asked if they had changed residence since

March of the previous year. Movers are divided into five categories: those who had moved

within the same county (intracounty); those who had crossed county lines but stayed in the

same state (intercounty-intrastate); those who had resided in a di�erent state (interstate); and

those who had migrated from abroad. Throughout the remainder of the paper, we refer to total

intercounty migration (the sum of intercounty - intrastate and interstate migration) simply as

intercounty migration.

We restrict our sample to civilian households in which the head of the household is at least

16 years old. We define married households as households in which the head of household state

they are married with or without their spouse present, the remaining households are labeled

as not-married. Further we define single searcher households as married households in which

one individual is in the labor force and the other is out of the labor force and dual searcher
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households as married households in which both individuals are in the labor force.

Figure 2.1: Intercounty Migration Rate by Marital Status
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Notes: The 1-year geographic mobility question was not asked between 1972 to 1975, 1977 to 1980, 1985 and
1995 and a cubic spline was used. The figure shows the percent of civilian households that moved across county
lines within the previous year by marital status. 95% confidence bands are plotted.

Figure 2.1 shows the intercounty migration rate of civilian households between 1964 and

2015 by marital status of the head of household. The figure reveals that the trends in intercounty

migration are di�erent substantially by marital status. While the percent of not-married movers

increased from 5.4% in 1964 to 9.1% in 2000, the percent of married movers decreased from

5.7% to 5.0% over the same time period. After 2000, both groups experienced a rapid decrease

in their migration rates. As we will show in the following subsections, the trends in dual searcher

households began to level out after the late 1990’s. Moreover, Kaplan and Schulhofer-Wohl

(2012) shows that a change in the CPS imputation method in 2006 can explain almost half of

the post 2000 decline and just over 60% of the sharp decline during the 2005-2006 period. As

a result, our primary period of interest is 1964-2000 as our mechanism will be able to explain

very little of the migration patterns following 2000.1
1CPS imputation flags are not available prior to 1995. Thus, we cannot drop imputed observations over the
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Others have identified that the composition of households had changed over this time period

(e.g. Iyigun and Lafortune (2016)). As we discuss in Section 2.3, our model does not consider

age, race, and education levels of household members. To remove these potential confounds

from our migration data, we adjust the data to control for such characteristics. Figure 2.2 shows

the adjusted percent of households that moved across county lines within the year. The adjusted

series controls for changes in the age, sex, race, education of the head of household, total real

family income, and the number of family members living in the household by estimating Eq. 2.1

in each year and subsequently adding the estimated time dummies to the 1964 migration rates.

movei,t = �0 + �1Xi + ⌘t + "i,t (2.1)

where Xi contains the vector of controls discussed above. The figure shows that holding constant

the composition of these factors at their 1964 levels removes any discernible trend for single

searching households until 2000. However, holding the demographic characteristics of married

households fixed at their 1964 values flattens the migration trend only slightly. These results

indicate that demographic characteristics go a long way in explaining the migration trends

of not-married households, but not married couples. Moreover, they provide a middle ground

between past studies linking demographics and migration and Molloy et al. (2011), who suggest

that demographic characteristics are likely to be unimportant for migration choices.

Indeed, Table 2.1 shows the results of the following linear regression for the 1964-2000

adjusted sample:

mratet,g = �0 + �1 (g = Married) + �2t + �3 (g = Married)t + "t,g (2.2)

vast majority of our period of interest. As discussed in Kaplan and Schulhofer-Wohl (2012), our trends are likely
robust to the imputation method used, so long as we use the same imputation method throughout our sample. We
therefore also do not drop imputed values for 2000 in our main quantitative exericse.
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where mrate is the migration rate at time t for group g and g may take the values Married or

Not Married. The fact that the estimated coe�cient on time, b�2, is not statistically significant

suggests that demographic changes account for all of the trend in the migration rate of non

married households. Moreover, the negative and significant coe�cient for the married-time

interaction term, b�3, indicates that a sizeable residual trend remains after controlling for changes

in the demographic characteristics of married households.2 Together, Figure 2.2 and Table 2.1

show that a residual trend only exists for married households. As a result, only a characteristic

unique to married couples can explain this trend. One such aspect is the presence of a working

spouse.

Figure 2.2: Adjusted and Unadjusted Intercounty Migration Rates
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Notes: The figure shows the unadjusted and adjusted percent of households that moved within the previous year.
The adjusted series are the sum of the percent of households that moved in 1964 for the group in question and the
coe�cients on the time dummies of a linear regression of the one year mobility status for that same group on time
dummies, age, sex, race and education of the head of household , family size, and total real family income.

2An F-test also rejects the null hypothesis of �2 = �3 = 0 at the 1% level.
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Table 2.1: Time Trend Estimation Results

Not-Married Time Trend Married-Time Interaction

Estimate 0.00093 �0.00741⇤⇤⇤
Robust Standard Error 0.00127 0.00180

N 74 74
⇤p < 0.05, ⇤⇤p < 0.01, ⇤⇤⇤ p < 0.001

2.2.2 Female Labor Force Participation and the Relative Earnings of

Women

It is well known that female labor force participation increased rapidly after the end of

World War II, from 39% in 1964 to just over 60% in 2000. This trend is even more prevalent

among married women. Figure 2.3 shows that both the number of married and not-married

women entering the labor force over this time increased substantially and that the labor force

participation rate of married women increased at a faster pace, rising by almost 30 percentage

points from 1964 to 2000.3 Importantly, Figure 2.4 shows that the percent of dual searcher

households increased from 36% in 1964 to 75% in 2000. The trend in the percent of dual

searcher households began to flatten in the late 1990’s and has remained almost unchanged at

roughly 75%.

The rise in the number of dual searching married households is our first channel of interest,

we call this channel the composition e�ect. As shown in Appendix A, the migration rate of

dual searcher households is less than that of single searcher households. This suggests that

the increase in female labor force participation which gave rise to a compositional change of

married households (the rise in dual searcher households) may have some power in accounting

for the decrease in the migration rate of married couples.

The second channel we focus on that may drive down the mobility rate for married couples
3Not shown is the labor force participation rate of married men that decreased from 85% in 1964 to 77% in

2000, implying that there may have been some crowding out of married men.

44



Labor Market Dynamics and the Migration Behavior of Married Couples Chapter 2

Figure 2.3: Female Labor Force Participation by Marital Status
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Notes: The figure shows the percent of women, age 16 or older, that are in the labor force by marital status. The
data comes from the basic monthly files of the Current Population Survey.

is the ratio of women’s to men’s earnings. An increase in the ratio of women’s to men’s earnings

may drive down mobility rates of dual searcher households since outside o�ers must be larger

when both individuals are earning more. Figure 2.5 shows the ratio of median yearly earnings

of married women to married men from 1962 to 2017. The figure shows that women’s earnings

relative to men began to increase in the 1980’s, rising from about 49% to 64% in 2000. This

time period corresponds to the second half of our period of interest as well as the period that

saw the largest decrease in the mobility of married couples. We call this channel the wage

e�ect.

In Appendix A we test the e�ect of the dual searching households and relative wage

di�erences on the migration decisions of married couples using household level data from the

March CPS. We show that dual searcher households are 0.4 percentage points less likely to

move across county lines and among all households that move, dual searcher households are

26% less likely to move for job related reasons. We also show that dual searcher households
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Figure 2.4: Dual Searcher Households
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Notes: Plotted is the percent of households in which the head of household is in the labor force that have a spouse
who is also in the labor force. Households in which the head of household is not married are included in the
sample and the percent of dual earner households is calculated as: (# of married households with both spouses
in the labor force)/(Total # of married households). The data comes from the basic monthly files of the Current
Population Survey.

that live in states with higher relative earnings of women are less likely to move and show

suggestive evidence that among those households that do move, those that face higher relative

earnings of women are less likely to move for job related reasons.

We have documented the fact that mobility rates have declined for married couples from

1960 to 2000 while female labor force participation and the fraction of dual searcher households

concurrently increased. This evidence suggests that both spouses in the labor force has played a

role in decreasing the fraction of married couples that choose to move. In the following section,

we develop a model of dual labor search to quantify the extent to which the increase in the

fraction of dual searcher households and the rise in the female-to-male median wage ratio have

contributed to the observed decrease in mobility.
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Figure 2.5: Ratio of Women’s to Men’s Median Earnings
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Notes: The figure shows the ratio of women’s median yearly earnings to men’s median yearly earnings.

2.3 Model

We are interested in modeling the job search problem for married couples under two di�erent

scenarios. First, the single searcher household, in which only one spouse is actively searching

and receiving job o�ers. Second, the dual searcher household, in which both spouses are

actively searching and receiving job o�ers. The key features of our model are that searchers

can receive either local job o�ers or foreign job o�ers and that men and women receive o�ers

from gender specific wage o�er distributions.

2.3.1 Environment

Risk neutral households search for jobs and enjoy utility over pooled income similar to

Guler et al. (2012).4 There are two types of households, single searcher households and dual
4Examples of alternatives to the unitary model of the household include Dey and Flinn (2005), Gemici (2016),

and Lundberg and Pollak (1993).
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searcher households. Within dual searcher households, both individuals receive job o�ers and

are ex ante heterogeneous as they have gender specific job prospects and receive gender specific

flow utility of unemployment. In the single searcher household, individuals di�er as only one is

searching for jobs. For now we take the increase in female labor force participation as given and

do not model the household’s decision of becoming either a single searching household or dual

searching household as a benchmark. We relax this assumption and allow for an endogenous

participation margin in Section 2.5.

Individuals who are out of the labor force receive flow utility bO and do not receive job

o�ers. Individuals who are in the labor force but unemployed receive flow utility bi
U , where

i 2 {M,F} indexes the gender of each household member, and can receive either local or foreign

job o�ers. They receive local o�ers at wage w drawn from the c.d.f. Fi(w) at exogenous poisson

arrival rate ↵u
l , and foreign o�ers at wage w drawn from the same c.d.f. at exogenous poisson

rate ↵u
f . Individuals also search for jobs while employed and can again receive local or foreign

o�ers at wage w drawn from the same c.d.f. at rate ↵e
l and ↵e

f , respectively. All jobs separate

at exogenous rate � and households discount utility at rate r . If an individual accepts a foreign

o�er, the household must quit any locally held jobs and move locations.5 Here, we abstract

from moving costs since we are ultimately interested in the di�erence between moving rates for

single searcher and dual searcher households. While Kennan and Walker (2011) discuss the

importance of such costs in migration decisions, the moving costs will simply create a wedge

between the reservation wage of local and foreign o�ers that is similar for both single and dual

searching households so long as these costs do not di�er across households.6 As a result, and

to simplify our calibration, we exclude these one time fixed costs. As we discuss below, dual

searching households will instead incur a cost to migration in the form of lost spousal income.
5An extension to allow for non-job related moves is discussed in Appendix B.
6Incorporating moving costs may di�erentially impact single and dual searching households when they are risk

averse.
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2.3.2 Single Searcher Household

A single searcher household is composed of two individuals: one out of the labor force and

the other of gender i in the labor force searching for jobs. Such a household can be in one of

two states: employed-out of the labor force with value function EOi(w) or unemployed-out of

the labor force with value function UOi. The value functions are given by:

rUOi = bO + bi
U + ↵

u
l

π
max{EOi(w) � UOi,0} dFi(w)

+ ↵u
f

π
max{EOi(w) � UOi,0} dFi(w) (2.3)

rEOi(w) = bO + w + ↵
e
l

π
w

EOi(w0) � EOi(w) dFi(w0)

+ ↵e
f

π
w

EOi(w0) � EOi(w) dFi(w0)

+ �
⇥
UOi � EOi(w)

⇤
(2.4)

where bi
U is the flow value of unemployment for the unemployed spouse.

In either state the household receives flow utility bO from the spouse that is out of the labor

force. Since there is no cost to moving for the single searching household as only one spouse

participates in the labor force, the reservation wage for both local and foreign o�ers is the same.

Let Ri
s be the reservation wage such that EOi(Ri

s) = UOi. This reservation wage is given by

the implicit equation,

Ri
s � bi

U =
⇣
↵u

l + ↵
u
f � ↵e

l � ↵e
f

⌘ π 1

Ri
s

1 � Fi(w)
r + � + (↵e

l + ↵
e
f )[1 � Fi(w)] dw. (2.5)

The steady state unemployment rate, ui
s, and steady state distribution of households employed
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at wage less than or equal to w, Gi(w), are given by Eq. 2.6 and Eq. 2.7.

ui
s =

�

� + (↵u
l + ↵

u
f )[1 � Fi(Ri

s)]
(2.6)

Gi(w) =

8>>>><
>>>>:

�[Fi(w)�Fi(Ri
s)]

{�+(↵e
f +↵

e
l
)[1�Fi(w)]}[1�Fi(Ri

s)]
w � Ri

s

0 else
(2.7)

Each are derived as in Burdett and Mortensen (1998). The migration rate for single searcher

households of type i is the weighted sum of the migration rate of the unemployed plus the

migration rate of the employed, where the weights are given by the mass of households in each

employment state. The migration rate of the unemployed is: ↵u
f [1 � Fi(Ri

s)]. The rate at which

workers employed at wage w migrate is ↵e
f [1� Fi(w)]. Therefore, the aggregate migration rate

for single searcher households of type i, Mi
s, is:

Mi
s = ui

s · ↵u
f
⇥
1 � Fi(Ri

s)
⇤
+

⇣
1 � ui

s

⌘
· ↵e

f

π 1

Ri
s

⇥
1 � Fi(w)

⇤
dGi(w). (2.8)

The aggregate migration rate for single searching households is then given by a simple weighted

average over all household types as follows:

Ms = ⇠M · M M
s + (1 � ⇠M) · MF

s (2.9)

where ⇠M denotes the fraction of single searching households with the husband in the labor

force.
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2.3.3 Dual Searcher Household

A dual searcher household is composed of two individuals both of whom are searching for

jobs. Such a household can be in one of four states: employed-employed with value function

EE(w,w0), husband employed-wife unemployed with value function EUM(w), wife employed-

husband unemployed with value function EUF(w), and unemployed-unemployed with value

function UU.

Just as in the single searcher household, the reservation wage for accepting jobs while in the

unemployed-unemployed state is the same for both local and foreign o�ers as neither spouse

must quit an existing job.7 Let Ri
1 be the reservation wage for spouse i when both members

of the household are unemployed. Because both the o�er distribution and flow utility of

unemployment for each spouse is di�erent, EUi(w) will di�er by i. As a result, the reservation

wage, Ri
1, is also indexed by i. The corresponding value function is:

rUU = bM
U + bF

U +
⇣
↵u

l + ↵
u
f

⌘ π 1

RM
1

EUM(w0) � UU dFM(w0)

+
⇣
↵u

l + ↵
u
f

⌘ π 1

RF
1

EUF(w0) � UU dFF(w0). (2.10)

If one member of the household is employed, several decisions about accepting job o�ers

need to be made. First, if the unemployed spouse receives a local job o�er, they may take

that o�er if either the value of joint employment or the value of switching roles exceeds the

current value of single employment. In the former case for example if the wife is employed

at wage w0 the husband will accept any local o�er w such that EE(w,w0) � EUF(w0) and the

household will enter a state of joint employment. Let RM
2 (w) and RF

2 (w) be the reservation

wage for men and women to make this transition defined by EE(w,RF
2 (w)) = EUM(w) and

7Ex post inspection of the steady state value functions reveals that a cuto� strategy is optimal for the dual
searching household.
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EE(RM
2 (w0),w0) = EUF(w0), respectively. In the latter case, if the husband receives a wage

o�er su�ciently high to accept, but not high enough to enter joint employment, each spouse

will switch roles and the household will remain in a state of single employment.

Related to this second transition is the fact that both the employed and unemployed spouse

may receive a foreign o�er. If the foreign o�er is received by the spouse that is currently

employed, the household will be willing to move for any wage greater than the one it is

currently receiving. We do not allow for the possibility that members of the household can live

in separate locations or that the household can split up. Therefore, if the unemployed spouse

receives an acceptable foreign o�er, the employed spouse must quit their job and transition into

the unemployed state.

Since individuals are heterogeneous within the household, spouse i will accept the foreign

wage o�er, w0, if and only if EUi(w0) � EU�i(w). Thus, the reservation wage to transi-

tion from employed-unemployed to unemployed-employed denoted Ri
3 is given by EUi(w) =

EU�i(R�i
3 (w)). Note that this reservation wage is identical for the local switching case discussed

above and is not generally the 45� line. The value function for the employed-unemployed state

is then given by:

rEUi(w) = b�i
U + w+

⇣
↵e

l + ↵
e
f

⌘ π 1

w

⇥
EUi(w0) � EUi(w)

⇤
dFi(w0)

+↵u
l

π 1

��i(w)
max

�
EE(w,w0) � EUi(w),EU�i(w0) � EUi(w)

 
dF�i(w0)

+↵u
f

π 1

R�i
3 (w)

EU�i(w0) � EUi(w) dF�i(w0)

+�
⇥
UU � EUi(w)

⇤
. (2.11)

where ��i(w) = min
�
R�i

2 (w),R�i
3 (w)

 
.

If both members of the household are employed, each will accept local job o�ers above

their current wage. If one receives a foreign o�er, the household must decide whether or not to
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accept it and move. If the household chooses to move, the spouse who did not receive the o�er

transitions into the unemployed state and begins receiving flow utility b�i
U . Moreover, if spouse

i loses their job, their partner must decide whether or not to remain employed at their current

wage or voluntarily quit and transition to the UU state rather than remain in the EU�i(w) state.

Clearly i� w � R�i
1 , spouse �i will remain employed rather than quit. Let Mi(w,w0) be the

moving reservation wage for spouse i defined as EE(w,w0) = EUi(Mi(w,w0)) such that the

household decides to move for all foreign o�ers above Mi(w,w0). Then the value function for

the employed-employed state is:

rEE(w,w0) = w + w0+↵e
l

π 1

w
[EE(w00,w0) � EE(w,w0)] dFM(w00)

+↵e
l

π 1

w0
[EE(w,w00) � EE(w,w0)] dFF(w00)

+↵e
f

π 1

MM (w,w0)

⇥
EUM(w00) � EE(w,w0)

⇤
dFM(w00)

+↵e
f

π 1

MF (w,w0)

⇥
EUF(w00) � EE(w,w0)

⇤
dFF(w00)

+�
⇥
max

�
EUM(w),UU

 
� EE(w,w0)

⇤
+�

⇥
max

�
EUF(w0),UU

 
� EE(w,w0)

⇤
. (2.12)

Again, notice that because the value of being in the employed-unemployed state di�ers by the

gender of the employed spouse, Mi(w,w0) is indexed by gender.

The spillovers between spouses detailed above can be seen as one particular way to micro-

found the reduced form location match shocks detailed in Coen-Pirani (2010) needed to match

population flows across locations. For example, suppose the male in a EUM(w) household

separates from their job and so the household transitions into the UU state. For the case when

the on the job arrival rate is less than that when unemployed, this household will now be more

likely to migrate as the previously employed spouse now receives foreign o�ers at a higher rate.
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Additionally, the spouse that was previously unemployed is more likely to cause a move as the

household is not tied to any particular location by two employed spouses. On the other hand,

suppose the unemployed spouse in the same EUM(w) household instead accepted a local o�er

and so the household transitions into the EE(w,w0) state. The household is now less likely to

move as both spouses receive foreign o�ers at a lower rate and are tied to their current location

by their spouse. These two situations can be interpreted as a bad and good location match

shock, respectively. Moreover, this example further illustrates that dual searching households

who have recently moved to a particular location are also more likely to out migrate as recent

movers are least likely to be in the EE(w,w0) state. This is again consistent with Coen-Pirani

(2010).

A steady state among dual searcher households consists of a set of four value functions,

eight reservations wages, four measures of households, and three steady state distributions of

households across jobs. As in the case of single searcher households, the reservation wages,

measure of households in each state, and steady state distributions are su�cient to derive the

aggregate migration rate. Let uud , euM
d , euF

d , and eed be the measure of households in the

the unemployed-unemployed state, husband employed-wife unemployed state, wife employed-

husband unemployed, and employed-employed state. Moreover, let Ti(w) be the measure of

households in the respective employed-unemployed state that are employed at wage less than

or equal to w; and, let H(w,w0) be the measure of households in the employed-employed state

in which one member is employed at wage less than or equal to w and the other is employed at

wage less than or equal to w0.

The migration rate for dual searcher households is the weighted sum of the migration rates

of all four states. uud households can move if either spouse receives an acceptable foreign o�er

while unemployed whereas eed households employed at wages (w,w0) move if either spouse

receives a foreign o�er while employed in excess of M M(w,w0) and MF(w,w0), respectively.

eui
d households employed at wage w can move for two reasons: if spouse i receives a foreign
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o�er above w while employed or if spouse �i receives a foreign o�er while unemployed above

R�i
3 (w). Thus, the aggregate migration rate for dual searchers, Md , is given by

Md = ↵
u
f

h
2 � Fm(Rm

1 ) � Ff (R f
1 )

i
· uu

+ ↵e
f

©≠≠≠
´
eu f ·

1π
RF

1

⇥
1 � Ff (w)

⇤
dTf (w) + eum ·

1π
RM

1

[1 � Fm(w)] dTm(w)
™ÆÆÆ
¨

+ ↵u
f

©≠≠≠
´
eu f ·

1π
RF

1

⇥
1 � Fm(Rm

3 (w))
⇤

dTf (w) + eum ·
1π

RM
1

h
1 � Ff (R f

3 (w))
i

dTm(w)
™ÆÆÆ
¨

+ ee · ↵e
f

1π
RM

1

1π
R f

2 (w)

[1 � Fm(Mm(w,w0))] d2H(w,w0)

+ ee · ↵e
f

1π
RF

1

1π
Rm

2 (w0)

⇥
1 � Ff (Mf (w,w0))

⇤
d2H(w,w0) (2.13)

Finally, the aggregate migration rate of married couples is then a weighted average of that for

single and dual searching households:

Magg = ⇣d · Md + (1 � ⇣d) · Ms (2.14)

where ⇣d is the fraction of dual searching households among married couples.

2.4 Calibration

To carry out our quantitative experiment and decompose the contribution of the increase in

female labor force participation and the increase in relative wages of women to the decline in

the aggregate inter-county migration rate of married households, we first calibrate the model
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economy at an annual frequency. We fix a number of parameters and functional forms and use

simulated method of moments to calibrate the remaining parameters. We use a time period

of one year to calculate our moments. Note that our model is a continuous time model and

so calibrating to annual targets still allows for multiple transitions to take place within a year.

The discount rate is set to 0.04 to match an annual discount factor of 0.96. We normalize

the flow value of being out of the labor force, bO, to 0. The wage o�er distribution, Fi(·), is

assumed log-normal. The separation rate, �, is set to 0.15, which matches closely estimates of

involuntary separations detailed in Hall (2005).8

This leaves the local and foreign arrival rates of job o�ers both on and o� the job,

{↵e
l ,↵

e
f ,↵

u
l ,↵

u
f } the flow values of unemployment for both men and women, {bM

U , b
F
U}, and the

location and shape parameters of the male and female o�er distributions, {µM,�M, µF,�F}.

These parameters are calibrated by matching key moments in the data. To maintain consistency

with our econometric sample in Section 2.2 and Appendix A, we calibrate to the year 2000. In

our quantitative exercise in Section 2.5, we then adjust {µF, bF
U} to match the median wage gap

in 1964 while holding the ratio of bF
U to the mean o�er fixed.

We use the March Annual Social and Economic Supplement (ASEC) supplement to the CPS

to calculate our targeted moments. The median and 90th percentile to median wage ratio of the

observed wage of married men and women measured in 1999 dollars pin down the parameters

of the o�er distribution while the inter-county migration rates for single and dual searchers pin

down the foreign arrival rates. Finally, the mass of female and male single searchers, and the

mass of dual searching households within each state jointly pin down the local arrival rates and

the flow value of unemployment for men and women. The results of the calibration are shown

in Table 2.2 and Table 2.3.9 The model moments closely match the data in all respects except
8The separation rate is the weighted annual separation rate for each type of household within our model, namely

households of type EE ! EUi , EUi ! UU, and EOi ! UOi . Each separation rate is calculated as described
by Shimer (2012) and weighted by the relative fraction of each type of household in our sample.

9We classify individuals as employed if they report usual weekly time spent working of at least 20 hours.
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Table 2.2: Calibrated Moments

Moment Model Data Targeted

Single Searcher Mig. Rate 0.057 0.057 X
Dual Searcher Mig. Rate 0.047 0.047 X
Mass in EE 0.82 0.79 X
Mass in EUM 0.12 0.13 X
Mass in EUF 0.056 0.047 X
Mass in EOM 0.95 0.89 X
Mass in EOF 0.90 0.82 X
Male Median Wage ($) 37,342 38,000 X
Female Median Wage ($) 23,636 23,000 X
Male 90-50 Wage Ratio 1.38 2.15 X
Female 90 � 50 Wage Ratio 1.43 2.17 X
Flow from UU to EUm 0.98 0.99
Flow from UU to EU f 0.84 0.94
Flow from EUm to EE 0.80 0.99
Flow from EU f to EE 0.98 0.99
Flow from UOm to EOm 0.93 0.99
Flow from UO f to EO f 0.74 0.99

for the 90th percentile to median wage ratio, which we underestimate. Although the model is

only calibrated to match the mass of households in each labor market state, the model also does

relatively well in matching the flows between states.

The flow value of unemployment relative to the mean o�er for men matches closely that

of Shimer (2005). The flow value of unemployment for women is substantially closer to the

mean wage o�er, more similar to the estimates of Hagedorn and Manovskii (2008). This may

reflect a number of factors including the division of homework within the household (Coltrane,

2000), gender stigmas such as those discussed in Evertsson and Nermo (2004), and child care

considerations (e.g. Lundberg and Rose, 2000) that we do not model in this paper. Moreover,

the fact that our estimated local arrival rates are substantially above their foreign counterparts

suggest that households send the majority of job applications to local labor markets. This is

consistent with the findings of Marinescu and Rathelot (2018).
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Table 2.3: Calibrated Parameters

Parameter Value Description

↵u
l 28.591 Local unemp. arrival rate
↵e

l 14.878 Local emp. arrival rate
↵u

f 13.850 Foreign unemp. arrival rate
↵e

f 1.025 Foreign emp. arrival rate
µM 9.351 Male location parameter
�M 0.490 Male shape parameter
µF 8.730 Female location parameter
�F 0.546 Female shape parameter
bM

U 4,600 Male flow utility of unemp.
bF

U 6,996 Female flow utility of unemp.

The resulting reservation wages implied by the model are shown in Figure 2.6 and Ta-

ble 2.4. Panel (a) shows the reservation wages for a spouse in the uu, euM , and euF states.

Noticeably, RF
2 (w) and RM

2 (w) begin above RF
1 and RM

1 , respectively, and decrease below these

two reservation wages as the wage of the employed spouse increases. When both spouses are

unemployed, and one spouse receives an employment opportunity, they have the opportunity to

provide higher consumption for the entire household thereby increasing the reservation wage

of the still unemployed spouse; the same reason the reservation wage in a standard job search

model increases with an increase in unemployment benefits. On the other hand, however, the

now employed spouse also ties the household to their current labor market, decreasing the

option value to search of the unemployed spouse and therefore their reservation wage. This is

similar in spirit to how the reservation wage of an unemployed individual responds to a decrease

in the arrival rate of job o�ers in the standard search model. When the employed spouse garners

a low wage, the former e�ect dominates whereas the latter e�ect dominates as the wage of the

employed spouse increases.

Panel (b) displays RM
3 (w), RF

3 (w), and the 45-degree line. Note that both RM
3 (w) and RF

3 (w)

are bounded below by RM
1 and RF

1 , respectively. Here, the reservation wage for an unemployed
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male to begin working and their employed spouse to quit either voluntarily or due to a move is

everywhere above the 45-degree line, whereas the opposite is true for an unemployed female

and employed male. Because men have better job prospects than their wives, the option value

for a searching male is higher than that for a searching female. As a result, couples are willing

to sacrifice a small amount of consumption today with the wife working so that the unemployed

male spouse can search for an even better job. On the other hand, it is costly for couples to allow

the female spouse to search while the husband works because he is less able to take advantage

of his superior o�er distribution. Also of note is that both RM
3 (w) and RF

3 (w) are increasing in

the wage of the employed spouse. This indicates that there are some foreign o�ers that dual

searching households reject that their single searching counterparts would accept.

Panels (c) and (d) show the moving reservation wage for dual searching households in

the ee state. The reservation wage is increasing in both spouses wages, again illustrating the

increasing location e�ect as your spouse’s wage increases. Note that this again implies that

there are foreign jobs that a dual searcher in the employed state will reject that their single

searching counterparts would accept and move. Furthermore, the moving reservation wage is

everywhere below the sum of both spouses’ wages. Upon moving, spouses enter the eu state,

increasing the value of search for both spouses. This move frees the household to climb the job

ladder quicker by reducing a couple’s location ties.

Table 2.4 shows the reservation wages of single searching households in the uo state and

dual searching households in the uu state. The reservation wage of dual searchers in the uu

state is lower than that of their single searcher counterparts in the uo state. This arises due

to the fact that accepting a mediocre job o�er as a dual searching couple is less harmful than

for a single searcher. That is, unemployed spouses are willing to accept comparatively worse

o�ers today to boost household consumption and later quit either because their unemployed

counterpart accepts a foreign o�er or because they enter the breadwinner cycle.10 Neither of
10This result is analogous to a single searchers problem with a higher job separation rate.
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Figure 2.6: Model Reservation Wages
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these types of quits are available to single searching couples.

Table 2.4: Reservation Wages in the uu and uo States

Men ($) Women ($)

Dual Searcher 22,195 15,815
Single Searcher 24,475 17,020
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2.5 Quantitative Experiment

2.5.1 Composition and Wage E�ects

We now turn to our main quantitative experiment. In particular, we are interested in the e�ect

of the increase in female labor force participation among married households and the increase

in the relative wage of wives on the aggregate migration rate. To find the composition e�ect,

we hold all calibrated parameters constant and adjust the share of dual searching households

to match that in 1964. To estimate the wage e�ect, we fix the wage o�er distribution of men

and adjust the µF to match the 1964 female to male median wage ratio and adjust bF
U such that

the ratio of bF
U to the mean wage o�er remains constant. Moreover, we fix all other parameters

including the fraction of dual searchers during this counterfactual.

The findings are given in Table 2.5 where we have normalized the migration rates in the

calibration year to 100. We first describe our estimate of the composition e�ect. The model

implies that the aggregate migration rate increased from 4.92% in 2000 to 5.33% in 1964. The

composition e�ect therefore implies an overall change of 0.41 percentage points (8.3%). In the

data we see that the migration rate instead increased from 5.0% in 2000 to 5.74% in 1964, a

total change of 0.74 percentage points (14.8%). Thus, we conclude that the composition e�ect

accounts for approximately 55.4% of the total decline in intercounty migration of married

households seen in the data. If, in addition to changing the fraction fo dual searchers, we

also change the fraction of male single searchers among all single searchers to match its 1964

value of 95.8%–up from 78.3% in 2000–then the composition e�ect accounts for 64.9% of the

observed decline.

Next, we investigate the contribution of the wage structure to the decline in the migration

rate. In our sample, the median real female wage increased from $15,243 in 1964 to $23,000 in

2000. The median real wage for men increased from $31,273 to $38,000 over this same period.

These changes correspond to an increase in the female to male median wage ratio from 0.48
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to 0.64. Decreasing the relative wage of married women to target a median wage ratio of 0.48

results in an increase in the migration rate of dual searching households from 4.66% to 4.82%,

and in a negligible change in the migration rate of single searching households–it remained at

5.71%. Overall, the model implies an increase in the aggregate migration from 4.92% in 2000 to

5.04% in 1964. The wage e�ect thus implies a change of 0.12 percentage points (2.4%). Thus,

we conclude that the wage e�ect accounts for 16.2% of the change in intercounty migration

of married households. Moreover, the model implies that the composition e�ect is stronger

overall than the wage e�ect. This indicates that the fact that women are entering the labor force

is more important than the fact that they are becoming more similar to men in their roles within

the household in explaining these long term migration trends within the United States.

Table 2.5: Quantitative Results

1964 2000 Change

Composition E�ect
Model 108.2 100.0 8.2
Data 114.8 100.0 14.8
Contribution – – 55.4%

Wage E�ect
Model 102.4 100.0 2.4
Data 114.8 100.0 14.8
Contribution – – 16.2%

Combined E�ect
Model 109.6 100.0 9.6
Data 114.8 100.0 14.8
Contribution – – 64.8%

To measure the degree to which complementarities exist between the two e�ects, we also

conduct a joint counterfactual. In particular, we adjust the female o�er distribution to match the

female to male median wage ratio in 1964 after fixing the fraction of dual searching households

to equal that in 1964. This joint counterfactual implies an aggregate migration rate of 5.39%, a
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rise of 0.47 percentage points (9.6%). The combination of the forces can therefore account for

approximately 65% of the decline in aggregate migration over this time period. Notice that the

rise in dual searcher’s migration rate resulting from the wage e�ect is mitigated by the fact that

there are simply fewer dual searchers in the counterfactual. Hence the total e�ect of decreasing

women’s relative wages and decreasing the fraction of dual searching households is less than

the sum of these two individual e�ects. If we again also change the fraction of male single

searchers among all single searchers, then the total e�ect increases to ⇠ 72.9%.

Our results indicate that our mechanism was a key force reducing the number of moves

by married couples before the 21st century. Consistent with Kaplan and Schulhofer-Wohl

(2017) and Cooke (2011) the demographic characteristics herein studied, namely the rise in

dual searcher households and relative wages of women, can explain very little of the decline in

intercounty migration during the 21st century.

2.5.2 Endogenous Labor Force Participation

To estimate the indirect e�ect of wages on migration through labor force participation

decisions, we include a participation margin. In the model, we allow each member of the

household to be endowed with a flow value of non-participation, bi
O, that has c.d.f. Gi(bi

O),

where i indexes men and women. For simplicity, we assume that bM
O ? bF

O. Conditional

on a draw of bi
O, the household decides whether to be a single searching household with the

male in the labor force, a single searching household with the female in the labor force, or a

dual searching household. Once this decision is made, the participating spouse(s) enter the

labor force in the unemployed state and begin searching.11 We maintain our assumption that

only employed and unemployed individuals receive job o�ers. Several characteristics of our

model with a participation decision are worth noting. First, because we have assumed that
11Pissarides (2000) and Flinn (2006) model the participation margin analogously in standard search models.
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household preferences are linear, the option value to search of the participating member of

single searching households is una�ected by the level of bi
O received by the nonparticipating

household member. Second, since the value of non-participation is independent of labor market

parameters, conditional on their participation decision, households solve the same problem

described in section 3 of the paper.

To calibrate the parameters of Gi and make the participation decision quantitative, we

choose a parametric form. We follow Flinn (2006) and set Gi to be the c.d.f. of the exponential

distribution with parameter �i, which adds two parameters that need to be calibrated: one

scale parameter for each distribution. We use the fraction of dual searching households and

the fraction of male single searchers among all single searching households as our calibration

targets for �M and �F .

Table 2.6: Calibrated Moments: Participation Decision

Moment Model Data

Mass of Dual Searchers 0.752 0.752
Mass of Male Single Searchers 0.783 0.783

Table 2.7: Calibrated Parameters: Participation Decision

Parameter Value Description

�M 20,224 Mean Value of Male Non-participation
�F 34,640 Mean Value of Female Non-participation

Table 2.6 reports the data and model moments and Table 2.7 reports the calibrated param-

eters. We begin by estimating the total e�ect by recalibrating µF and bF
U to match the median

wage ratio of women and men in 1964 and �M and �F to match the fraction of dual searching

households and the fraction of male single searchers among all single searching households

in 1964. We estimate the wage e�ect by solving for the model implied migration rates using
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the participation parameters, �M and �F , calibrated to 2000 and the wage parameters, µF and

bF
U , calibrated to 1964. Similarly we estimate the composition e�ect by solving for the model

implied migration rates using the wage parameters calibrated to 2000 and the participation

parameters calibrated to 1964.

Table 2.8: Counterfactual Parameters: Participation Decision

Parameter Value Description

�M 17,912 Mean Value of Male Non-participation
�F 105,384 Mean Value of Female Non-participation

Table 2.9 reports the results of the three counterfactual exercises. The composition e�ect

results in a rise of the aggregate migration rate from 4.92% to 5.37%, or 62% of the total change.

This results from the fact that there are both fewer dual searchers and more male single searchers

as a fraction of all single searchers. The former decreases from 75.2% to 39.4% whereas the

latter rises from 78.3% to 96.5%. Moreover, the migration rate of single searchers rises from

5.71% to 5.83% due to the increase in the fraction of single searching couples that have men in

the labor force. Of note is Table 2.8, which shows the counterfactual scale parameters for the

distribution of non-participation values. Relative to 2000, the mean value of non-participation

for men declined by 11% whereas the mean value of non-participation for women rose by

factor of ⇠ 3. This captures a number of features, including increased stigma, home production

expectations, and child rearing, for women in the year 1964 as compared to 2000. In contrast,

the outside option for men changes only slightly, implying that stigma and expectations in the

home have increased to a far lesser degree than the associated changes for women.

The wage e�ect instead results in a rise of the migration rate of dual searchers from 4.66%

to 4.82% and a negligible change in the migration rate of single searchers. In addition, the

fraction of dual searching households among all households decreases from 75.2% to 71.3%

as a result of fewer women participating in the labor force. This change accounts for roughly
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10% of the rise in dual searching households since 1964, implying the other factors such as

stigma were a more important driver than rising female job prospects for the rise of female

labor force participation among married women. The total model implied aggregate migration

rate is 4.92% in 2000 and 5.07% in 1964; thus the total wage e�ect accounts for 23.7% of the

decline in aggregate migration. The combination of these forces, i.e. the wage and composition

e�ects, results in a rise of the aggregate migration rate from 4.92% to 5.46%. Thus, the

total e�ect is approximately 73%. As in our benchmark model, we see that there are negative

complementarities between the wage and composition e�ects.

Table 2.9: Quantitative Results: Endogenous Participation

1964 2000 Change

Composition E�ect
Model 109.2 100.0 9.2
Data 114.8 100.0 14.8
Contribution – – 62.2%

Wage E�ect
Model 103.5 100.0 3.5
Data 114.8 100.0 14.8
Contribution – – 23.7%

Combined E�ect
Model 110.8 100.0 10.8
Data 114.8 100.0 14.8
Contribution – – 73.0%

2.5.3 Exogenous Moves

We introduce exogenous moving shocks into the benchmark model to account for the fact

that not all moves are a result of job changes. Let ⌘d and ⌘s be an exogenous poisson arrival

rate of non-job related moves for dual searching households and single searching households,
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respectively. Further, we assume that the arrival rate of such moves is not optimal, i.e. all

employed members of the household become unemployed after an exogenous move. We

continue to allow for endogenous participation. The value functions, migration rates, and

calibrated parameters for the model with exogenous moves can be found in Appendix B. We

calibrate ⌘d = 0.0287 and ⌘s = 0.0314 to match the fraction of non-job related moves shown in

Table A.4.12 Table B.1 reports the parameter values and Table B.2 reports the data and model

moments.

We conduct the same counterfactual exercises as before. The results are both qualitatively

and quantitatively similar to those in Section 2.5.2 and reported in Table 2.10. In particular, the

combination of changing female labor force participation and rising female wages results in a

decline in the migration rate of 7.8% (0.39 percentage points), from 5.40% to 5.01%. Relative

to the decline of 14.8% (0.71 percentage points) observed in the data, these two forces can

explain roughly 52.7% of the decline. The wage e�ect, i.e. the change in the migration rate

from only adjusting female wage o�ers, can explain roughly 21.6% of the observed decline.

This results from the fact that the migration rate of dual searchers declines from 5.05% to

4.84% and the fraction of dual searching couples rises from 73.3% to 75.2%. Thus, the wage

e�ect causes more households to become location constrained and existing location constraints

to become stronger. The migration rate of single searchers is unchanged from the wage e�ect.

The composition e�ect, i.e. the change in the migration rate resulting from the change in

the mix of dual versus single searching households, can explain approximately 41.9% of the

observed decline. The composition e�ect results from the fact that there are both more dual

searching couples and fewer male single searchers, who tend to have higher migration rates

than their female counterparts. In this case, the migration rate of single searchers declines

from 5.60% to 5.51% and the fraction of dual searchers rises from 37.5% to 75.2%. The dual
12The fraction of non related moves is the sum of Family and Other in column Dual-TOT for dual searchers and

Single-TOT for single searchers.
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Table 2.10: Quantitative Results: Exogenous Moves

1964 2000 Change

Composition E�ect
Model 106.2 100.0 6.2
Data 114.8 100.0 14.8
Contribution – – 41.9%

Wage E�ect
Model 103.2 100.0 3.2
Data 114.8 100.0 14.8
Contribution – – 21.6%

Combined E�ect
Model 107.8 100.0 7.8
Data 114.8 100.0 14.8
Contribution – – 52.7%

searcher’s migration rate is unchanged. Evidently, changes in the outside option of women

have been more important for rise in dual searchers than the increase in their wage o�ers when

participating in the labor force. In fact, the counterfactual outside option of women shown in

Table B.3 is 3.2 times higher than that in 2000. Finally, there are negative complementarities

between the composition and wage e�ects. This results from the fact that, the large increase in

the migration rate of dual searchers in our counterfactual year is mitigated by the fact that there

are fewer such households in 1964.

2.5.4 Lifetime Wage Inequality

Flinn (2002) argues that lifetime inequality measures should be estimated using a structural

approach. In particular, many large data sets available to researchers are repeated cross-sections

rather than long panels of individual earnings. Those panels in which the entire career history

is observable are only available for some populations, thereby making generalization di�cult.
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Moreover, estimates obtained in the absence of a structural model do not allow researchers

to investigate the e�ects of potential labor market reforms or of di�erent existing institutional

frameworks across labor markets. Our model has important implications for these types

of structural exercises. Flabbi and Mabli (2018) and Bowlus and Robin (2004) have since

estimated lifetime earnings inequality in exercises similar to Flinn (2002), however, all three

have ignored the co-location problem. Here, we add to their results by estimating the bias

of lifetime earnings inequality resulting from ignoring the co-location problem. We further

show how the importance of explicitly modeling it has evolved over time. We use our previous

calibrations and simulate the career paths of 100,000 households of each type. Each household

begins in the unemployment state and ends their career with the first labor market spell, either

employment or unemployment, that ends after a total work history of 40 years. We then

calculate lifetime wage earnings for spouse j as

!( j) =
NÕ

i=1
e�r⌧i

tiØ
0
wi,j e�rvdv (2.15)

where ti is the duration of labor market spell i for the household, ⌧i+1 = ⌧i + ti is the starting

time of the i+1 labor market spell for the household, and N denotes the number of labor market

spells that begin prior to the 40th year. Moreover, we set wi,j = 0 when spouse j is unemployed.

Table 2.11 displays the coe�cient of variation for men and women when assuming they

are single searchers as opposed to dual searchers in both our calibration and counterfactual

year. The bottom panel further shows that the coe�cient of variation of lifetime earnings for

all married individuals when simulating the appropriate mix of dual and single searchers in

1964 and 2000. Our model shows that ignoring the dual search problem can substantially bias

estimates of lifetime earnings inequality. For men, ignoring the dual search problem biases

estimates of lifetime earnings inequality upwards. This results from the fact that dual searching

men optimally choose to enter the state of unemployment as a result of their wives accepting
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foreign o�ers and fewer dual searching men accepting higher, but foreign wage o�ers that

would satisfy their single searching counterparts. In 1964, however, this fact was relatively

unimportant as female job prospects within the household were relatively unimportant. As

female job prospects have improved over time, the co-location problem and therefore the bias

in these estimates becomes more severe for men.

Analogous mechanisms are at play for estimates of female lifetime earnings inequality.

When women’s job prospects were relatively unimportant within the household, more dual

searching women optimally choose to enter the state of unemployment as a result of their

husbands accepting foreign o�ers and fewer dual searching women accepting higher, but foreign

wage o�ers that would satisfy their single searching counterparts. This results in very few

high wage women relative to low wage women causing the single searcher assumptions to

overestimate earnings inequality. Conversely, as female job prospect become more important

within the household, a larger fraction–but still not all–of women decline to quit their jobs

so that their husbands may accept foreign o�ers and instead accept high paying foreign o�ers

themselves. As a result, bias in estimates of lifetime earnings inequality decrease, and in this

case, become negative.

Our model suggests that lifetime earnings inequality across all married people has declined,

with the coe�cient of variation falling from 0.46 to 0.38. Much of this decline is due to the fact

that men and women are becoming more equal in terms of labor market outcomes. Even so, the

model implies that the bias in this measure has increased in magnitude from 3.3% to 23.1%.

This results directly from the fact that dual searching households look less and less like their

single searching counterparts and that there is a larger fraction of these types of households in

2000 than in 1964. This again illustrates the importance of explicitly modeling the co-location

problem when studying inequality.

Despite abstracting from a number of important features detailed in Huggett et al. (2011)

that account for earnings inequality, our results suggest that explicitly modeling the co-location
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Table 2.11: Lifetime Earnings Inequality

1964 2000

Men
Single Searchers 0.1316 0.1715
Dual Searchers 0.1307 0.1426
Bias (%) 0.7 20.3

Women
Single Searchers 0.1979 0.1473
Dual Searchers 0.1454 0.1548
Bias (%) 36.1 �4.8

All
Without Dual Searchers 0.4479 0.2919
With Dual Searchers 0.4634 0.3796
Bias (%) �3.3 �23.1

problem is also important for these estimates. Not doing so has the potential to produce severely

biased results, particularly among men during the post 2000 period and women prior to the

rise in their relative wages. A potential extension of the mechanisms presented here would

include heterogeneity in initial human capital and ability, asset accumulation, and life-cycle

skill accumulation in the face of borrowing constraints as in Huggett et al. (2011), Rendon and

García-Pérez (2018), and Gri�y (2017), respectively. Adding these features would allow us to

compare the relative importance of the co-location problem to these other channels in a more

detailed way and allow us to assess the impact of potential policy reforms on lifetime inequality

for all family types. We leave such extensions to future work.

2.6 Conclusion

Between 1964 and 2000, the fraction of couples in which both spouses are in the labor force

nearly doubled while the female to male wage ratio increased by 30%. Contemporaneously,
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the intercounty migration rate of married couples decreased from 5.74% to 5.0%, whereas the

migration rate of single people increased from 5.4% to 9.1%. These di�erential trends suggest

important di�erences in the decision making process of singles and married couples. Using

the March CPS supplement from 1999-2015, we show that dual searching couples are 10% less

likely to move than their single searching counterparts. Moreover, among those couples who

did move, dual searching couples are 26% less likely to move for job related reasons.

Using a two location job search model with both single and dual searching households

we then decompose the contribution of increasing female labor force participation rates and

increasing female wages relative to men to the historical decline in migration. We find that

the increase in the fraction of dual searching households can account for roughly 55.4% of

the decline whereas the rise in relative female wages can account for approximately 16.2%

of this decline. Moreover, we show that ignoring the co-location problem biases estimates of

lifetime earnings inequality for married individuals downward by up to 23%, and that explicitly

modeling this decision within the household has become more important as female job prospects

within the household have become more equal.
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Chapter 3

Demographic Obstacles to European

Growth

3.1 Introduction

One of the most striking characteristics of advanced economies has been the secular rise

in life expectancy. During the last 50 years, life expectancy at birth in advanced economies

has increased by over ten years and, according to U.N. projections, it is expected to continue

increasing.1 This impressive increase in longevity combined with a decrease in fertility has

resulted in ageing populations in most of the developed economies. Ageing populations have

powerful implications. In this paper, we estimate the impact of ageing on long-term aggregate

economic growth. We find that ageing populations have depressed growth rates in recent

decades and will further depress economic growth in the future.

We study the impact of changing demographics for aggregate growth in Europe’s four

largest economies: France, Germany, Italy, and the United Kingdom. We quantify the impact
1Case and Deaton (2017) have documented a recent slight decrease in life expectancy among U.S. males in

certain socioeconomic groups due to “Deaths of Despair” – deaths due to suicide, drug overdose and obesity. This
is largely a U.S. phenomenon not in evidence in other countries.
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of demographic change on aggregate factor supply and demand, and on the growth outcomes

of these economies. Since the early 1990’s these four economies have experienced a slowdown

in long-run growth that is persistent but not uniform. Compared to the prior two decades,

annualized long-run growth over the last 20 years fell by between 0.8 percentage points in

France and 2.1 percentage points in Italy. At the same time, these countries have experienced

persistent increases in longevity and declines in fertility rates. The combination of these two

factors has resulted in populations ageing to di�erent degrees within each country. Additionally,

we estimate the indirect growth e�ects of the frictions and distortions that result from the higher

marginal taxes that are needed to finance the pension benefits of an ageing society.2

Growth accounting allocates growth outcomes to total factor productivity growth, popula-

tion growth, and changes in factor supplies – specifically capital accumulation and labor supply

on both the intensive and extensive margin. Changes in life expectancy and the age-cohort

distribution of countries a�ect all of these channels. An increase in longevity a�ects individ-

ual factor supply decisions whereas changes in the age composition of populations a�ects the

aggregation of individual assets and labor supply. Changes in the aggregation of labor supply

also a�ects measured TFP as a greater or smaller fraction of those choosing to work may be

in the most productive years of their lives as the relative cohort distribution changes. The

combination of these forces induces general equilibrium e�ects, with changes in factor prices

further a�ecting individual decisions.

Demographic change may also a�ect growth indirectly through pension systems. As popu-

lations age, and individuals either choose or are forced into retirement, governments’ pension

liabilities increase. If an increase in the number of retirees is coupled with a shrinking tax

base as the relative number of individuals choosing to work decreases, tax rates will have to

adjust to balance government budgets. Increases in tax rates introduce additional frictions and
2Cooley and Henriksen (2018) show the impact of changing demographics on growth in the U.S. and Japan

but do not explicitly model the impact of retirement systems on individual decisions and economic growth.
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distortions to individual saving and labor supply decisions.

We use a parsimonious general equilibrium overlapping generations model with a rich

demographic structure, endogenous retirement, age heterogeneity in productivity, and a pay-

as-you-go pension system to better understand the behavioral responses to increases in life

expectancy and changing factor prices, and estimate the e�ect of changing demographics on

economic growth. A structural approach is needed to (i) make projections for future growth, (ii)

analyze policy responses to stagnating economic growth, and (iii) have a laboratory to evaluate

the welfare consequences of policy alternatives. Often proposals to reform pension systems,

for example extending the eligibility age, are evaluated simply on the basis of their impact on

cost and output. But, a structural model is useful for evaluating the welfare consequences of

reforms.

To account for observed labor supply choices on both the extensive and intensive margin, a

key ingredient in our model economy is the dis-utility of labor supply at di�erent ages. The sharp

decline in labor force participation at older ages implies that the dis-utility of labor increases

at old ages. The convex nature of the dis-utility of labor may be due to both psychological

factors– individuals may simply be tired of working after 30+ years in the labor force– or to

physiological factors, e.g. declining health and fitness over the life-cycle. This paper is agnostic

on the exact causes of the dis-utility of labor over the life cycle, but we calibrate our model to

observed age specific labor force participation rates in each of the countries taking as given the

pension system in those countries. This enables us to analyze the incentive e�ects of alternative

pension systems. More importantly, it provides a laboratory to evaluate the welfare e�ects of

possible reforms.

We find that the contribution of demographic change to growth is substantial and can account

for as much as 70% of the secular growth slowdown in the case of France and Germany. For

the United Kingdom and Italy, demographic change can account for 50% and 25% of their

respective growth slowdowns. Moreover, our model predicts that demographic change will
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cause growth to decline further over the next 20 years. In terms of the wider question of

“secular stagnation”, this paper complements the conclusions of Gordon (2016), Summers

(2014, 2016), and others who have written about secular stagnation.

The primary channel through which demographic change operates in our model economy

is via changes in labor supply. Decreases in the aggregate employment-to-population ratio is

o�set to some extent by capital deepening induced by increased savings. At the individual

level, increases in life expectancy a�ect consumption, labor supply and savings decisions as

households must adapt to a longer life span and changes in factor prices. A striking fact

that the model needs to match is that, despite longer, and presumably healthier lives, life-

cycle labor-supply choices, particularly retirement behavior, have changed less. This deepens

our understanding of demographics and economic changes as previous studies focusing on

the impact of demographic change on interest rates and capital flows have focused on savings

choices and generally not considered how demographic change also a�ects labor-supply choices.

For example, Krueger and Ludwig (2007), Backus et al. (2014), and Ferrero (2010) investigate

the e�ect of demographic change on real interest rates and international capital flows, assuming

that individuals supply labor inelastically between fixed ages irrespectively of factor prices or

changes to life expectancy. In Section 3.3.6, we separately show that both the quantitative and

qualitative implications of ageing populations hinge crucially on how individual labor supply

responds to increases in life expectancy.3

We find that the need to finance pension systems did not lower long-run growth very much

over the 1975-1995 period. Over the last 20 years, however, pension systems have decreased

growth, sometimes substantially. In Italy, our model indicates that the need to finance pension

outlays decreased annual growth by an additional 0.18 percentage points. Moreover, these

distortions will decrease annual growth even further over the next 20 years, with labor supply
3See also Henriksen and Lambert (2018), Feroli (2003), Sposi (2019), and Bárány et al. (2019) Similarly, also

using models solely focusing on savings decisions, Gagnon et al. (2016), Carvalho et al. (2016), and Ikeda and
Saito (2014) show the impact of demographic factors on the real interest rate in the United States and Japan.
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accounting for most of the decline in projected growth. These results add to the extensive

literature on the implications of ageing for the sustainability of social security systems, e.g.

Fuster et al. (2007) and �mrohoro�lu et al. (2016), by emphasizing that labor-supply choices are

critical and that the big outstanding question is why increases in longevity have not resulted in

larger changes in the e�ective retirement age.4

This paper is also related to the literature on late-life labor supply. Erosa et al. (2016) show

that a fixed cost to participation is key for matching aggregate Frisch elasticities associated

with life-cycle labor supply. Ndiaye (2020) studies endogenous retirement decisions when

individuals are exposed to idiosyncratic shocks. Others, such as French (2005), van der Klaauw

and Wolpin (2008), and Erosa et al. (2012), argue that social security rules have a sizable impact

on retirement behavior. Capatina (2015), Pashchenko and Porapakkarm (2017), and French and

Jones (2011) instead study the role of health risk and show that it may be just as important as

social security rules in accounting for labor supply choices. While all of these papers account

for labor supply over the life cycle and retirement choices, our focus is to estimate how labor and

capital supply change over time as factor prices evolve and how these changes a�ect long-term

growth.

Several of the aforementioned papers assume either a constant or linear cost to labor force

participation, or allow individuals’ time endowment to change only as a result of changing health

status. As a result, they either have di�culty matching the labor force participation profiles of

both healthy and unhealthy individuals after the age of 60+, or do not attempt to match labor

supply profiles that late in life. This, however, is a key part of the life cycle for understanding

the e�ects of ageing populations on economic growth and potential policy reforms to mitigate

any adverse welfare e�ects.

Our paper is also related to Auclert et al. (2019) and Börsch-Supan et al. (2019), who study
4A more exhaustive review of such papers includes, but is not limited to, Auerbach and Kotliko� (1987),

De Nardi et al. (1999), Garibaldi et al., eds (2010), Kotliko� et al. (2007), Kitao (2014), Conesa and Garriga
(2016), McGrattan and Prescott (2017), and McGrattan and Prescott (2018).
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how changing age-cohort distributions may a�ect future growth taking decisions as given. A

key di�erence between those papers and this paper is that we model decisions, which allows

us, among other things to provide a deeper understanding of the interaction between ageing

and factor supply decisions. It also provides a laboratory for making projections, and a welfare

measure by which to evaluate reforms.5

The rest of the paper is organized as follows. Section 3.2 describes the long term growth and

demographic trends in France, Germany, Italy, and the United Kingdom. Section 3.3 describes

our model along with two methods of financing our pension systems. Section 3.4 describes the

calibration and Section 3.5 our numerical approach. Section 3.6 presents the benchmark results,

our historical decompositions, and growth projections. Section 3.7 presents analysis of some

pension reforms that have been suggested to increase long-run growth, and some robustness

tests. Section 3.8 concludes.

3.2 Growth and Demographic Change

3.2.1 Historical Growth

The world’s largest economies have experienced a growth slowdown over the last five

decades. Figure 3.1 shows GDP-per-capita trends for the four largest European economies and

the United States. In the two decades immediately following World War II, Germany, France,

and Italy experienced significant catch up, in large part due to the build-up after wartime

destruction. Our goal is to estimate the role that demographic changes may have played since

the 1970s.

We can decompose historical growth into its constituent components using growth ac-

counting to determine the contributions of factor inputs and productivity using a standard
5Also related are Kopecky (2018), Hopenhayn et al. (2018), and others who study how changing demographics

may account for productivity growth through firm dynamics and the decline in entrepreneurial activity.
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Figure 3.1: Real GDP per Capita in G7 Economies Excluding Canada and Japan

Cobb-Douglas production function:

Y = A · K↵ (L · h)1�↵ (3.1)

where A is TFP, K is the aggregate capital stock, L is the number of workers, and h is the average

hours worked by those in the labor force.6 This implies an expression for growth, which includes

both an intensive and extensive labor-supply margin given by h and L
pop , respectively.

�Y = �A + ↵�K/L + �L/pop + �pop + (1 � ↵)�h (3.2)

In Eq. 3.2, �i is the growth rate of component i. Population growth can trivially account for GDP

growth and so we exclude it from the rest of our discussion, instead focusing on GDP-per-capita
6Our assumed capital share is consistent with that of our calibration discussed in Section 3.4
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Table 3.1: Historical Growth Accounting Annualized Growth Rates

�Y/pop �A ↵ · �K/L �L/pop (1 � ↵) · �h

1975-1995
France 1.88% 1.61% 0.82% -0.09% -0.47%
Germany 2.33% 2.24% 0.76% -0.09% -0.57%
Italy 2.43% 1.43% 0.89% 0.20% -0.09%
United Kingdom 2.31% 1.80% 0.68% -0.01% -0.17%
United States 2.20% 1.10% 0.32% 0.77% 0.01%

1995-2014
France 1.07% 0.73% 0.36% 0.16% -0.17%
Germany 1.32% 0.94% 0.20% 0.55% -0.37%
Italy 0.31% 0.01% 0.33% 0.23% -0.26%
United Kingdom 1.54% 1.05% 0.21% 0.38% -0.10%
United States 1.53% 1.31% 0.43% -0.12% -0.10%

growth. The per-capita growth accounting expression then becomes

�Y/pop = �A + ↵�K/L + �L/pop + (1 � ↵)�h (3.3)

The annualized results of this exercise are shown in Table 3.1.

Growth accounting highlights both the persistence and heterogeneity across countries in the

growth slowdown shown in Figure 3.1. The largest single contributing factor is the decline in

TFP growth. Our model economy may shed some, but limited light on whether the decline in

TFP growth has demographic roots. Our model economy may, however, account for changes in

the supply of capital and labor and make projections for these into the future given demographic

projections. In particular, Table 3.1 further shows that understanding the determinants of labor-

supply at both the intensive and extensive margins is crucial for understanding the growth

experience of these economies. In order to account for these facts, a low-frequency structural

change that has first order implications for labor supply and di�ers across countries is necessary.
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3.2.2 Demographic Trends

Life expectancy at birth among the advanced economies has increased steadily as shown in

Figure 3.2. Life expectancy among these countries increased from an average of 72.5 to 77.3

and 77.3 to 81.8 between 1975-1995 and 1995-2015, respectively. In other words, every year

life expectancy has increased by almost a quarter of a year. U.N. projections suggest that this

trend will continue, although at a slightly slower rate, with a predicted rise from 82.7 to 85.5

between 2020 and 2040.

Figure 3.2: Life Expectancy in G7 Economies Excluding Canada and Japan

These dramatic changes in longevity combined with lower fertility have caused populations

to age, some significantly. Figure 3.3 illustrates the historical shift in the age-cohort distribution

for the United Kingdom, France, Germany and Italy, respectively, and how they di�er. Two

characteristics stand out. In all economies, population ageing has persisted for several decades

and is projected to continue. Second, the historical and projected rightward shifts in the age-

cohort distribution di�ers across these four countries. The low frequency nature of these trends
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and their di�erences between countries implies that demographic factors may contribute to

both the decline in long-run growth in each country and the di�erent growth histories across

countries.

(a) United Kingdom (b) Germany

(c) France (d) Italy

Figure 3.3: Age-Cohort Distributions

Related to the rise in longevity, and to the rightward movements of the age-cohort distribu-

tion, is morbidity. That is, increased lifespans may be accompanied by improved health at old

age or may simply result in more years in poor health at the end of life. While limited, both the

OECD and Eurostat have recently published old age health indicators. Figure 3.4 displays the

fraction of people aged 65+ and older who self report their health as “good" in the left panel
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and the number of years a person aged 65 can expect to live in good health. With the exception

of Italy, the trends in health are not nearly as striking as those in longevity. Perceived old aged

health in Britain has remained essentially constant since 1991 and that in Germany has not yet

rebounded since a large decline in 2005.7 Instead this measure increased by approximately 7

percentage points. Elderly Italians, however, have seen large gains to old age health in recent

years. After remaining constant from 1994-2006, the fraction reporting good health rose by

23.7 percentage points.

(a) Perceived Health (b) Healthy Life Years at 65

Figure 3.4: Historical Old Age Morbidity

The Healthy Life Years index does not rely on self perceived health and instead defines good

health as the absence of disabilities and limitations to functioning. Over the past nine years,

there have been no noticeable gains to healthy life years in the United Kingdom and France.

That in Germany remained constant through 2014, rose in 2015, and remained constant over

the following two years. Italy is similar: healthy life years remained constant through 2015,

rose in 2016, and subsequently fell in 2017.

An additional, often overlooked feature of the European experience is that, even as life
7If we instead consider only the post 2005 period, the fraction of Germans aged 65+ reporting good health

increased from 31.4% to 41.8%.
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expectancy has increased substantially, the average retirement age has not.8 On average,

individuals have predominantly allocated additional years of life to retirement.

Figure 3.5: Years in Retirement in G7 Economies Excluding Canada and Japan

3.2.3 Growth and demographics

Increases in life expectancy and changes in the age-cohort distribution can a�ect economic

growth through all the five channels identified by the growth accounting exercise in Eq. 3.2.

Figure 3.6 shows that labor supply on the intensive margin shows a clear hump-shaped pattern

over the life cycle across these European countries. If this hump shape remains unchanged as the

cohort distribution shifts, aggregate hours will also change. In addition, labor supply choices

on the intensive margin may change as life expectancy increases and factor prices change due

to demographic factors.
8While this has been historically true for the United States as well, Figure 3.5 shows that the increase in the

gap between e�ective retirement age and life expectancy has been considerably smaller and has remained roughly
constant since the mid to late 1990’s.

84



Demographic Obstacles to European Growth Chapter 3

(a) Average Hours Worked (b) Labor Force Participation

Figure 3.6: Life-Cycle Labor Supply in 2015

Similar mechanisms hold for labor supply on the extensive margin. Figure 3.6 also shows a

clear hump-shaped pattern of labor force participation over the life cycle across these European

countries. The number of individuals in the labor force will therefore be directly a�ected by

shifts in the cohort distributions. In addition, labor supply choices on the extensive margin may

also change as life expectancy increases and factor prices change due to demographic factors.

As the average age increases, more individuals will be in their wealthiest years. In order to

smooth consumption over a longer expected lifetime, individual savings rates should increase.

Both demographic factors shaping individual choices and the aggregation of these choices

contribute to capital deepening, ie. an increase in the capital-to-labor ratio.

Ageing populations also a�ect measured TFP. As populations age, the fraction of the

workforce in the most productive years of their lives also changes. Since productivity is

measured conditional on number of hours worked, this a�ects measured TFP.

In addition, the more individuals who have chosen to retire relative to the number of

individuals who have chosen to work, the higher are the taxes necessary to finance pensions and

other programs supporting retirees. These taxes will distort labor-supply choices both on the

extensive and intensive margin. All of these factors, both direct and indirect, a�ect equilibrium
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prices through the aggregate capital stock and labor supply.

One can see that labor supply at the extensive margin for older workers has increased slightly

in recent years but it is far overshadowed by the rise in life expectancy. Since this decline in

labor force participation late in life does not appear to be driven by declines in health, that

leaves preferences and retirement policies as possible drivers. Preferences in our model include

a cost of participation function that is convex in age and is calibrated for each country to match

participation rates at several ages. In a later section we study how policies can a�ect both

participation and welfare at various ages.

3.3 Model

Our model economy is as parsimonious as possible while addressing all the five growth

channels identified by the growth accounting exercise. In particular, individuals make labor-

supply choices on both extensive and intensive margin and savings choices over the life cycle.

In order for the model to match observed retirement behavior, we assume that the disutility

of working is increasing with age. In order to distinguish between labor-supply choices on

the intensive and the extensive margin, the model is calibrated to idiosyncratic shocks to labor

productivity over the life cycle.

The benchmark economy abstracts from pensions. In this economy, individuals fund

their own retirement consumption by savings. Subsequently, we introduce a pension system

where old age benefits are financed by workers with either lump sum or distorting taxes.

We decompose the growth e�ects of demographic change into a direct e�ect and an indirect

e�ect operating through the increasing wedges necessary to finance increasing pension outlays.

These environments allow us to discuss the extent to which pension systems impose additional

obstacles to growth and identifies the margins most a�ected by them. The benchmark economy

is also closed with no capital flows between countries. This constraint is later relaxed.
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3.3.1 Households

At each age, i, households maximize their expected discounted utility by choosing con-

sumption and labor supply conditional on their life expectancy

max
{cj,hj }

Et

I’
j=i

s j �
j�iu(cj,t+ j, hj,t+ j) (3.4)

where � is the household’s discount factor, si is the probability that a household lives from age i

to i + 1, and ci and hi are consumption and hours worked at age i, respectively. We assume that

households participating in the labor force cannot work less than h = 0.2 hours. Household

preferences are assumed to be additively separable both within and across periods and take the

iso-elastic form given by

u(c, h) = c1��

1 � � + �
(1 � h � ✓i · Ip)1��

1 � � (3.5)

Here, � denotes the intertemporal elasticity of substitution, l = 1� h� ✓i · Ip is e�ective leisure,

and � defines the curvature over e�ective leisure. Ip is an indicator function that takes a value

of 1 if h > 0 and 0 otherwise. Households’ cost to participation, ✓i, is allowed to di�er by age

and is given by the following functional form.

✓i = 1 + 2 · i3 (3.6)

This cost function may capture a number of life-cycle features discussed in the previous section,

such as deteriorating health, changes in tolerance to fatigue and stress, and other life-cycle

incentives, such as retirement systems. The labor supply literature has largely emphasized the

first and last of these three considerations. French (2005) and Capatina (2015), for example,

evaluate the role of deteriorating health in late life labor supply. They assume that the cost to
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participation di�ers between sick and healthy individuals, but each is fixed over the life cycle.

Instead, they allow the probability of negative health to increase with age. Related are Rust and

Phelan (1997), Blau and Gilleskie (2006, 2008), and French and Jones (2011) who estimate

the retirement incentives induced by medicare and employer provided health insurance. While

their findings are mixed, they all find that health insurance can at least partially account for

observed retirement behavior. Our specification captures all of these features while preserving

the parsimony of our model. Most importantly, however, it can be easily matched to old age

labor force participation rates.

Households maximize expected discounted utility subject to their budget constraint, which

is given by

ci,t + ai+1,t+1 = (1 + rt)ai,t + wt · hi,t ·  i · ⌘i,t + bt (3.7)

where c is consumption, a is asset holdings, r is net rate of return on capital, w is the hourly wage

rate, h is the number of hours worked,  is age-dependent productivity, ⌘ is the household’s

idiosyncratic productivity, and b is accidental bequests. To close the model, we assume that

accidental bequests, bt , from households that exit the model as a result of mortality risk are

evenly distributed among all surviving households.

We further assume that households begin their economic lives with no assets and enforce a

no-ponzi condition, producing an initial condition and boundary condition given by

ai0,t = 0 and aimax,t � 0 (3.8)

where imax is the maximum allowed age. We maintain Eq. 3.8 throughout the paper.

Households di�er both between and within cohorts in several ways. First, household

productivity di�ers between cohorts due to an age specific productivity profile,  i, and within

cohorts as a result of idiosyncratic labor productivity shocks. We assume that the idiosyncratic
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component of individual productivity follows an AR(1) process in logs for each individual

given by

ln ⌘i+1 = ⇢ ln ⌘i + ✏i+1 (3.9)

where ✏i ⇠ N
�
0,�2� is Gaussian white noise. These two sources of heterogeneity create

di�erences in average hours worked between cohorts and hours dispersion within cohorts,

respectively. In particular, these productivity di�erences incentivize households who are in the

most productive years of their lives or who have received a series of high productivity draws to

work more hours.

Households also face an endogenous and irreversible retirement decision each period. Con-

sistent with Erosa et al. (2016) and Rogerson and Wallenius (2013), who show the importance

of a fixed cost to work in accounting for labor supply elasticities and retirement, the interaction

between our cost to participation function, ✓i, and life cycle productivity profile,  i, generates

heterogeneity in labor force participation rates between cohorts.9 As discussed in Section 3.4,

our calibrated cost to participation function is increasing in age while our life-cycle productivity

profile is hump shaped. Labor force participation rates, therefore decrease over the life cycle

since it becomes more costly to remain in the labor force and households are less productive on

average at old ages.

The interaction between Eq. 3.9 and Eq. 3.6, further provides a mechanism within our model

to generate endogenous workforce composition. As ✓i increases with age, households who have

received a series of poor idiosyncratic productivity shocks become less likely to remain in the

workforce. As a result, only the most productive households continue working at old ages.

This both creates within cohort di�erences in labor force participation and makes our model

consistent with papers showing that life-cycle earnings is flatter than life-cycle productivity,

e.g. Rupert and Zanella (2015).
9More precisely, Rogerson and Wallenius (2013) emphasize the need for non-convexities in either individual

budget constraints or choice sets to generate reasonable intertemporal elasticities of labor.
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3.3.2 Technology

We assume that a representative firm with constant returns to scale Cobb-Douglas production

technology demands capital and labor, and produces a numeraire good for consumption in

perfectly competitive markets. Thus, the firm’s problem is given by

max
Kd,t,Ld,t

n
K↵

d,t L
1�↵
d,t � (rt + �)Kd,t � wt Ld,t

o
(3.10)

where 0 < ↵ < 1 is capital share, Kd,t is aggregate capital demand, Ld,t is aggregate labor

demand measured in e�ciency units, rt is the net real interest rate, and wt is the real wage rate.

Moreover, the aggregate capital stock evolves according to the usual law of motion,

Kt+1 = (1 � �)Kt + It (3.11)

where � is the depreciation rate and It is net investment.

3.3.3 General Equilibrium

An equilibrium in this environment is defined as follows:

1. Households choose savings, consumption, and labor supply on the extensive and intensive

margins taking prices and conditional survival probabilities, si, as given such that

• Household’s solve the following recursive problem each period:

vLF(i,a,⌘) = max
c,a0,h

�
u(c, h) + � · si · E⌘0 |⌘ max {vLF(i + 1,a0,⌘0), vR(i + 1,a0)}

 

vR(i,a) = max
a0,c

{u(c,0) + � · si · vR(i + 1,a0)}
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• Decisions are aggregated to get the aggregate supply of capital and labor measured

in e�ciency units:

Ks,t =
’

i

xi ·
π

a⇥⌘

a · dµ(a,⌘ | i, t)

Ls,t =
’

i

xi ·
π

a⇥⌘

h ·  i · ⌘ · dµ(a,⌘ | i, t)

where xi is the fraction of the population constituted by cohort i and µ(a,⌘ | i, t) is

the stationary joint distribution of a and ⌘ in time t for cohort i.

2. Firms maximize profits taking prices as given:

max
Kd,t,Ld,t

n
K↵

d,t L
1�↵
d,t � rtKd,t � wt Ld,t

o

3. Markets clear:

{rt,wt} | Ks,t = Kd,t & Ls,t = Ld,t

3.3.4 Demographics

Our definition of general equilibrium shows that the conditional survival probability at each

age, si, and the age-cohort distribution, xi, in each period are su�cient statistics to capture

demographics within our model. Several factors influence the evolution of a country’s age-

cohort distribution. First, changes in mortality rates reduce the number of deaths per year.

Second, declines in a country’s fertility rate reduces the degree to which aging cohorts are

replaced by new, younger individuals. Both of these e�ects serve to shift the age-cohort
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distribution right. Lastly, a country’s cohort distribution is a�ected by net migration flows,

thereby shifting the cohort distribution either left or right depending on the mix of migrants.

Let xt 2 RI denote the vector of length I where each element contains the fraction of the

population of age i at time t. Each cohort is endowed with an age specific fertility rate, fi,t , and

a conditional survival probability, si,t , in each period. Moreover, denote mt 2 RI as the vector

of net migration of each age group in period t. Then the evolution of the cohort distribution

within a given country is given by

xt+1 = �t xt + mt (3.12)

where,

�t =

2666666666664

f1,t f2,t f3,t . . . fi,t
s1,t 0 0 . . . 0
0 s2,t 0 . . . 0
...

...
. . . . . .

...

0 0 . . . sI�1,t 0

3777777777775

(3.13)

Note that the cohort distributions used in our quantitative exercise do not necessarily equal

the stationary distribution implied by �t . Instead, we assume that individuals believe that the

current demographic structure and therefore prices will persist in perpetuity. Results should be

interpreted as calculating steady states implied by each point along the demographic transition

path.

Our model consists of I overlapping generations. We assume that households enter their

independent economic lives at age 20 and that no individual can live past age 100. Prior to age

20, households do not work, accumulate assets, or consume. Moreover, all households are born

with ai0 = 0 net assets.

At each age, i, households face mortality risk. Denoting si as the probability of surviving

to age i + 1 conditional on reaching age i, the unconditional probability of reaching age j is
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given by s j =
j�1Œ
i=1

si. These survival probabilities capture changes to life-expectancy within our

model and distort the discount rate at each age. Upon death, any assets saved from age i to

i+1 are transferred equally across the remaining population in the form of lump sum accidental

bequests, bt .

3.3.5 Pension Systems

To quantify the implications of public defined-benefit pensions and their financing, we

introduce a parsimonious pension system with guaranteed old age benefits. Here, we assume

that households believe that current pension systems will persist indefinitely and that taxes are

adjusted to balance government budgets period-by-period. For computational simplicity, we

take the level of real pension benefits to be constant and equal for each eligible household across

cohorts above some eligibility age, IR. In particular, define ⌧L,t and tt to be the labor tax rate and

lump sum taxes levied on households, respectively, at time t. The household budget constraint

then becomes

ci,t + ai+1,t+1 =(1 + rt) · ai,t + (1 � ⌧L,t) · wt · hi,t ·  i · ⌘i,t

+bt � tt,i + pt · 1(i � IR) (3.14)

where pt is the level of real pension benefits. Moreover, we assume that lump sum taxes are age

dependent. In particular, lump sum taxes used to finance pension benefits are levied only on

those who are not eligible for old age benefits. This assumption prevents net transfers received

in old age from being distorted by the financing of pension benefits. To close the model, define

the budget constraint of the government to be

Õ
i�IR

xi · pt = ⌧L,t · wt · Lt + Tt (3.15)
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where Tt denotes total lump sum tax revenues.

Pension systems have important implications for individual decisions, particularly house-

hold labor supply. First, incentives to accumulate assets and work later in life as life expectancy

increases is mitigated relative to a world without pension systems as individuals may rely on

social security in addition to individual savings to smooth consumption. Second, as a larger

fraction of the population enters retirement, these pension systems can create disincentives to

work especially if stopping work is a requirement for collecting the pension.. As populations

age, a greater number of households become eligible for benefits causing total pension outlays

to increase. If increases in life expectancy do not translate into large increases in labor force

participation at old ages, the tax base will decrease and force tax rates to rise. The changes

in these tax rates provide greater disincentives to work as populations age and result in even

smaller increases in retirement ages as life expectancy rises.

We note that we have opted to include only public pension systems and exclude other

government purchases such as public goods expenditures. The inclusion of such expenditures

would not qualitative a�ect our results and would only increase the magnitude of the quantitative

e�ects discussed below. As described in Section 3.4, we allow for only a single tax rate to

adjust throughout our quantitative exercises. Including other government expenditures leads to

projected tax rates that are, in our view, unreasonably large. To resolve this issue, we would

need to include a more complicated tax and transfer system that incorporates adjustable capital

taxation. Such an extension would simply complicate our discussion without changing our

central conclusions.

3.3.6 Importance of Labor-Supply Decisions

In our model, labor supply decisions late in life have important consequences. We calibrate

the model’s preferences to match the observed labor supply at various ages given the pension
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system in place. But, in principle, individuals can supply any amount of labor including working

longer as life expectancy increases. The behavior of prices and interest rates will depend on

these decisions.

To illustrate the importance of labor supply decisions, we solve a special case of our model

with inelastic labor supply. In contrast to our benchmark model, the vast majority of the

literature investigating the consequences of aging populations assumes that labor is supplied

inelastically until a given retirement age. Key results, such as secular decline in interest rates,

rest on this particular assumption.

The focus of literature studying demographic change has largely been on its e�ects on the

supply and demand for capital. The general assumption in the literature has been that labor

is supplied inelastically until some exogenous retirement age. The implicit assumption is that

retirement age does not change as life expectancy rises. That is to say that gains to longevity,

both in the past and in the future, will translate one-for-one into more years spent in retirement

with no adjustment to individual work behavior. Understanding how labor supply decisions

change as expected longevity and factor prices change are not only of crucial importance for

making projections for future real interest rates, but also for making growth projections and

estimating the welfare e�ects of potential reforms.

To illustrate the sensitivity of previous results to the assumptions made about labor supply,

we solve a simplified version of our model that reflects those used in the literature. We assume

that households make only a consumption-savings choice, are identical within cohort, and

supply labor inelastically until an exogenous retirement age. At retirement they exit the labor

force and collect social security. In e�ect, this model is identical to our model after fixing

{⌘i, i} = {0,1} 8 i and � = 0. The rest of our model environment is left unchanged. At

the benchmark, life expectancy and the exogenous retirement age are first set to 70 and 65,

respectively. We then increase life expectancy to 80 years, solve the model for retirement ages
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between 65 and 75, and compare the model-implied equilibria with the benchmark.10 The

range of retirement ages represent the entire range between two extremes: i) Retirement age

does not adjust at all in response to gains to life expectancy and remains at 65 years. All gains

to longevity translate one-to-one to more years in retirement. And ii), retirement age adjusts

one-for-one with life expectancy, while expected time in retirement remains the same.

(a) Interest Rate (b) Output

(c) Tax Rate

Figure 3.7: Sensitivity of the Retirement-Age Assumption on Key Variables and Predictions

Figure 3.7 shows the growth in output, change in equilibrium interest rate, and change in

the equilibrium labor tax rate necessary to finance pension outlays relative to the first extreme.
10Cohort distributions are given by the steady state distributions implied by each life expectancy at birth.
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Clearly, the conclusions drawn are both quantitatively and qualitatively sensitive to assumptions

regarding labor supply. In fact, output growth, the change in real interest rates, and the change

in budget balancing tax rates may all be positive or negative depending on what assumptions

are made. All results would change sign if time in retirement, instead of length of working

lives, was held constant. In particular, interest rates would increase if retirement age increases

by just six years when life expectancy increases by ten years.

This exercise highlights both the sensitivity of previous results to the assumption that

e�ective retirement age remains constant while life expectancy increases, and it shows that

a key margin necessary to understand the e�ects of demographic change is individual labor

supply choice.

3.4 Calibration

We calibrate our benchmark model and pension systems separately for Italy, Germany,

France, and the United Kingdom by fixing several preference and production parameters,

estimating the age-cohort distributions, survival probabilities, and productivity parameters

outside the model, and using simulated method of moments for the remaining parameters. Our

calibration target year is 1995 due to the availability of data. The key margins of our model are

the labor supply elasticities on both the intensive and extensive margin, particularly at old ages,

and tax rate elasticities.

The simulated method of moments procedure minimizes the squared distance between

the model implied moments and the associated moments in the data. To solve for the former,

candidate parameter values are drawn. Given these parameter values, we draw candidate market

clearing prices and solve for individual policy functions. We then simulate a panel of individual

decisions and update accidental bequests within the model. We iterate between the solution

of individual decision rules and the computation of accidental bequests until we obtain a fixed
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point. Using the simulated panel from our fixed point solution, we solve for excess capital

and labor demand, and update the candidate market clearing prices accordingly. Once we have

solved for market clearing prices, we use the associated simulated panel to compute the desired

model moments. We continue drawing candidate parameter values until the squared di�erence

between the model and data moments is minimized. We use the described simulated method of

moments procedure to calibrate the discount factor, the utility weight on leisure, and the cost to

participation function. Our included moments are each country’s capital-output ratio, average

hours worked, e�ective retirement age, labor force participation rate of those aged 60-64, and

labor force participation rate of those aged 65-69. The rest of our parameters are fixed outside

of this approach, i.e. externally calibrated.

3.4.1 Preference Parameters

We first set� = 1 in order to obtain balanced growth preferences as in King et al. (1988) and

fix the curvature on leisure to be � = 4. The remaining preference parameters are the discount

factor, �, household’s weight on leisure, �, and the cost to participation parameters, 1, 2, and

3. We set � to match the measured capital-output ratio for each country, which is calculated

from the Penn World Tables 9.0 release through the FRED database. � is targeted to a weighted

average of hours worked per year by working households aged 20-64 from the OECD statistical

database. The weights are given by the relative size of the workforce at each age. Because of

the importance of labor-supply decisions on the extensive margin in driving our results, our

goal is to tightly link our cost to participation parameters, {1, 2, 3}, to retirement decisions at

the end of life. To do so, we calibrate these parameters to match labor force participation rates

of those aged 60-64 and 65-69, and the e�ective retirement age calculated as in Keese (2003).11

Data for each is obtained from Eurostat and the OECD statistical database, respectively. Finally,
11The e�ective retirement age we use is a weighted labor market exit age starting at age 40, where the weights

are the change in labor force participation from age i to i + 1.
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we restrict participating households to work no less than 20% of their available time.

3.4.2 Technology and Productivity

Our production technology is Cobb-Douglas with a capital share of ↵ = 0.33. While

standard measures of capital share show significant heterogeneity across economies, Gollin

(2002) shows that capital shares are in fact quite stable in the cross section after controlling for

self-employed income. Our chosen value reflects his mean estimate. We set the depreciation

rate, �, to match the 1995 real interest rate in each country, where we calculate the real

interest rate as the return on 10 year long-term government bonds less inflation. Each is

taken from the OECD and World Bank, respectively, through FRED. As in Hansen (1993),

we estimate the life-cycle productivity profile and idiosyncratic productivity process from the

PSID. 12 Figure 3.8 shows our estimate for  i, and we find the persistence and variance of the

idiosyncratic productivity process to be ⇢ = 0.97 and �2 = 0.02, respectively.

3.4.3 The Pension System

There are important di�erences in the public pension systems of the four European Economies

we study. These are discussed extensively in Erosa et al. (2012) and in SHARE, the Survey of

European Health and Retirement systems. For our purposes the important features of pension

systems that largely drive changes in tax rates and retirement incentives are the eligibility age,

IR, and the level of real old age benefits, p. The former is taken from the Blondal and Scarpetta

(1997) and Gruber and Wise (1999). In order to calibrate pt , we match the level of pension

expenditures in the form of non-means tested old age benefits by country as a percentage of GDP

and assume that these old age benefits are evenly distributed among the eligible population.

This data is obtained from Eurostat.
12A similar data set is not readily available to us for the four countries herein considered.
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Figure 3.8: Life-Cycle Productivity Profile

We allow only one form of taxes to balance the government budget constraint at any given

time. Consequently, we calibrate two models with pension systems: a model with only lump

sum taxes and a model with labor income taxes. In our quantitative experiments, we fix pt and

allow the relevant tax rate to adjust to close the model. Finally, note that we fix pt = tt = ⌧L,t = 0

in our benchmark model without pension systems.

3.4.4 Demographics

What remains is to calibrate the survival probabilities and relative size of each age-cohort

in each country. The cohort distributions are taken from the United Nations (2017), which

gives the cohort distribution in 5 year age bins. We linearly interpolate between the center of

each age bin and re-normalize the interpolated distribution to obtain 1 year cohort bins. The

interpolated cohort distributions are shown in Figure 3.3.
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The one-year survival probabilities are calculated as in Henriksen (2015) using life ex-

pectancy data obtained from the United Nations. These estimates are shown in Figure 3.9 and

incorporate the fact that mortality rates are a function of both age and life expectancy at birth.

Figure 3.9: 1995 Conditional Survival Probability

The set of moments matched for each country are summarized in Table 3.2. Table 3.3

gives the corresponding model moments and Table 3.4 displays the calibrated parameter values

from our simulated method of moments procedure. Of particular note are our calibrated cost

to participation functions. For each model and each Country, {1, 2, 3} govern the dis-utility

of working. They are calibrated to match observed labor force participation and are broadly

consistent with French (2005) and Capatina (2015). Both estimate that the life-cycle probability

of poor health is increasing and approximately convex in age with the latter further showing

that individual time endowment decreases in expectation over the life-cycle.
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Table 3.2: Summary of 1995 Moments by Country

Moment France Germany Italy U.K.
Labor-force participation rate for ages 60-64 11% 19% 19% 37.2%
Labor-force participation rate for ages 65-69 3.0% 4.5% 6.3% 11%
Avg. hours worked for ages 20-64 0.33 0.33 0.34 0.34
E�ective retirement age 59.6 60.3 59.1 62
Real interest rate 5.75% 5.14% 6.96% 5.54%
Capital-to-output ratio 3.23 3.55 4.02 3.02
Pension outlays as a fraction of GDP 9.9% 7.4% 10.2% 7.8%

Table 3.3: Calibration Results

LFPR60 � 64 LFPR65 � 69 Retire. Age K/Y Avg. Hours Worked
U.K.

Data 0.37 0.110 62.0 3.02 0.34
Benchmark 0.43 0.046 61.8 3.02 0.32
Lump Sum 0.50 0.110 62.3 3.15 0.32
Labor Tax 0.50 0.110 62.3 3.02 0.32

France
Data 0.11 0.030 59.6 3.23 0.33
Benchmark 0.28 0.033 60.0 3.27 0.29
Lump Sum 0.34 0.036 60.3 3.21 0.30
Labor Tax 0.29 0.030 59.8 3.27 0.29

Germany
Data 0.19 0.045 60.3 3.55 0.33
Benchmark 0.38 0.065 61.1 3.65 0.28
Lump Sum 0.38 0.053 60.7 3.57 0.30
Labor Tax 0.36 0.047 60.6 3.43 0.29

Italy
Data 0.19 0.063 59.1 4.02 0.34
Benchmark 0.28 0.050 59.7 4.16 0.29
Lump Sum 0.27 0.022 59.7 4.37 0.32
Labor Tax 0.27 0.033 59.6 4.16 0.30
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Table 3.4: Calibrated Parameters

� � � 1 2 3 p

U.K.
Benchmark 0.944 0.055 0.206 0.0505 0.00181 1.414 –
Lump Sum 0.958 0.055 0.274 0.0503 0.00192 1.331 0.592
Labor Tax 0.955 0.055 0.339 0.0028 0.00225 1.285 0.583

France
Benchmark 0.942 0.046 0.355 0.0440 0.00203 1.355 –
Lump Sum 0.953 0.046 0.392 0.0370 0.00197 1.306 0.557
Labor Tax 0.957 0.046 0.392 0.0390 0.00266 1.207 0.540

Germany
Benchmark 0.950 0.043 0.353 0.0495 0.00224 1.310 –
Lump Sum 0.958 0.043 0.332 0.0470 0.00196 1.323 0.602
Labor Tax 0.957 0.043 0.347 0.0420 0.00294 1.196 0.578

Italy
Benchmark 0.937 0.013 0.350 0.0495 0.00215 1.316 –
Lump Sum 0.952 0.013 0.266 0.0412 0.00232 1.304 0.723
Labor Tax 0.951 0.013 0.415 0.0014 0.00243 1.243 0.673

3.5 Numerical Solution Method

The numerical solution to the model involves solving individuals’ consumption–savings

and labor–leisure choices, and aggregating those decisions. At any point in time, each indi-

vidual knows her/his age and their three state variables: savings, and individual productivity.

Individuals’ consumption-savings and labor-leisure choices can be solved given the realization

of the state variables and the current and expected future factor prices. Two crucial questions

for any solution algorithm are (i) the source of the distribution of the assets at any point of time

and (ii) the individuals’ expectations of the path of future factor prices.

Broadly, there are two numerical approaches to modelling the distribution of state variables

and individuals’ expectations of the path of future factor prices: (1) compute a transition path

between two steady states and (2) compute the steady states associated with the individual

mortality rates and the aggregate cohort distribution at each point of time.
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3.5.1 Transition between two steady states

One approach is to simulate the demographic transition between two steady states.13 With

this approach, the initial steady state distribution of assets is the distribution associated with

the initial cohort distribution and the life expectancy at that point in time, while the final steady

state is the asset distribution associated with the stationary long-run population distribution.

The stationary long-run population distribution is the stationary distribution associated with

projected fertility, mortality and immigration rates at the furthest end of where demographers

make projections.

When an individual of a given age at a given time makes her or his consumption–savings and

labor–leisure decisions, their state variables are their own assets holdings and own idiosyncratic

productivity level. They know their conditional survival probabilities so they know with what

probability they are going to survive to any given age. They can compute the probability

distribution over future idiosyncratic productivity levels, and they can perfectly foresee the

entire future path of endogenous factor prices generated by the model.

In other words, both the sequence of factor-supply distributions and the factor-price paths

are functions of the initial and terminal distributions. The factor prices clear the markets

for labor and capital so they are functions of the asset and labor-supply distributions at each

period of time. Since individual asset holdings is an individual state variable, the choices made

by anyone alive at the initial state will directly be a function of the initial asset distribution.

Through the direct and indirect impact on the factor price paths, all decisions made will be a

functions of the initial and terminal steady states.
13See e.g. Ríos-Rull (1999) or Backus et al. (2014).
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3.5.2 Succession of steady states

An alternative is to compute the steady states associated with the individual mortality rates

and the aggregate cohort distribution at each period of time instead of to solving the model as

a transition between two steady states. The distribution of assets at each period of time will

be the distribution associated with the cohort distribution and life expectancy at that point in

time, and the factor prices and the distribution will be consistent with the choices individuals

are making in that particular period.

Individuals will still solve their problem given the same set of state variables. Two key

di�erences are that they use the current one-year-younger cohort’s asset-holding choice as an

approximation for the asset-holding choice that they made the previous year and that they

implicitly assume that the current factor prices are the best forecast for future factor prices.

There are three main benefits of the latter numerical approach. First, using the distribution

of state variables associated with the current period is no less arbitrary than using a distribution,

which is a function of the distribution associated with the population distribution at some initial

date chosen by the researcher, eg. 1950 or 1970. Second, it is more reasonable to assume that

individuals within the model base their decisions on the conjecture that current factor prices

are the best forecasts for future factor prices, rather than assuming they can perfectly foresee

the entire deterministic future path. In particular, there remains uncertainty associated both

with the future demographic path and the mechanisms for the formation of future factor prices.

Thirdly, this latter approach is more parsimonious and transparent.

3.6 Quantitative Results

We first estimate the contribution of demographic change to the historical growth experience.

We then look at the implications of projected demographic change for future growth. In the
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benchmark economy, households save for their own retirement and the economy is closed with

no capital flows between countries. We gradually relax these assumptions and look at the

role pension systems and capital flows play in the growth outcomes of these economies. For

the questions in this paper, pension systems are important and capital flows are not. Finally,

we examine some consequences of two types of pension reforms – lower benefits and later

retirement ages.

In these quantitative exercises, we fix the calibrated parameters of the model and adjust the

conditional survival probabilities and cohort distributions to match those in 1975, in 1995, and

in 2015. We then perform growth decompositions from 1975-1995 and 1995-2015 by applying

the growth accounting methodology in Eq. 3.2 to the model steady states. Finally, we make

growth projections by repeating the above exercise for 2020 and 2040.

3.6.1 Direct E�ect of Demographics

We first decompose the per-capita growth e�ects of demographic change using the bench-

mark model. Table 3.5 displays a summary these e�ects in the benchmark model. Table 3.6

and Table 3.7 show the contribution of demographic change to growth over the 1975-1995

and 1995-2015 periods in greater detail. It highlights the changing contribution of ageing

populations to growth relative to the growth slowdown discussed in Section 3.2.

Table 3.5: Benchmark Model Historical Annualized Growth Summary

1975-1995 1995-2014 Change Percent of Slowdown
United Kingdom 0.39% 0.06% -0.33 51%
Germany 0.60% -0.08% -0.68 67%
France 0.47% -0.16% -0.63 77%
Italy 0.57% -0.02% -0.59 28%

Demographic change boosted growth during the period from 1975-1995 as the post-war
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Table 3.6: 1975-1995 Annualized Model Growth Rates

�Y/pop �A ↵ · �K/L �L/pop (1 � ↵) · �h

United Kingdom
Benchmark 0.42 0.02 0.05 0.28 0.05
Lump Sum 0.42 0.02 0.05 0.28 0.07
Labor Tax 0.40 0.02 0.05 0.29 0.05

France
Benchmark 0.47 0.06 0.09 0.33 -0.01
Lump Sum 0.45 0.05 0.07 0.33 0.01
Labor Tax 0.46 0.06 0.08 0.33 -0.01

Germany
Benchmark 0.60 0.02 0.07 0.52 -0.02
Lump Sum 0.57 0.03 0.06 0.50 -0.01
Labor Tax 0.56 0.04 0.06 0.48 -0.01

Italy
Benchmark 0.57 0.01 0.10 0.45 0.01
Lump Sum 0.57 -0.01 0.08 0.46 0.05
Labor Tax 0.51 0.01 0.06 0.43 0.02

generations entered their most productive years. After 1995 their contributions to growth

declined throughout the following two decades in all four countries Our model indicates that

the changing historical contribution of demographic change to growth is responsible for a

decline in annual per-capita growth of 0.33-0.68 percentage points between these two periods.

Relative to our growth accounting exercise in Section 3.2, our benchmark results suggest that

ageing populations account for roughly 77% of the secular growth slowdown in France, 67%

in Germany, 51% in the United Kingdom, and 28% in Italy.

To explore how aging populations e�ect growth, we look at the past 20 years. Table 3.7

shows that demographic change was a drag on per-capita growth for France, Germany, and Italy

while it contributed positively in the United Kingdom. The primary drag on growth comes

through changes in labor supply on the extensive and intensive margins and, to smaller degree,

through capital accumulation. Indeed, the combination of increases in life expectancy and

rightward shifts in the age-cohort distribution leads to capital deepening. These increases in the
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Table 3.7: 1995-2015 Annualized Model Growth Rates

�Y/pop �A ↵ · �K/L �L/pop (1 � ↵) · �h

United Kingdom
Benchmark 0.06 0.03 0.08 0.03 -0.09
Lump Sum 0.06 0.03 0.07 0.03 -0.07
Labor Tax 0.01 0.05 0.04 -0.01 -0.08

France
Benchmark -0.16 0.04 0.09 -0.18 -0.11
Lump Sum -0.15 0.04 0.07 -0.19 -0.07
Labor Tax -0.24 0.06 0.05 -0.26 -0.10

Germany
Benchmark -0.08 0.05 0.10 -0.11 -0.12
Lump Sum -0.11 0.04 0.07 -0.13 -0.09
Labor Tax -0.19 0.06 0.05 -0.18 -0.12

Italy
Benchmark -0.02 0.12 0.15 -0.15 -0.15
Lump Sum -0.11 0.12 0.11 -0.20 -0.14
Labor Tax -0.18 0.14 0.09 -0.25 -0.17

aggregate capital stock result in significant declines in equilibrium interest rates ranging from

81 basis points in the case of Italy to 43 basis points in United Kingdom. r⇤ changes between

1975 and 2015: UK: 43 basis points, IT: 81 basis points, GE: 75 basis points, and FR: 75 basis

points.

Labor supply is a�ected along both the intensive and extensive margins. As the work force

ages, the disutility of working also rises. The overall e�ect is that hours worked decreases.

Changes in the employment-population ratio have the largest e�ect on growth. Over the past

20 years, aging has caused substantial declines in the labor force participation rate. As in the

case of labor hours, rightward shifts in the cohort distribution have resulted in a larger fraction

of the economically active population being in the right tail of the age-cohort distribution. Older

households face strong incentives to retire due to both a higher cost to participating in the labor

force and declines in life-cycle productivity at old ages. Conversely, gains to life expectancy

incentivize households to increase labor supply at old ages. This endogenous response works to
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mitigate declines in labor supply as age cohort distributions shift. For example, between 1995

and 2015, the e�ective retirement age in each country increased by (yrs): UK: 0.93, IT: 1.58,

GE: 1.23, and FR: 1.21. In comparison, life expectancy at birth over this same time period

increased by an average of 4.5 years across these economies. As discussed above, shifts in

the age cohort distribution outweighed increases in e�ective retirement ages. The net e�ect is

declining labor force participation at older years.

Demographic change also a�ected measured total factor productivity. Due to our hump

shaped life-cycle productivity profile, young populations that age begin to have a larger share

of their workforce in the most productive periods of their lives. Thus, aging populations a�ect

measured TFP mechanically through shifts in the age-cohort distribution.

Measured TFP is also a�ected by an endogenous mechanism briefly discussed in Section 3.3.

Because of persistent idiosyncratic productivity shocks and the rising cost of participation, there

are strong self selection e�ects with respect to labor force participation. In particular, those

who have received a series of high productivity draws early in life are more likely to remain in

the labor force at older ages.

Strong general equilibrium e�ects further a�ect all of these margins. As relative prices

change, so too do the incentives to accumulate capital and supply labor. Changes to the latter are

of particular importance given our results. For example, changes in the wage rate directly a�ect

the level of individual productivity required to remain in the workforce at old ages. Labor force

participation rates and the composition of workers are in turn a�ected. In this case, the negative

labor supply e�ects described above are partially o�set by rises in the wage rate induced by

capital deepening.

Over the next two decades, our model predicts that the ongoing demographic change will

depress per-capita growth further. Indeed, Table 3.8 shows that decreases in the employment-

population ratio are projected to become more prominent while capital deepening will decel-

erate. The benchmark model indicates that Germany and Italy will face the most significant
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Table 3.8: 2020-2040 Annualized Model Growth Rates

�Y/pop �A ↵ · �K/L �L/pop (1 � ↵) · �h

United Kingdom
Benchmark -0.24 -0.01 0.05 -0.28 -0.01
Lump Sum -0.26 -0.03 0.02 -0.28 0.04
Labor Tax -0.35 -0.01 -0.01 -0.34 0.01

France
Benchmark -0.25 -0.01 0.04 -0.32 0.03
Lump Sum -0.22 -0.03 0.04 -0.31 0.07
Labor Tax -0.37 -0.02 -0.01 -0.38 0.04

Germany
Benchmark -0.52 0.02 0.08 -0.61 -0.01
Lump Sum -0.48 -0.01 0.06 -0.59 0.06
Labor Tax -0.71 0.01 -0.01 -0.72 0.01

Italy
Benchmark -0.67 -0.05 0.08 -0.76 0.05
Lump Sum -0.64 -0.09 0.06 -0.79 0.16
Labor Tax -1.13 -0.05 -0.07 -1.08 0.08

declines to future growth.

3.6.2 Decomposing the E�ect of Life Expectancy and Cohort Distribu-

tions

Our numerical approach further allows us to decompose the e�ect of demographics on

growth into the e�ect of the behavioral changes due to life-expectancy gains and the e�ect of

changes in the aggregation of decisions due to shifts in the cohort distribution. To illustrate,

in the period 1975-1995 demographics made a positive contribution to growth for France.

The benchmark results indicated that demographics gave an annual average contribution to

per-capita GDP growth of 0.47 percentage points. Just changing the cohort distribution,

while holding individual life expectancy fixed, yielded an average annual contribution to per-

capita GDP growth of 0.38 percentage points. The estimated contribution to per-capita annual

growth when keeping the cohort distribution fixed and only changing life expectancy is 0.12
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percentage points. Implicitly, the general-equilibrium factor-price e�ect was slightly negative

when changing both life expectancy and cohort distribution.

For the following two decades, 1995-2015, the benchmark model estimated that the de-

mographic contribution to per-capita GDP growth in France was �0.16 percentage points per

year. Decomposing this into the e�ect coming from changes in life expectancy and shifts in

the cohort distribution, we find that changes in life expectancy was providing a positive con-

tribution to growth of 0.09 percentage points per year, while the contribution from the shift in

cohort distribution was �0.30 percentage points per year. Implicitly, the general-equilibrium

factor-price e�ect was slightly negative for this period as well.

This is a general pattern across countries and time periods. While the contribution to

economic per-capita growth from the shifts in cohort distribution turns negative as the average

age increases, the contribution from realized and projected gains to longevity stays positive.

Longer life expectancy provides incentives for more savings and increased labor supply both

on the intensive and the extensive margin.

3.6.3 The E�ect of Pension Systems

Next, we compare the growth accounting exercise discussed in the previous section to

a model with pensions that are funded with lump-sum taxes. Because lump-sum taxes are

non-distortionary in nature, this comparison allows us to estimate how old-age transfers alone

impact growth. We subsequently describe our results when pensions are funded by a labor

income tax, allowing us to estimate the growth e�ects of increasing distortions that result from

pension systems.

Quantitatively, the provision of old-age transfers themselves create few declines in growth.

While small, these e�ects are most strong in Italy. Old-age benefits provide elderly households

with additional resources from which to consume. Thus, retired households may rely on social
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Table 3.9: Outlays as a Fraction of GDP

U.K. France Germany Italy
1975

Lump Sum 7.10% 9.48% 7.58% 8.43%
Labor Tax 7.04% 9.44% 7.63% 8.37%

1995
Lump Sum 7.85% 9.99% 7.39% 10.18%
Labor Tax 7.81% 9.95% 7.45% 10.24%

2015
Lump Sum 8.81% 12.79% 10.26% 13.51%
Labor Tax 8.86% 12.95% 10.52% 13.76%

2020
Lump Sum 9.41% 13.88% 11.05% 14.86%
Labor Tax 9.48% 14.24% 11.38% 15.31%

2040
Lump Sum 12.51% 16.99% 16.15% 22.35%
Labor Tax 12.84% 17.93% 17.35% 24.49%

security in addition to individual savings to smooth consumption throughout retirement. This

mitigates incentives to increase savings and labor supply that would result from increases in

life expectancy.

The distortions from these pension outlays have important implications for growth. As

populations age, fiscal authorities face increasing liabilities in the form of social security

payments. Table 3.9 show just how sharply pension outlays increase in response to aging in our

model. Given the declines in labor supply identified in Section 3.6.1, tax rates must increase to

balance budgets. The rise in labor tax rates in turn provides an additional disincentive to work,

further decreasing labor supply and compounding the problem faced by fiscal authorities.14

The quantitative e�ect of these distortions are shown in Table 3.7 and Table 3.8 for the

1995-2015 and 2020-2040 periods, respectively, and in Table 3.6 for the 1975-2015 period.

These distortions were quantitatively unimportant during the 1975-1995 period. Because a large

number of previously inactive households began entering the labor force during this period (see
14Conesa et al. (2019) suggest that trends in college attainment may mitigate the need to increase tax rates.
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Figure 3.3), increases in labor supply provided su�cient tax revenue to o�set any need to

increase tax rates. Thus, pension systems did not greatly impact growth during 1975-1995.

Over the past two decades, changing demographics imply that there were fewer new workers

and more workers in retirement. As a result, tax rates in our model must rise to cope with

changing pension obligations. These additional distortions amplify the rise in retirement rates

relative to the benchmark and lump sum models. Between 1995 and 2015, e�ective retirement

ages increased by fewer years than in the benchmark model: UK: 0.48, IT: 0.79, GE: 0.71,

and FR: 0.64. This endogenous response of old-age labor supply is roughly half of that in the

benchmark model. The end result is that annualized growth in the employment/population ratio

decreased by an additional 10 basis points in France, Germany, and Italy as a direct result of

changing tax rates. The e�ect in the United Kingdom is smaller, at around 4 basis points.

Higher tax rates also a�ect capital deepening. Not only does the duration of households’

working lives decrease relative to a world without such distortions, but so too does after tax

labor income conditional on working. Both features directly e�ect the resources from which

households save. The end result is a decline in capital accumulation. Moreover, pension

systems dampen the decline in interest rates previously discussed through this channel. In this

case, declines in the equilibrium interest rate instead range from 31 basis points to 50 basis

points.

While the e�ects are smaller, these changing distortions also a�ect measured TFP growth.

As labor taxes rise, the individual productivity level needed to remain in the workforce during

old age does as well. Thus, the workforce that remains following a rise in labor taxes is more

productive. This amplifies the self-selection mechanism in the model.

All of these e�ects contributed to a growth decline resulting from pension systems. In total,

changing tax rates decreased annual growth by between -0.04 percentage points in the case of

the United Kingdom and -0.18 percentage points in Italy throughout the 1995-2015 period. Our

model further predicts that the growth e�ects of these distortions will become bigger over the
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next 20 years.

3.6.4 Consumption and labor-supply dispersion

Idiosyncratic labor productivity shocks were included in the model to give separate predic-

tions for labor supply on the intensive and extensive margin. In order to check whether the

model-generated labor supply behavior is empirically plausible we compute the evolution of

the cross-sectional variance of consumption and hours worked over the life cycle. Qualitatively,

our results are similar to those reported by Kaplan (2012); the cross-sectional variance of

consumption increases gradually over the life-cycle while the cross-sectional variance of hours

worked is almost flat until age 50 when it increases slightly.

3.6.5 Passing away with positive debt

With a positive probability of dying and a borrowing constraint that permits positive debt,

in equilibrium some households will die with negative net worth, ie. debt. This happens in the

data too, and is not considered a “default”. Quantitatively, the magnitude of negative bequests

in our model is 1.02% of total accidental bequests.

3.6.6 International Capital Flows

In the previous sections, we have assumed that each country a closed economy. Economists

have long understood, however, that capital tends to flow between countries to equalize return

di�erences. Heterogeneous demographic change of the kind herein considered has also been

studied as an explanation for capital flows between countries (see eg. Backus et al., 2014). To

check the robustness of our results, we extend our benchmark model to allow for the movement

of capital across borders. Throughout, we maintain our calibration from Section 3.4
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Table 3.10: Annualized Model Growth Rates with Capital Flows

�Y/pop �A ↵ · �K/L �L/pop (1 � ↵) · �h

United Kingdom
1975-1995 0.49 0.04 0.09 0.32 0.04
1995-2015 0.07 0.03 0.09 0.04 -0.09
2020-2040 -0.28 -0.01 0.04 -0.31 -0.01

France
1975-1995 0.45 0.06 0.09 0.32 -0.01
1995-2015 -0.14 0.04 0.09 -0.17 -0.10
2020-2040 -0.17 -0.01 0.07 -0.27 0.02

Germany
1975-1995 0.54 0.02 0.07 0.46 0.01
1995-2015 -0.08 0.06 0.09 -0.10 -0.13
2020-2040 -0.49 0.03 0.07 -0.59 -0.01

Italy
1975*-1995* 0.54 0.01 0.09 0.45 0.01
1995*-2015* 0.03 0.12 0.17 -0.14 -0.13
2020*-2040* -0.66 -0.06 0.08 -0.71 0.03

The results of this exercise are presented below in Table 3.10. We place an asterisks next to

country-year pairs in which that particular country was a capital importer. All other country-

year pairs are capital exporters. A striking feature of Table 3.10 is that, while the introduction

of international capital flows induces some quantitative di�erences with our central findings,

it’s impact is very small. Notably, there are no qualitative di�erences with our main results.

In particular, we still find that the contribution of ageing populations to growth has declined

historically, and will decline further over the next two decades. Here again, the margins most

a�ected by aging populations are those relating to labor supply.

3.7 Policy Reforms

Given the sizable labor supply e�ects of aging populations, we now consider why individuals

exit the labor force when they do, and discuss some policy reforms that could alter those choices.
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We stress the welfare e�ects of policies as measured by the median consumption equivalence

of a newborn agent as a measuring stick. Our definition of consumption equivalence is given

by

Ei0

IÕ
t=i0

�t stu(� j c⇤t,j, h
⇤
t,j) = Ei0

IÕ
t=i0

�t stu(c⇤⇤t,j, h
⇤⇤
t,j) (3.16)

where � j is the consumption equivalence for household j, {c⇤t,j, h
⇤
t,j} are their pre-reform optimal

choices, and {c⇤⇤t,j, h
⇤⇤
t,j} are their post reform optimal decisions. Straightforward algebra allows

for a simple expression of the consumption equivalence for individual j defined by

� j = e[Vj ,post�Vj ,pre]/� (3.17)

where � =
IÕ

t=i0
�t st , Vj,post is the post-reform value function for newborn j, and Vj,pre is the

pre-reform value function for newborn j.

We first assess the role of pension systems in driving decreases in the employment-

population ratio. Decreasing the level of old age benefits forces households to rely more

heavily on individual savings during retirement. Households may therefore increase labor sup-

ply to finance savings increases. Raising the eligibility age incentivizes a longer working life

directly. Because households must wait longer to receive any social security payments, house-

holds may increase their labor market exit age to avoid a period of low consumption between

retirement and social security eligibility. Furthermore, both reforms decrease the fiscal author-

ity’s total pension obligations, reducing the degree to which tax rates rise to balance budgets.

We consider these reforms by separately reducing per-retiree pension outlays by 5%-20%, and

increasing the pension eligibility age by 5 years by the year 2040.15

Table 3.11 shows a summary of the e�ects of reducing the level of pension benefits received

when in retirement. Evidently, such a reform mitigates the projected adverse growth e�ects
15We discuss these reforms for the labor tax model only. There are no distortions in the lump-sum taxation

model.
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of aging populations. Table 3.12 shows the post-reform contribution to 2020-2040 annualized

growth of demographic change in more detail. We display only the 20% reduction in pension

benefits for conciseness. The need to rely more heavily on personal savings to finance old

age consumption causes savings rates to become more sensitive to changes in life expectancy.

Second, the indirect e�ect of pension systems on individual decisions through tax rates becomes

weaker. The reduction in benefits reduces the need to raise tax rates, which in turn provides

fewer disincentives to work. Relative to the pre-reform economy, the e�ective retirement age of

households can increase substantially depending on the extent of the reform. Table 3.12 further

shows that the labor supply channel is again much more important than individual savings.

More importantly, these reforms are welfare improving. The welfare e�ects of reductions

in pension benefits may be significant as distortions to individual incentives begin disappearing

depending on the extent of the reform. In France, Germany, and Italy, the median per-

period consumption equivalent for newborns quickly rises over 1% as the extent of the reform

increases. For significant benefits reductions, median per-period consumption equivalents range

from 2.38%-4.16%. The United Kingdom sees more modest welfare gains with consumption

equivalence, reaching a peak of 1.59%.

Except for conservative reductions in pension benefits, Table 3.13 shows that increasing

the pension eligibility age yields similar increases in annual growth. Increasing the eligibility

age operates through similar channels as reductions in pension benefits. Table 3.12 displays

the e�ects of eligibility reform in detail. First, as the eligibility age increases, social security

does not become available to households until a later age. This implies that agents must rely

more heavily on labor income and private savings for these additional years before they become

eligible for pension benefits. Second, as less of the population is eligible for any given level

of benefits, government outlays and thus tax rates again increase by less as populations age.

These two e�ects serve again to increase capital accumulation as life expectancy increases and

mitigate the reduction in the employment to population ratio as populations age. In the case of
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Table 3.11: Projected E�ect of x% Decrease in Benefits in Labor Tax Model

��Y/pop (pp) � Retirement Age
(yrs.)

CE (%)

UK
5% 0.03 0.17 0.40
10% 0.07 0.43 0.80
15% 0.11 0.64 1.17
20% 0.15 0.88 1.55

France
5% 0.09 0.46 0.63
10% 0.14 0.72 1.21
15% 0.18 1.03 1.78
20% 0.27 1.49 2.33

Germany
5% 0.04 0.24 0.63
10% 0.13 0.59 1.32
15% 0.17 0.80 1.91
20% 0.22 1.01 2.48

Italy
5% 0.12 0.42 1.11
10% 0.25 0.84 2.13
15% 0.37 1.29 3.11
20% 0.43 1.55 3.93
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Table 3.12: Post-Reform Contribution to 2020-2040 Annualized Growth Rates in Labor Tax
Model

�Y/pop �A ↵ · �K/L �L/pop (1 � ↵) · �h

20% Decrease in p
France �0.10 �0.01 0.08 �0.20 0.01
Germany �0.49 0.02 0.07 �0.58 �0.01
Italy �0.70 �0.04 0.07 �0.80 0.06
United Kingdom �0.20 �0.01 0.05 �0.23 �0.01

5 Year Increase in IR
France �0.15 �0.02 0.05 �0.22 0.04
Germany �0.45 0.01 0.07 �0.53 0.01
Italy �0.77 �0.06 0.03 �0.82 0.08
United Kingdom �0.18 �0.02 0.05 �0.21 �0.01

3 Year Shift in ✓
France 0.05 �0.01 0.08 �0.14 0.11
Germany �0.35 0.03 0.04 �0.51 0.08
Italy �0.67 �0.02 �0.01 �0.78 0.13
United Kingdom �0.06 0.01 0.02 �0.17 0.08

increasing eligibility ages, increases in both growth and the e�ective retirement age are larger

than for most reductions in pension benefits. Despite this fact, the welfare gains from reductions

in pension benefits are larger than increases in the pension eligibility ages, a direct result of

sharp increases in the dis-utility of labor experienced by households at old ages.

Our results suggest that pension reforms can induce non-trivial changes in retirement

behavior, and therefore aggregate growth, but other important incentives for late life labor

supply decisions remain. Two components emphasized previously are health and fitness, which

are captured by our model’s cost of participation function. Gains to morbidity, for example,

may impact the dis-utility of work and thus shift our cost of participation function. While

our morbidity data in Section 3.2 do not suggest large, widespread gains to old age health

historically, the available data is quite limited. Moreover, it may be the case that the countries

considered here see a “take-o�" in terms of old age health in the coming years. We estimate
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Table 3.13: Contributions to 2020-2040 Annualized Growth Rates for a 5-Year Increase Eligi-
bility Age

��Y/pop (pp) � Retirement Age
(yrs.)

CE (%)

Labor Tax
France 0.22 1.29 1.46
Germany 0.26 1.31 2.11
Italy 0.36 1.43 2.99
United Kingdom 0.17 1.08 1.39

the role of health and fitness in driving our labor supply results by assuming that future gains

to life expectancy are accompanied by equivalent rightward shifts in our cost of participation

function. Implementing this experiment requires shifting our cost of participation function by

three years between 2020 and 2040, approximately the same projected gain in life expectancy.

Table 3.14: 2020-2040 Annualized Growth Rates for a 3 Year Shift in ✓

��Y/pop (pp) � Retirement Age
(yrs.)

CE (%)

Labor Tax
France 0.31 1.47 2.00
Germany 0.26 1.53 2.18
Italy 0.46 1.71 2.39
United Kingdom 0.29 1.45 1.73

Table 3.14 shows that in all four countries, the gains to projected growth and increases in

the e�ective retirement age outpace that of any pension reform considered. Table 3.12 shows

that the additional gains to growth are indeed a result of increased labor force participation

rates and longer average hours worked. These results further highlight the importance of

understanding labor supply decisions and life-cycle (dis-)incentives to work for estimating the

e�ects of demographic change. The gains to growth are of course accompanied by welfare

120



Demographic Obstacles to European Growth Chapter 3

gains as we have decreased our cost of participation function at each age. Still, these welfare

gains are due in part to decreased labor tax distortions resulting from higher old age labor force

participation. The per-period consumption equivalent welfare gains from this experiment are

greater in each country than every pension reform considered except the largest cuts to pension

benefits.

3.8 Conclusion

In this paper we have estimated the extent to which demographic trends a�ect economic

growth in the four largest European Economies: France, Germany, Italy, and the United

Kingdom. We use a general equilibrium model with a rich demographic structure and funded

pension systems to estimate and project the impact of ageing on economic growth through

changes in factor supplies. We find that the demographic transition can account for a significant

fraction of the historical growth slowdown in these economies, and that evolving demographics

will continue to drag down growth over the next 20 years.

Our model framework shows that the large gains to life expectancy are economically more

important than declining fertility. Increases to longevity change individuals’ savings and

labor supply decisions over the life cycle. Changes in longevity are also quantitatively more

important than fertility for both the number and the proportion of the population in advanced

ages where they have accumulated the most assets, where labor market decisions change, and

where retirement is spent.

There has been a lot of research focused on how demographics may change the equilibrium

in the market for capital, assuming that labor is supplied inelastically and that gains to longevity

do not change the length of working lives. In contrast, our results show that the most important

margin through which demographics will a�ect future growth depends on how gains to individ-

ual life expectancy changes labor-supply decisions on both the intensive and extensive margin,
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and, how those decisions shape savings decisions.

With our baseline calibration, increases in life expectancy translate mostly into longer

individual time in retirement. Increases in life expectancy will also, barring o�setting increases

in fertility and immigration, imply that the average age will increase. An indirect consequence

of individuals choosing to spend more time in retirement and an increase in the number

of individuals in the age groups that choose to reduce their labor supply or retire, is that

equilibrium tax rates must rise sharply to balance budgets. These higher taxes further distort

the participation decision of households.

An important unresolved challenge is to better understand late-life labor supply and retire-

ment decisions as life expectancy changes. If retirement decisions are mainly due to incentives

from government programs, there may be both large output and welfare gains from reforming

those systems. If instead households have strong intrinsic preferences against working at old

ages, policy reforms such as increases to the threshold retirement age, may turn out to be welfare

decreasing.
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Appendix A

Household-Level Regression Analysis of

Migration

A.1 Intercounty Moves

We use the household level data from the March CPS to show the e�ect that both channels

have on the migration decisions of households. First, we show that dual searcher households

are less likely to move across county lines and among all households that move, dual searcher

households are less likely to move for job related reasons. Second, we show that dual searcher

households that live in states with higher relative earnings of women are less likely to move and

show suggestive evidence that among those households that do move, those that face higher

relative earnings of women are less likely to move for job related reasons.

Since the primary reason for moving was only asked post 1999, we restrict the data from

1999 through 2015. Although this is not our primary time period of interest we use this time

period to test cross-sectionally the hypothesis that an increase in dual searching households and

in the relative earnings of women is correlated with a decrease in intercounty mobility.

We restrict the sample of households to civilian households in which the head of household
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is between the ages of 16 and 65. We create 3 samples of households: (1) all households

in which the head of household is married (TOT), (2) all households in which the head of

household is married and the spouse is present in the home (LT), and (3) all households in the

TOT sample plus households that include unmarried partners (COH). Our variables of interest

are the labor force status of both spouses. Thus, we divide the households into 2 subgroups:

(1) both spouses are in the labor force (Dual) and (2) one spouse is in the labor force and the

other is not (Single).

Table A.1: Summary Statistics: Married Households

Dual Single Dual Single Dual Single
LT LT TOT TOT COH COH

County Move 0.03 0.04 0.03 0.04 0.04 0.04
Real Family Income 83348.05 63294.73 83256.44 62064.38 80620.84 61534.13
Own Home 0.84 0.75 0.84 0.73 0.82 0.73
Head of Household Characteristics

Age 43.09 44.05 43.09 43.87 42.69 43.76
White 0.85 0.84 0.85 0.83 0.85 0.84
Black 0.07 0.07 0.07 0.07 0.07 0.07
One race - Other 0.06 0.08 0.06 0.08 0.06 0.08
Multiple races 0.01 0.01 0.01 0.01 0.01 0.01
Less than High School 0.03 0.07 0.03 0.07 0.03 0.07
High School 0.32 0.39 0.32 0.39 0.33 0.40
Some College 0.29 0.24 0.29 0.24 0.29 0.25
College 0.24 0.19 0.24 0.19 0.23 0.19
Advanced Degree 0.13 0.10 0.13 0.10 0.13 0.10

Spouse Characteristics
Age 43.20 44.46 43.19 44.45 42.76 44.12
White 0.85 0.84 0.85 0.79 0.85 0.84
Black 0.07 0.07 0.07 0.06 0.07 0.07
One race - Other 0.06 0.08 0.06 0.07 0.06 0.08
Multiple races 0.01 0.01 0.01 0.01 0.01 0.01
Less than High School 0.03 0.07 0.03 0.07 0.03 0.07
High School 0.32 0.39 0.32 0.37 0.33 0.40
Some College 0.28 0.24 0.28 0.23 0.29 0.24
College 0.24 0.19 0.24 0.18 0.23 0.18
Advanced Degree 0.13 0.10 0.13 0.15 0.13 0.10

Observations 786,805 362,946 788,243 385,329 832,232 378,948
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Table A.1 gives summary statistics for the characteristics of the head of household and

their spouse, real family income, and home ownership rates for each subsample. Households

across the samples di�er in several respects. First, dual searcher households tend to have higher

homeownership rates than single searcher households. Second, single searcher households tend

to have a lower real family income. Households also di�er slightly in educational attainment.

In particular, dual searcher households tend to be slightly more educated than single searcher

households. Both dual and single searcher households are roughly the same age and demo-

graphic makeup. Here we use all intercounty moves, below, section A.2 shows all estimates

using only interstate moves.

To test the hypothesis that dual searcher households are less likely to move across county

lines we estimate a probit model with the following specification:

P(movei = 1) = �(�0 + �1duali + Xi� + ⌘t + "i) (A.1)

where duali is an indicator for both spouses in household i being in the labor force, Xi is a set

of household covariates that include: age, age squared, race, education for both the head of

household and the spouse, an indicator for homeownership, real total family income, and an

indicator that takes on the value 1 if a child is present in the home. ⌘t is a year fixed e�ect and

�(·) is the c.d.f. of the normal distribution. We define single searching households to be our

base case so that our coe�cient of interest is �1, which we expect to be negative.

Table A.2 gives the estimated coe�cients on the labor market indicators. The sign of �1

indicates that the probability of moving when both spouses are in the labor force is in fact less

than that when only one spouse is in the labor force. Table A.3 gives the marginal e�ects of

the labor market indicator for a household in which both spouses are white, 40 years old, have

a college degree, own a home, and have a child present in the home in the year 2000. Focusing

on the “Total" column of Table A.3 shows that the probability of moving when both spouses
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are in the labor force is 0.399 percentage points lower than when only one spouse is in the labor

force. Given that the average probability of moving across county lines across the entire sample

of married households is 3.1%, this e�ect is quite large.

Table A.2: Probit Estimation Results: Dual Searching

Total Living Together Cohab

dual -0.0521⇤⇤⇤ -0.0510⇤⇤⇤ -0.0255⇤⇤
(0.00865) (0.00867) (0.00799)

N 508,371 507,457 561,633
Robust Standard errors in parentheses
⇤p < 0.05, ⇤⇤p < 0.01, ⇤⇤⇤ p < 0.001

Table A.3: Probit Marginal E�ects: Dual Searching

Total Living Together Cohab

dual -0.00399⇤⇤⇤ -0.00389⇤⇤⇤ -0.00202⇤⇤
(0.000682) (0.000680) (0.000639)

N 508,371 507,457 561,633
Marginal e�ects evaluated for a household in which
both spouse are white, 40 years old, with a college de-
gree, own a home and have a child present in the home
in the year 2000. Robust standard errors in parentheses.
⇤p < 0.05, ⇤⇤p < 0.01, ⇤⇤⇤p < 0.001

Next we use the reason for moving response to test if households with both spouses in the

labor force are less likely to move for job related reasons. There are 19 categories for the reason

for moving variable which we regroup into 4 broader categories. Our main category of interest

is “New job or transfer,” which includes only households that indicated that a new job or job

transfer was their primary reason for moving. Our second category is “Other job reasons”,

which includes all households that indicated they moved to look for work or lost job, for an

easier commute, retired, or other job-related reason as their primary reason for moving. Our

third category is “Family,” which includes all households that indicated a change in marital
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status, to establish own household, or other family reason as their primary reason for moving.

Our fourth category is “Other,” which includes all remaining reasons for moving.1 Table A.4

gives a summary of the reasons for moving for all of our subgroups. For all subgroups, “Other”

is the largest reason for moving and “New job or transfer” is the second largest for all subgroups.

For the full sample of single searcher households, the percent of households that moved for

“New job or transfer” reasons, 32.3%, is almost the same as the percent of households that

moved for other reasons, 34.5%.

Table A.4: Reasons for Moving: Married Households

Dual-TOT Single-TOT Dual-LT Single-LT Dual-COH Single-COH

New job or transfer 27.0 32.3 27.1 32.4 24.5 29.6
Other job reasons 12.1 12.8 12.1 12.9 12.3 12.7
Family 22.4 20.4 22.3 20.3 25.0 22.3
Other 38.5 34.5 38.5 34.4 38.2 35.4
Total 100.0 100.0 100.0 100.0 100.0 100.0

Observations 11,071 6,775 11,028 6,757 15,032 8,035

We use the four broader categories to estimate the probability that a household with both

spouses in the labor force will move for job related reasons. Specifically we model the probability

that a move occurred for reason j 2 {New job or transfer, Other job reasons, Family, Other} = K

as,

P(whymovei = j) = e(�0j+�1jduali+Xi�j+⌘t j+"i)

1 +
Õ

k2K e(�0k+�1kduali+Xi�j+⌘tk+"i)
(A.2)

where the variables are defined as in the probit estimation. Here again, our base case is single

searching households so our coe�cient of interest is �11. If dual searching households are in

fact less likely to move for new jobs than single searching households, then we should expect

�11 to be negative.
1The remaining reasons for moving are: wanted own home - not rent, wanted new or better housing, wanted

better neighborhood, for cheaper housing, other housing reason, attend/leave college, change of climate, health
reasons, other reasons, natural disaster, and foreclosure or eviction.
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Table A.5: Multinomial Logit Results: Dual Searching

Total Living Together Cohabitating

New job or transfer
dual -0.300⇤⇤⇤ -0.303⇤⇤⇤ -0.273⇤⇤⇤

(0.0479) (0.0479) (0.0448)
Other job reasons

dual -0.0734 -0.0786 -0.0290
(0.0621) (0.0622) (0.0570)

Family
dual 0.0900 0.0929 0.0948⇤

(0.0524) (0.0526) (0.0469)

N 14,793 14,745 19,152
Robust standard errors in parentheses. Base case is other reasons for moving.
⇤p < 0.05, ⇤⇤p < 0.01, ⇤⇤⇤p < 0.001

Table A.5 gives the estimated coe�cients on the labor market indicators where all proba-

bilities are relative to moving for other reasons. Again focusing on the “Total” column, we find

that the coe�cient on dual is negative and statistically significant for the new job or transfer

reasons for moving. The estimated coe�cient implies that the relative probability a household

with both spouses in the labor force moves for a new job or transfer is 25.9% lower than for

a household with one spouse in the labor force2. The coe�cients for all other reasons for

moving across all subsamples are not statistically di�erent from zero. Thus, we conclude that

the strongest evidence of the di�erence between single and dual searcher household migration

patterns points towards di�erences in the job search process.

Next we turn to the second channel of interest: the relative earnings of women. We construct

the dependent variable, earnings ratio (ER), as the ratio of the total wage and salary income

of married women to men in 1999 dollars at the state level. Since we do not know the exact

location of individuals a year before the interview (we only know whether the individuals have

moved and whether the move occurred across state or county lines), we now restrict our sample

to households that only moved within a state in order to identify the relative earnings ratio the
2The relative probabilities of the multinomial logit are 1 � exp(�j).

128



Household-Level Regression Analysis of Migration Chapter A

household faced last year. Since we are interested in the e�ect of the relative earnings of women

on dual searcher households’ migration decisions, we further restrict the sample to only dual

searcher households.

To test the e�ect of the relative earnings of women on dual searcher household’s migration

decisions, we estimate a probit model with the following specification:

P(movei = 1) = �(�0 + �1E Rs + Xi� + ⌘t + "i) (A.3)

where E Rs is the relative earnings of women in the state in which the household lives. The rest

of the covariates are the same as above. The coe�cient of interest is �1, which we expect to be

negative.

Table A.6 gives the estimated coe�cients on the relative earnings of women. The sign

indicates that the probability of moving is decreasing in the earning ratio. Table A.7 gives the

marginal e�ect of the earnings ratio for a household in which both spouses are white, 40 years

old, have a college degree, own a home, and have a child present in the home in the year 2000.

Again focusing on the “Total” column, Table A.7 shows that a 10 percentage point increase in

the relative earnings of women decreases the probability that a dual searcher household moves

by 0.07 percentage points.

Table A.6: Probit Estimation Results: Relative Earnings of Women

Total Living Together Cohab

Earnings Ratio -0.0160 -0.0156 -0.0328⇤⇤⇤
(0.0102) (0.0102) (0.00885)

N 371,497 370,816 414,451
Robust Standard errors in parentheses
⇤p < 0.05, ⇤⇤p < 0.01, ⇤⇤⇤ p < 0.001

Finally, we test whether those dual searching households that moved were less likely to
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Table A.7: Probit Marginal E�ects: Relative Earnings of Women

Total Living Together Cohab

Earnings Ratio -0.000669 -0.000648 -0.00143⇤⇤⇤
(0.000423) (0.000420) (0.000381)

N 371,497 370,816 414,451
Marginal e�ects evaluated for a household in which both spouse are
white, 40 years old, with a college degree, own a home and have a
child present in the home in the year 2000. Robust standard errors
in parentheses.
⇤p < 0.05, ⇤⇤p < 0.01, ⇤⇤⇤p < 0.001

move for job related reasons if they faced a higher earnings ratio. We use a multinomial logit

with the same categories as in Eq. A.2 and the same covariates used in Eq. A.3. Again our

coe�cient of interest is that corresponding to the earnings ratio. Table A.8 gives the estimated

coe�cients for the multinomial logit. Although the estimated coe�cients are negative, they are

no longer statistically significant. This is most likely due to the fact that we have a very small

sample with all the restrictions in place. However, we take the fact that the estimated coe�cients

have a negative sign as suggestive evidence that the earnings ratio decreases their probability

of moving for job related reasons relative to other reasons for dual searcher households.

Table A.8: Multinomial Logit Results: Relative Earnings of Women

Total Living Together Cohabitating

New job or transfer
Earnings Ratio -0.0502 -0.0518 -0.00514

(0.0844) (0.0845) (0.0729)
Other job reasons

Earnings Ratio 0.0558 0.0519 0.0450
(0.0906) (0.0908) (0.0758)

Family
Earnings Ratio -0.0994 -0.107 -0.108

(0.0700) (0.0701) (0.0577)

N 5,675 5,651 7,927
Robust standard errors in parentheses. Base case is other reasons for moving.
⇤p < 0.05, ⇤⇤p < 0.01, ⇤⇤⇤p < 0.001
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The evidence presented here runs counter with that given in Molloy et al. (2017) and

Kaplan and Schulhofer-Wohl (2017) who argue that the co-location problem did not contribute

significantly to the historical decline in migration rates. The key di�erences arise because we

condition on married households and do not restrict attention to couples employed in technical

occupations as they do. Moreover, we control for self-selection into marriage by conditioning

on married couples throughout our analysis and add to our empirics a comparison of moves for

job related reasons between dual and single searchers.

A.2 Interstate Moves

Table A.9 gives the summary statistics for the di�erent sample groups for interstate moves.

Interstate moves are less, however, single searching household are observed to move more

than dual searching household for the living together and total married samples. All other

summary states are identical to those presented in Table A.1. Table A.10 gives the probit

results for interstate moves. The results confirm those presented in Table A.2 and are of larger

magnitude. The probability of moving across state lines when both individuals in the labor

force of moving across states is 0.45 less than when only one spouse is in the labor force.

Table A.2 shows the reasons for moving across state lines. Across all samples “New job or

transfer” is the most common reason for moving. Consistent with intercounty moves, single

searching households are more likely to move across state lines for job related reason than dual

searching households across all samples. Table A.13 gives the results for the multinomial logit

on interstate moves. Again the results are consistent with than those presented in Table A.5 and

are of larger magnitude.
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Table A.9: Summary Statistics: Interstate Moves

(1) (2) (3) (4) (5) (6)
Dual Single Dual Single Dual Single
LT LT TOT TOT COH COH

State Move 0.01 0.02 0.01 0.02 0.02 0.02
Total Real Family Income 83348.05 63294.73 83256.44 62064.38 80620.84 61534.13
Own Home 0.84 0.75 0.84 0.73 0.82 0.73
Head of Household Characteristics

Age 43.09 44.05 43.09 43.87 42.69 43.76
White 0.85 0.84 0.85 0.83 0.85 0.84
Black 0.07 0.07 0.07 0.07 0.07 0.07
One race - Other 0.06 0.08 0.06 0.08 0.06 0.08
Multiple races 0.01 0.01 0.01 0.01 0.01 0.01
Less than High School 0.03 0.07 0.03 0.07 0.03 0.07
High School 0.32 0.39 0.32 0.39 0.33 0.40
Some College 0.29 0.24 0.29 0.24 0.29 0.25
College 0.24 0.19 0.24 0.19 0.23 0.19
Advanced Degree 0.13 0.10 0.13 0.10 0.13 0.10

Spouse Characteristics
Age 43.20 44.46 43.19 44.45 42.76 44.12
White 0.85 0.84 0.85 0.79 0.85 0.84
Black sp 0.07 0.07 0.07 0.06 0.07 0.07
One race - Other 0.06 0.08 0.06 0.07 0.06 0.08
Multiple races 0.01 0.01 0.01 0.01 0.01 0.01
Less than High School 0.03 0.07 0.03 0.07 0.03 0.07
High School 0.32 0.39 0.32 0.37 0.33 0.40
Some College 0.28 0.24 0.28 0.23 0.29 0.24
College 0.24 0.19 0.24 0.18 0.23 0.18
Advanced Degree 0.13 0.10 0.13 0.15 0.13 0.10

Observations 786,805 362,946 788,243 385,329 832,232 378,948

Table A.10: Probit Estimation Results: Interstate Moves

Total Living Together Cohab

dual -0.107⇤⇤⇤ -0.106⇤⇤⇤ -0.0879⇤⇤⇤
(0.0111) (0.0111) (0.0102)

N 508,371 507,457 561,633

Robust Standard errors in parentheses
⇤ p < 0.05, ⇤⇤ p < 0.01, ⇤⇤⇤ p < 0.001
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Table A.11: Probit Marginal E�ects

Total Living Together Cohab

dual -0.00454⇤⇤⇤ -0.00449⇤⇤⇤ -0.00386⇤⇤⇤
(0.000532) (0.000532) (0.000490)

N 508,371 507,457 561,633
Marginal e�ects evaluated for a household in which
both spouse are white, 40 years old, with a college de-
gree, own a home and have a child present in the home
in the year 2000. Robust standard errors in parentheses.
⇤p < 0.05, ⇤⇤p < 0.01, ⇤⇤⇤p < 0.001

Table A.12: Reasons for Insterstate Moves: Married Households

Dual-TOT Single-TOT Dual-LT Single-LT Dual-COH Single-COH

New job or transfer 38.6 43.7 38.6 43.9 34.8 40.4
Other job reasons 11.3 11.6 11.3 11.6 11.6 11.5
Family 21.1 19.8 21.1 19.7 23.5 21.6
Other 29.0 24.9 29.0 24.9 30.1 26.5
Total 100.0 100.0 100.0 100.0 100.0 100.0

Observations 5,154 3,644 5,154 3,633 6,896 4,232

Table A.13: Multinomial Logit Results: Interstate Moves

Total Living Together Cohabitating

New job or transfer
dual -0.385⇤⇤⇤ -0.392⇤⇤⇤ -0.356⇤⇤⇤

(0.0681) (0.0683) (0.0630)

Other job reasons
dual -0.120 -0.129 -0.0758

(0.0952) (0.0954) (0.0865)

Family
dual -0.0222 -0.0184 0.00108

(0.0784) (0.0786) (0.0703)

N 5,208 5,189 6,477
Robust standard errors in parentheses. Base case is other reasons for moving.
⇤ p < 0.05, ⇤⇤ p < 0.01, ⇤⇤⇤ p < 0.001
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Appendix B

A Model of Dual Search with Exogenous

Moves

B.1 Model

The value function for single searchers in a model with exogenous moves that arrive at

Poisson rate ⌘ are:

rUOi = bO + bi
U + ↵

u
l

π
max{EOi(w) � UOi,0} dFi(w)

+ ↵u
f

π
max{EOi(w) � UOi,0} dFi(w), (B.1)

rEOi(w) = bO + w + ↵
e
l

π
w

⇥
EOi(w0) � EOi(w)

⇤
dFi(w0)

+ ↵e
f

π
w

⇥
EOi(w0) � EOi(w)

⇤
dFi(w0)

+ �
⇥
UOi � EOi(w)

⇤
+ ⌘

⇥
UOi � EOi(w)

⇤
. (B.2)
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The migration rate for a type i singe searcher is:

Mi
s = ui

s · ↵u
f
⇥
1 � Fi(Ri

s)
⇤
+

⇣
1 � ui

s

⌘
· ↵e

f

π 1

Ri
s

⇥
1 � Fi(w)

⇤
dGi(w) + ⌘. (B.3)

The value functions for dual searchers in a model with exogenous moves are:

rUU = bM
U + bF

U +
⇣
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l + ↵
u
f

⌘ π 1

RM
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rEE(w,w0) = w + w0+↵e
l

π 1
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The migration rate for a dual searching household is:
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B.2 Calibration

Table B.1: Calibrated Parameters: Model with Exogenous Moves

Parameter Value Description

↵u
l 27.770 Local unemp. arrival rate
↵e

l 15.508 Local emp. arrival rate
↵u

f 1.076 Foreign unemp. arrival rate
↵e

f 0.866 Foreign emp. arrival rate
µM 9.385 Male location parameter
�M 0.518 Male shape parameter
µF 8.687 Female location parameter
�F 0.550 Female shape parameter
bM

U 5,005 Male flow utility of unemp.
bF

U 6,004 Female flow utility of unemp.
⌘s 0.0314 Single Searcher Exogenous move arrival rate
⌘d 0.0287 Dual Searcher Exogenous move arrival rate
�M 20,400 Mean Value of Male Non-participation
�F 34,608 Mean Value of Female Non-participation

Table B.2: Calibrated Moments: Model with Exogenous Moves

Moment Model Data

Single Searcher Mig. Rate 0.0551 0.057
Dual Searcher Mig. Rate 0.0484 0.047
Mass in EE 0.80 0.79
Mass in EUM 0.13 0.13
Mass in EUF 0.068 0.047
Mass in EOM 0.96 0.89
Mass in EOF 0.93 0.82
Male Median Wage ($) 39,591 38,000
Female Median Wage ($) 21,507 23,000
Male 90-50 Wage Ratio 1.43 2.15
Female 90 � 50 Wage Ratio 1.45 2.17
Fraction of Dual Searchers 0.752 0.752
Fraction of Male Single Searchers 0.784 0.783
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Table B.3: Counterfactual Parameters: Participation Decision with Exogenous Moves

Parameter Value Description

�M 19,088 Mean Value of Male Non-participation
�F 110,672 Mean Value of Female Non-participation
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