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Abstract
Permanent magnets composed primarily of rare earth elements are critical components in
electric vehicle motors. With the recent surge in electric vehicle sales, demand for rare
earth elements has dramatically increased, elevating costs. Thus, there is strong interest
in identifying rare-earth-free alternatives for permanent magnet applications. The multi-
principal element alloy (MPEA) family has emerged as a promising candidate. MPEAs
contain three or more principal constituent elements, some of which may be magnetic such
as Fe, Co, Cr, Mn, and Ni. In this thesis, I will first discuss our investigation of the
magnetic properties of FeCoCrMnSi-based MPEAs. Multiple magnetic phase transitions
were observed via zero-field-cooled/field-cooled magnetization measurements, indicating a
rich magnetic phase diagram. Spectroscopic measurements revealed ferromagnetic ordering
of Fe, Co and Cr, while Mn exhibited no long-range magnetization. Our results illustrate
the rich and complex magnetic properties of MPEAs.

In addition to permanent magnet applications, controlling mesoscopic magnetic textures
may enable next-generation energy-efficient magnetic memory and data storage. The second
portion of my talk will focus on ultrafast manipulation of magnetic textures. Domain wall
motion in ferromagnets driven by magnetic fields, electrical currents, or spin waves is typ-
ically quite slow, below 100 m/s. Furthermore, the Walker breakdown phenomenon limits
domain wall velocities at higher driving fields or currents as precession of spins approaches
the ferromagnetic resonance frequency. However, far-from-equilibrium dynamics induced
through ultrafast optical excitation may allow overcoming these limitations and accessing
nonequilibrium material behavior. In fact, recent theoretical work predicted superdiffusive
spin current-driven domain wall velocities up to 14 km/s in optically pumped ferromagnets.
We experimentally tested this prediction in a magnetically textured CoFe/Ni multilayer film
using time-resolved extreme ultraviolet magnetic scattering with 50 fs resolution. For the
highest optical pump fluences, we observed domain wall velocities up to 66 km/s, approaching
the theoretical limit set by magnon group velocity. These findings demonstrate that far-from-
equilibrium optical excitation can dramatically accelerate mesoscale magnetic textures. Our
studies open the possibility of manipulating the ground state to achieve far-from-equilibrium
effects at mesoscopic length scales. The implications of such nonequilibrium spin kinetics
likely extend to understanding and harnessing ultrafast phenomena in quantum materials.
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Chapter 1

Introduction and motivation

Alloying has been a key contributor to advancements in material properties. Human beings

have been modifying the properties of metals by incorporating small amounts of alloying

elements since ancient times. For instance, during the Neolithic period or the Bronze Age,

alloys of copper-zinc (brass) and copper-tin (bronze), were extensively utilized. Although

copper-based alloys were commonly used in decorative arts, their use in structural appli-

cations was limited due to their inadequate mechanical properties. The discovery of iron

alloying techniques during the Iron Age brought about a paradigm shift in structural appli-

cations such as sword and armor making. Craftsmen in Japan, India, and Mesopotamia had

already mastered the art of tempering and hardening iron before their European counter-

parts; however, these techniques were entirely empirical [1].

The current understanding of iron and steel production was established in the nineteenth

century when chemical analysis techniques matured, and the role of carbon alloying was

firmly established in regulating the structural properties of iron alloys. In the 21st century,

iron and its alloys are widely used as building materials (carbon steel), electromagnet cores

(grain-oriented silicon steel), permanent magnets (NdFeB), and in numerous other applica-

tions.
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Figure 1.1: Figure (a) shows worldwide rare earth elements (REEs) production from 1994
to 2022. A dramatic increase of 170 % in the production was seen in the last decade. (b)
show a pie chart with the leading producers of REEs [4].

Even though the d-Block elements like Fe, Co, Cr, Ni and their classic alloys play a huge

role in our current economy, the push towards sustainable technologies is primarily driven

by rare earth (Lanthanides) elements. REEs are elements with atomic number ranging from

57 (lanthanum) to 71 (lutetium) and even though they are fairly abundant in earths crust,

concentrated deposits are hard to come by earning them the rare earth moniker. Their special

nuclear, metallurgical, chemical, catalytic, electrical, magnetic, and optical properties make

them extremely valuable in applications ranging from magnets, catalysis, batteries, lasers,

high-temperature superconductivity, data storage etc.

Recent report by U.S. Geological Survey [2] show that the global production of REEs

have increased by 170 % (see Fig. 1.1(a)) in the last few decades. This dramatic increase

in production and demand is in part fueled by the mass adoption of EVs as production of

each vehicle consumes ≈ 15 kg of REEs [3]. But the REEs supply chain is heavily controlled

by China which accounts for 70 % of the worldwide production in 2022 as shown in figure

Fig. 1.1(b). This supply consolidation along with increased demand for REEs have led to

exponential increase in their price in the last decade.
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Figure 1.2: Figure (a) shows worldwide electric vehicle sales from 2010 to 2021. A huge
increase in adoption of battery electric vehicles (BEV) and plug-in hybrid electric vehicles
(PHEV) [5] can be seen starting ≈ 2015. (b) shows share of REEs used in different appli-
cations [6].

Fig. 1.2(a) shows sales of Battery electric vehicles (BEVs) and Plug-in hybrid electric

vehicles (PHEVs) for years ranging from 2010 to 2021. The exponential growth in EVs

adoption is clearly evident from these sales figures. However mass adoption might plateau

in the near future and be limited to developed economies due to the high cost and reliance

on REEs like neodymium in electric motors. So, in order to facilitate mass adoption of EVs,

new rare earth free magnets need to be developed. Furthermore, to reduce the consumption

of REEs, rare earth free catalysts need to be developed too as catalysis is the second-largest

consumer of REEs as shown in Fig. 1.2(b). So, currently there is a huge push towards

developing materials with properties on demand and High entropy alloys (HEAs) or Multi-

principal-element alloys (MPEAs) are a promising candidates due to the infinitely large

compositional space.
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1.1 Introduction to MPEAs

In 2004, Cantor et al. [7] and Yeh et al. [8] introduced a novel alloying philosophy involving

the use of four or more major elements often with equiatomic concentration. These alloys

are referred to as high-entropy alloys (HEAs) or multi-principal element alloys (MPEAs).

The development of MPEAs was motivated by the potential entropy-driven suppression of

phase separation. For example, let us look at a binary alloy with element A and B. The

Gibbs free energy of formation for a solid solution is given by Eq. (1.1) where Gmix is the

Gibbs free energy, Hmix is the enthalpy, Smix is the entropy of mixing and T is the absolute

temperature [9].

∆Gmix = ∆Hmix − T∆Smix (1.1)

∆Gf = ∆Hf − T∆Sf (1.2)

Similarly, one can also define the Gibbs free energy of intermetallic compound formation

with a stoichiometry AB as shown in Eq. (1.2). The formation of intermetallic vs random

solid solution is controlled by the balance between the Eq. (1.1) and Eq. (1.2). If Gmix is

more negative than Gf, solid solution is formed. Whereas if Gf is more negative, intermetallic

compound AB is formed. One important thing to note is that the aforementioned example

is very simplified as there can be other intermetallics with different stoichiometries (AiBj

where i and j are integers ranging from 1 to n). In which case one would have to write

Eq. (1.2) for all the possible intermetallics. Thinking about HEAs/MPEAs with five or

more elements, Eqs. (1.1) and (1.2) become extremely complicated because of the increased

number of possible intermetallic compounds. However, Yeh et al. [8] proposed that if an

alloy contains five or more elements the configurational entropy, dominates and results in
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stabilization of a single solid solution phase. Since the publication of this seminal paper,

HEAs or MPEAs have attracted a great deal of attention due to their novel properties such

as excellent low temperature strength and fracture toughness [9–11].

While the structural and compositional aspects of bulk MPEA have been widely explored,

magnetic properties of these alloys in thin film geometry are still in a nebulous phase. When

examining the most common MPEAs, it becomes evident that at least one constituent ele-

ment is either ferromagnetic (Fe, Co, and Ni) or antiferromagnetic (Mn and Cr) in nature.

This characteristic, coupled with the vast compositional space offered by MPEAs, opens up

possibilities for the discovery of new magnetic alloys. These alloys have the potential to serve

as alternatives to rare earth-based permanent magnets, which have witnessed a surge in de-

mand over the past two decades, largely driven by the rise of electric vehicles as discussed

in the previous section.

In the recent reviews on electrical and magnetic properties of MPEA [12, 13], alloys

containing more than 50 at.% of the magnetic elements (Fe, Co, and Ni) were found to be

paramagnetic or soft ferromagnetic (FM) with relatively low saturation magnetization and

coercivity in comparison with pure iron. On the other hand, in equiatomic MPEA, recent

temperature dependent studies done by Schneeweiss et al. [14] reported that equiatomic

CrMnFeCoNi undergoes two magnetic transformations: paramagnetic to spin glass at 93 K

and spin glass to FM at 38 K. In a different MPEA system, CrCoNiFeZr, where Cr, Co,

Ni, and Fe are equiatomic and Zr is varied from 0.4 to 0.5 at.%, coexistence of two FM

phases was observed at lower temperatures and the transition temperature was found to

be dependent on the composition [15]. These recent studies highlight complex magnetic

properties of MPEA; however, a systematic understanding of magnetism is still lacking in a

wide variety of MPEA systems. Furthermore, most of the studies have focused on the bulk

samples, and the magnetic behavior of MPEA in thin film form still remains unexplored.
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Thin film confinement can enhance saturation magnetization and enable tuning of magnetic

phases and transition temperature [16–18].

1.2 FeCoCrMnSi system

One of the MPEAs that has piqued the interest of researchers who study structural behaviour

of materials is Fe80−xMnxCo10Cr10 (at%) system. For most materials increase in strength

comes at the cost of ductility which is referred to as strength-ductility trade-off [19, 20].

However, Li et al. [21] recently reported that Fe80−xMnxCo10Cr10 is able to overcome this

strength-ductility trade-off due to its metastable dual phase nature. This alloy has coexisting

face-centered cubic (f.c.c) and hexagonal close-packed (h.c.p) phases and mechanical loading

causes a martensitic f.c.c to h.c.p transformation. This martensitic phase transformation

leads to higher ductility for dual phase alloy compared to single phase alloys. Fig. 1.3 plots

the stress strain curve for the aforementioned system and shows that in the dual phase

case (red curves), when the grain size is decreased, both strength and ductility increased.

Whereas, for single phase case (lower black curve) refining the grain size also decreased the

ductility of the sample.

While the mechanical properties of this system has been explored, a fundamental micro-

scopic understanding of magnetic properties of MPEAs is still lacking. Miracle and Senkov

[10] have proposed that the enhanced mechanical properties of these MPEAs could in part

be due to their magnetic entropy and magnetic properties. In first half of this thesis in Chap-

ters 3 and 4 I am going to primarily explore the magnetic properties of Fe80−xMnxCo10Cr10

like system Fe39.8Co19.9Mn20.5Cr14.8Si5.
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Figure 1.3: Figure shows engineering stress and strain curve for Fe80−xMnxCo10Cr10 system
for different values of x and compares it to FeMnNiCoCr system [21].

1.3 Introduction to ultrafast magnetization dynamics

In the current era, information technology has revolutionized our life and have had huge

impact on both our day to day lifestyle and have aided in discovery of new physics. Recently

released Artificial Intelligence (AI) tools like DeepMind’s AlphaFold has been described as

“astounding” and “transformational” due to its ability to accurately predict protein struc-

tures and aiding in discovery of new drugs [22]. At the heart of all these AI advances is

Dynamic random-access memory (DRAM) which enables training of these large scale AI

models on Graphics processing units (GPUs). However, the parameter size for the current

generation AI models has already ballooned to 100s of billions. In order to scale to larger

models, there is a need for more energy efficient and higher density DRAM technologies.

As the current DRAM is volatile in nature which means it requires a constant bias to store

information leading to huge energy consumption as joule heating and the switching speed is
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limited to nanosecond timescales. So, there is coordinated push towards new technologies

for data storage which are potentially faster and have lower energy footprint.

One such promising technology is spin based electronics or spintronics. This field started

with the discovery of Giant Magnetoresistance (GMR) which is used in the read and write

heads of hard disk drives enabling high density data storage [23]. In classical spintronics

magnetic field or spin currents were utilized to manipulate the state of system which limited

the speeds to sub-nanosecond regime [24] making it undesirable. Optical control of spin-

tronics was the next breakthrough where ultrafast control of magnetization with ultrashort

laser pulses was demonstrated by Beaurepaire et al. [25] for a Ni thin film. An ultrafast

decrease of 40 % in magnetization was observed within a picosecond of laser excitation for a

Ni thin film system as shown in Fig. 1.4(a). This ushered in a new pathway to manipulate

spintronics at ps timescales which was six order of magnitude faster than the conventional

spin current or magnetic field based routes.

Though this 40 % quench in magnetization within few pecosecond is very interesting in

terms of exploring fundamental physics, it is not suitable for making storage devices which

require switching from up (1) to down (0) state. Most of digital data in the world is stored

on spinning hard disk drives, which store information in a thin film of ferromagnetic material

made out of CoPtCr based alloy [26]. Even though the use of spinning hard disk drives in

commercial electronics have wained due to the advent of Solid State Drives (SSDs), which

are two orders of magnitude faster than spinning hard disk drives and based on charge traps

[27], hard disk drives are more economical which lends them the upper hand in cloud storage

applications. So, there is a concerted push towards optical control of spin state of magnetic

thin films which would be able to supersede hard disk drives.

The first successful deterministic switching was reported by Stanciu et al. [28] when they

demonstrated that ferrimagnetic GdFeCo system can be switched from up to down state

8



Figure 1.4: (a) Ultrafast demagnetization in Ni thin film pumped with an 800 nm optical
laser [25]. (b) Helicity dependent all optical switching in Gd22Fe74.6Co3.4 sample [28]. σ+

and σ− denote the positive and negative helicity of 800 nm pump laser and L is linearly
polarized pump.

using circularly polarized light as shown in Fig. 1.4(b). Subsequent studies over the years

have confirmed similar ultrafast switching in various alloy systems, marking this as an active

area of research [29–36]. But all the aforementioned studies primarily focused on uniformly

magnetized systems which are unstable on macroscopic lengthscales due to magnetostatic

energy [37]. Most systems will have multiple domains and understanding the effects of

optical excitation on the various domain morphologies present in magnetic texture is crucial

for commercial viability of spintronics.

Before diving into the ultrafast response of textured magnetic system, a short introduc-

tion on the mechanisms of ultrafast demagnetization are in order. Magnetism is intimately

linked to angular momentum of electrons, so in order to switch magnetization, angular mo-

mentum transfer is required. Multiple mechanisms have been proposed to explain ultrafast

quench in magnetization all of which fall into two main categories:
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Figure 1.5: Two primary mechanisms proposed for ultrafast demagnetization: (a) spin-
flip scattering models involving electron, spin, and lattice interactions that transfer angular
momentum to the lattice [38], and (b) superdiffusive spin current models where angular mo-
mentum is transferred by spin-polarized currents [39]. The former considers spin reversals
prompted by electron-phonon and electron-magnon collisions that reduce the net magneti-
zation rapidly. The latter involves spin transport driven by majority spin electron flow in
response to laser heating.

1. Spin-flip scattering model: The spin-flip scattering model proposes that ultrafast de-

magnetization occurs due to the transfer of angular momentum from the electron spin

system to the lattice through electron-phonon and electron-magnon spin-flip scattering

events [40, 41]. In this model, the initial laser excitation causes hot electron distribu-

tions which can then interact and scatter off phonons or magnons, flipping the elec-

tron’s spin in the process and thus transferring spin angular momentum to the lattice

vibrations and magnon modes [40]. The model combines the three temperature frame-

work for electrons, spins, and lattice with electron-phonon spin-flip probabilities (see

Fig. 1.5(a)) to quantitatively explain demagnetization dynamics [42]. It predicts de-

magnetization time is directly proportional to the spin-flip probability, and inversely

proportional to the Curie temperature and spinless electronic density of states near
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Fermi level [43]. This explains differences in demagnetization timescales between tran-

sition metals and rare earth metals based on their differing spin-flip probabilities and

densities of states. Some experimental observations like wavelength-dependence of de-

magnetization rates support the model [44]. However, challenges remain, like the short

lifetime of hot electrons compared to the demagnetization time. Overall, the spin-flip

scattering model provides a microscopic mechanism for ultrafast angular momentum

transfer from the spin system to the lattice through electron-phonon [45] and electron-

magnon spin flip events that lead to demagnetization on femtosecond timescales.

2. Superdiffusive spin current model: The superdiffusive spin current model proposes that

ultrafast demagnetization is driven by transport of spin-polarized electrons, rather than

spin-flip scattering events [39]. In this model, the laser excitation generates hot elec-

trons that can propagate rapidly through the material as a spin current, carrying away

their spin angular momentum. The lifetime difference between majority and minority

spin electrons leads to a spin-asymmetry in the superdiffusive current (see Fig. 1.5(b)),

resulting in a net loss of spin angular momentum and demagnetization. Since this

mechanism does not rely on electron-phonon interactions, it can explain the ultrafast

demagnetization times faster than the electron-phonon thermalization timescale. The

model has been applied to explain demagnetization dynamics in metallic ferromag-

nets, multilayers, and differences between metals and insulators [46]. Experimental

observations such as fluence-dependent demagnetization magnitudes and timescales,

and effects related to spin transport like influence on demagnetization in an adjacent

layer, provide support for superdiffusive spin currents playing a role [47–49]. However,

the model has been challenged by Schellekens et al. [50] who reported superdiffusive

spin transport appears to make minimal contributions to demagnetization in Ni thin

films.
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Figure 1.6: (a) shows a schematic of head-to-head domain wall and asymmetrically posi-
tioned laser pump. (b) top shows the Gaussian laser pulse profile with FWHM 35 fs while
bottom sub-figure shows the time dependent domain wall position as a function of laser spot
distance (zex) from the domain wall [51].

To summarize, the relative contributions of spin-flip scattering and superdiffusive spin trans-

port to ultrafast demagnetization remain an open question. Both models have theoretical

and experimental support, but the dominant mechanism is unclear. This thesis does not

focus on validating one model over the other. However, superdiffusive spin currents are

invoked as a potential explanation for some experimental results presented in Chapter 5.

While further work is needed to fully delineate the roles of local and nonlocal processes,

considering possible superdiffusive effects provides useful insight into the complex ultrafast

demagnetization dynamics in the materials studied here.

1.4 Ultrafast domain dynamics

The ability to manipulate mesoscopic-scale magnetization [52] has potential applications in

ultra-low power magnetic memory and logic [53–55]. For example, current-driven domain
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wall speeds greater than 5 km/s have been demonstrated with bilayers composed of a com-

pensated ferrimagnet and Pt [54]. Exceeding these current-driven domain wall speeds is

dependent either on future material breakthroughs or developing novel routes for control-

ling magnetic behavior. Far-from-equilibrium physics [56, 57] in ultrafast conditions [58–60]

offer a unique possibility due to the introduction of novel dissipative pathways that are not

accessible under equilibrium. In fact, a recent theoretical study by Baláž et al. [51] predicts

that extremely fast domain wall speeds of ≈ 14 km/s in ferromagnets (see Fig. 1.6) can be

achieved via optical pumping due to superdiffusive spin currents [39]. This is a remarkable

prediction as it exceeds the generally accepted maximum speed for ferromagnets of ≈100

m/s for domain walls. Domain walls, which can be considered as bound magnetic solitons

(localized nonlinear excitations with finite energy) [61], undergo Walker-breakdown above

these speeds and the soliton-like structure of a domain wall becomes unstable [62, 63]. At low

velocities, the internal spins of the domain wall precess coherently as it moves, enabling sta-

ble domain wall motion. However, above a critical velocity known as the Walker breakdown

speed, the internal spins cannot precess fast enough to keep up with the moving domain wall.

This results in non-uniform precession, with some spins falling out of synchrony with the

overall domain wall motion. Consequently, the domain wall structure becomes periodically

distorted, forming transient vortex-like defects, inhibiting further acceleration [62, 63]. This

optically driven domain wall velocities higher than Walker-breakdown speeds would imply

that ultrafast spin dynamics not only result in an overall demagnetization but can also affect

the long-range spatial structure of magnetic domains over several tens of nanometers.

While ultrafast demagnetization, as discussed in the previous section, is well established

for a wide variety of ferromagnetic materials [24, 38], only a few studies have hinted towards

the ultrafast modification of nanoscale domain pattern [64–66]. The first reports of optical

excitation of textured systems were by Vodungbo et al. [67] and Pfau et al. [64] for stripe
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and labyrinth domain symmetries respectively. Vodungbo et al. [67] studied the [Co(0.4

nm)/Pd(0.6 nm)]30 using infrared (815 nm) pump and tabletop High Harmonic Generation

(HHG) Extreme Ultraviolet (EUV) (20.66 nm) probe with <100 nm spatial and 40 fs tem-

poral resolution. The stripe magnetic domain structure acts as a diffraction grating for the

soft x-rays, producing a resonant magnetic scattering pattern. Tracking the intensity of the

diffraction spots as a function of pump-probe delay reveals the magnetization dynamics.

Whereas tracking the position of the diffraction spots reveals the domain structure dynam-

ics. Locally, the magnetization within each domain exhibits an ultrafast demagnetization

within ≈ 100 fs, consistent with prior work. Fig. 1.7(a) shows the azimuthally integrated

scattering from the stripe magnetic domain pattern as a function of time delay reported by

Vodungbo et al. [67] where no shift in the scattered peak position was observed. This indi-

cates that no rearrangement of domains occurred at ultrafast timescales for stripe domain

symmetry. Surprisingly, the demagnetization time is shorter compared to previous optical

experiments and shows minimal fluence dependence. The overall magnetic domain struc-

ture remains unchanged through the demagnetization process. The presence of alternating

magnetic domains with opposite spin polarization is proposed to accelerate demagnetization

through direct transfer of angular momentum between neighboring domains.

Fig. 1.7(b) shows the results reported by Pfau et al. [64] for Pt(50)/[Co(8)/Pt(14)]16/Pt(6)

(Å) multilayer sample that support labyrinth domains (see MFM image in Fig. 1.7(b)). Sim-

ilar to Vodungbo et al. [67] the magnetization within each domain shows an ultrafast drop,

similar to previous work on uniform ferromagnetic films. However, x-ray scattering pattern

shifts on a sub-picosecond timescale, indicating changes in the domain pattern. This shift

was explained by broadening of domain walls due to superdiffusive spin currents moving

across the wall. This leads to a change in the magnetic form factor, resulting in a shift of

peak position.
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Figure 1.7: (a) shows ultrafast response of stripe domains shown in inset for [Co(0.4
nm)/Pd(0.6 nm)]30 system as a function of delay time [67]. (b) shows response for
labyrinthine domains shown in MFM image in inset for [Co(0.8 nm)/Pt(1.4 nm)]16 system
before laser pump (blue curve) and at 1.3 ps delay (green curve) after pump at maximum
demagnetization [64].

However, subsequent investigations into these textured systems by Zusin et al. [65] and

Zhou Hagström et al. [66] have contradicted the notion of domain wall broadening as the

mechanism for the observed ultrafast shift. These studies, while disproving this explanation,

have not definitively elucidated the precise mechanisms underlying the ultrafast distortions

of diffraction patterns, leaving the possibility of domain rearrangement still viable. Con-

sequently, the mechanism behind the shift observed initially by Pfau et al. [64] and subse-

quently by Zusin et al. [65] remains enigmatic. In Chapter 5 of this thesis, I concentrate

on comprehending the ultrafast modification of domain patterns following laser excitation

in CoFe/Ni multilayers, which support a mixed labyrinthine and stripe domains, investi-

gating its dependence on fluence and timescales. Employing small angle x-ray scattering

with femtosecond temporal and nanometer spatial resolutions, I address the following unre-

solved questions: the morphology dependence of ultrafast domain modification, the fluence

dependence of this process, the timescales involved in domain morphology changes, and the
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potential mechanism underlying the morphology-dependent ultrafast domain modification.

1.5 Summary

This chapter serves as an introduction, outlining the motivation behind investigating the

magnetic properties of MPEAs and the ultrafast magnetization dynamics of textured mag-

netic systems. Additionally, open questions in both areas which will be explored in detail

throughout my thesis are introduced. The primary focus of this work revolves around two

key aspects: first, the macroscopic and element-specific magnetization of MPEAs, and sec-

ond, the ultrafast domain dynamics of textured magnetic multilayers. In Chapter 2 essential

methods and techniques utilized to study these magnetic systems are introduced and elabo-

rated upon. Chapter 3 delves into the growth and characterization of MPEA thin films, em-

ploying sputtering techniques and analyzing results through X-ray diffraction (XRD), Scan-

ning Electron Microscope (SEM), and Transmission Electron Microscope (TEM). Chapter 4

presents the magnetic property findings of MPEAs, delving into the results and discussions

surrounding these intriguing materials. Subsequently, Chapter 5 delves into the ultrafast

magnetization dynamics of CoFe/Ni multilayer systems, showcasing the obtained results.

Finally, in Chapter 6, the thesis concludes with an outlook for future avenues that can be

explored in the domains of both MPEAs and ultrafast magnetization dynamics. This sec-

tion opens up exciting possibilities for further research and investigations in these fascinating

fields.
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Chapter 2

Experimental Methods

In this chapter I discuss the various experimental methods used in my thesis. First I discuss

thin film growth including sputtering, and magnetic characterization including hysteresis

loop measurements, zero field cooling and field cooling measurements etc. The key aspects

of work performed in this thesis utilizes X-ray based techniques. So in the second section in

this chapter, I introduce X-ray sources and then discuss the other characterization techniques

such as X-ray Absorption Spectroscopy (XAS), X-ray Magnetic Circular Dichroism (XMCD),

Small-angle x-ray scattering (SAXS).

2.1 Sputtering

Sputtering is a thin film deposition technique belonging to the physical vapor deposition

(PVD) class where material is removed from a target and deposited on a substrate. Sput-

tering, among the various techniques for thin film deposition, stands out as a cost-effective

and convenient method that ensures compositional fidelity between the film and the target

material. In the sputtering process, a bias potential is applied between the substrate and the

target within a chamber filled with a noble gas such as Argon (Ar), as depicted in Fig. 2.1.
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Figure 2.1: Figure on left shows schematic of sputtering where Ar plasma impinges on the
target due to a applied potential difference. On the right is a schematic of magnetron
sputtering where permanent magnets are used to confine the Ar plasma right next to the
target, improving the sputter yield.

This environment facilitates the ionization of Ar gas atoms (magenta atoms in Fig. 2.1), at-

tracting and bombarding these ions onto the negatively biased target. As a result, atoms are

dislodged from the target (gray atoms in Fig. 2.1) and precisely deposited onto the substrate,

creating the desired thin film structure.

One of the major advantages of sputtering is its ability to maintain the same composi-

tion as the target material. Although the sputter yield for each element may vary by an

order of magnitude, the sputtering process quickly reaches an equilibrium composition at

the target surface, which may differ from the bulk target composition. Interestingly, once

this equilibrium stage is reached, the sputtered film attains the same composition as the

target. Furthermore, in conventional sputtering systems, the deposition rate is typically
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low; however, this limitation can be significantly overcome by employing strong permanent

magnets to confine the plasma above the target, as illustrated in the right side of Fig. 2.1.

2.2 Energy Dispersive Spectroscopy

Energy Dispersive Spectroscopy (EDS) is a electron in X-ray out technique where, electron

beam from the SEM or TEM knocks a core shell electron out of the atoms in the sample.

Electrons from the outer shell drop down to the core shell to fill the hole created and release

a photon with the energy equal to the difference in binding energies of the outer and inner

shell. EDS measurements can be performed with an SEM or TEM. For further information

on EDS please refer to chapter 4 of Goldstein et al. [68].

SEM microscopy and EDS spectra measurements for thin film samples should be per-

formed at very low acceleration voltage so as to maximize the interaction of the thin film with

the electron beam. At higher acceleration voltages, very small signal is seen from the thin

film as electron beam penetrates through the film and primarily interacts with the substrate.

However, one can not go below 5 keV of acceleration voltage as below that the intensity of

the characteristic X-ray emitted drops precipitously. So, the EDS results measured using

SEM presented in Chapter 4 were all measured at 5 keV acceleration voltage.

2.3 Bulk Magnetic Measurements

Bulk magnetic ordering was measured using Vibrating Sample Magnetometer (VSM), which

is based on the principle of Faraday’s Law of Induction. It measures the induced Elec-

tromotive Force (EMF) produced by vibrating the sample between a set of pickup coils.

Furthermore, an electromagnet or a superconducting magnet can be used to apply a DC or

AC magnetic field to study the magnetization out of remanence. This allows us to mea-
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sure the magnetization of sample as a function of applied external field (hysteresis loops)

and ascertain the coercivity, remanence magnetization and saturation magnetization. It can

also be used for comprehensive characterization of various magnetic materials, including

ferromagnetic, paramagnetic, and antiferromagnetic substances.

2.3.1 DC susceptibility

The bulk magnetic properties like coercivity, remanence, and absolute magnetization are

all extrinsic in nature and depend on the history of sample. These quantities can not be

used to compare and contrast two magnetic systems. However DC susceptibility (χ) is a

fundamental intrinsic property that characterizes the response of a material to an applied

magnetic field in the direct current (DC) regime. It is a measure of how easily a material

can be magnetized in response to an external magnetic field and is expressed as follows:

χ = lim
H→0

M

H
(2.1)

where M is the magnetization of sample and H is the applied field. In general χ measure-

ments are done in the paramagnetic regime and can be used to characterize the nature of a

magnetic sample. It follows Curie-Weiss law in paramagnetic regime which is given by:

χ =
C

T − θp
(2.2)

where C is the Curie constant, θp is the paramagnetic Curie temperature and T is the absolute

temperature in kelvin. θp is zero, positive and negative for paramagnets, ferromagnets and

antiferromagnets respectively.

Magnetic materials undergo transitions as a function of temperature where the long range

ordering in the material changes due to the thermal energy being high enough to overcome
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the exchange [69]. These transitions can be studied by measuring magnetization as a function

of temperature using VSM following a specific measurement protocol outlined below:

1. Zero Field Cooling (ZFC): In zero field cooling the sample is cooled in zero applied

external field down to a desired temperature. After reaching this desired temperature

the magnetization of the sample is measured during heating with a small applied field

(10s of Oe).

2. Field Cooling (FC): In field cooling the sample is cooled in applied external field (5-

100,000 Oe or more) down to a desired temperature. After which the magnetization

of the sample is measured during heating with the same applied external field.

If a ferromagnetic transition is present in a material, ZFC and FC would overlap as on

top of each other as the system reaches the same magnetization state for both protocols.

If however the system undergoes a non-equilibrium transition like spin glass, ZFC and FC

would not overlap. This ZFC and FC protocol was used in to study the bulk magnetic

transitions for MPEA presented in Chapter 4.

2.3.2 Aging measurements

There are many magnetic system like spin glasses and superparamagnets where magneti-

zation changes as a function of time i.e. the system shows Aging. If the magnetic system

exhibits aging on a timescale of tens of seconds, which is significantly slower than the mea-

surement timescales for magnetization using VSM, one can employ time-dependent magne-

tization measurements to study the aging process within the system using VSM. The rate

of change of magnetization can be used to study the dynamics in these magnetic systems.

A schematic for aging measurement protocol is shown in Fig. 2.2. The sample is first cooled

in zero applied field below the spin glass transition temperature (TS) followed unpreturbed
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Figure 2.2: Figure shows the measurement setup for aging measurements done to study spin
glass behavior.

aging of the system for aging time (tage). Magnetization of the system is than recorded as

as a small external field is applied as shown in Fig. 2.2. This method will be utilized to

ascertain the presence of spin glasses in MPEA discussed in Chapter 4

2.4 X-Ray sources

One of the most paradigm shifting discoveries of the 19th century was arguably the discovery

of x-rays by Wilhelm Conrad Röntgen [70]. Since their discovery, x-rays have made seminal

impact on numerous fields of research ranging from physics, chemistry, biology, materials

science, medicine and many more. X-rays are photons with wavelength ranging from 10−8 to

10−12 m. They are primarily generated using two methods. First is using X-ray tubes which

works on the principle of fluorescence where a core electron from an atom is knocked out

using accelerated electrons which leaves a core hole in the atom. This core hole is unstable

and is filled by an outer electron falling into the core shell and giving out an x-ray photon in
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the process. The second method of x-ray production involves accelerating charged particles

usually done in synchrotrons and x-ray free-electron lasers (XFELs).

2.4.1 X-ray tube

During the early 20th century, most X-ray-based diffractometers employed vacuum discharge

tubes for the production of x-rays via Bremsstrahlung radiation and X-ray fluorescence.

Bremsstrahlung radiation, derived from the German term for “breaking radiation”, refers

to the production of radiation through the braking of electrons by a target material. A

schematic of an X-ray tube is presented in Fig. 2.3(a). The device comprises of a fila-

ment that is heated to a high temperature, which results in the emission of electrons via

thermionic emission. The electrons are then accelerated due to the potential difference (typ-

ically ranging from ≈ 15 to 50 kV) between the filament and the target. The high-energy

electron beam then impinges upon the target, leading to the production of x-rays through

both the Bremsstrahlung radiation and X-ray fluorescence mechanisms (see Fig. 2.3(b)).

Bremsstrahlung can be explained by combining relativistic physics with Maxwell’s equations

and is the consequence of finite velocity of light [71]. A charge particle in vacuum has elec-

tric field lines emanating from it and propagating till infinity. If this charge particle is at

rest or moving at a constant velocity with respect to the reference frame of the observer,

the field lines also appear to move uniformly as shown in Fig. 2.4(a). Now if the charge

particle is accelerated, the field lines near it respond to the updated position of the charge

particle, but the field lines far away still point to the old location of the particle because the

information about the updated position of the particle travels at the speed of light which is

finite. Between these two regimes of field lines are distorted (see Fig. 2.4(b)) and that is the

electromagnetic wave propagating outwards [71].

Most lab based X-ray diffractometers use X-ray tubes with copper or molybdenum as a
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Figure 2.3: Figure (a) shows a schematic of X-ray tube and (b) shows X-ray spectrum for
copper target [72, 73].

target element. The primary reason for using copper as target material is its high thermal

conductivity and relatively high melting point, which enables it to withstand high tem-

peratures caused by electron bombardment. A chiller with constant water flow is used to

cool the copper target. The generated x-rays escape the tube through Beryllium windows

with minimal attenuation due to the low atomic mass of Beryllium. Fig. 2.3(b) shows the

Bremsstrahlung effect at atomic scale where the incoming electrons are deflected (transverse

acceleration) by the nucleus of the target atom giving out a photon in the process. This

manifests as a broad background in X-ray spectrum as seen in Fig. 2.3(b), although most

diffraction experiments do not utilize this radiation. The primary beam used for diffraction

experiments is the characteristic X-rays generated by the target via fluorescence mechanism

because of its narrow width in energy. Copper primarily generates three characteristic emis-

sion lines, Kα1 (L3 → K1 transition, λ = 1.5405 Å), Kα2 (L2 → K1 transition, λ = 1.5443

Å) and Kβ (M3 → K1 transition,λ = 1.3922 Å). Kα1 and Kα2 are very close in energy are
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Figure 2.4: Figure shows how accelerating a charge particle produces radiation. (a) shows
a charge particle moving at a constant velocity which does not generate any radiation. (b)
shows a charge particle reflecting of an infinite potential which produces a pulse of EM
wave which can be observed everywhere other than along the axis of acceleration or point
A. The yellow circle denotes the event horizon traveling at the speed of light. (c) shows a
charge particle oscillating back and forth between two potentials which produces temporally
equidistant radiation pulses. (d) shows the case where a particle oscillates in a simple
harmonic motion radiating at the oscillating frequency of the driving force. [74]

generally used for diffraction experiments in most setups whereas Kβ has a higher energy

but does not give additional information during diffraction experiment so it is filtered out

using a nickel foil filters.
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2.4.2 Synchrotrons

Synchrotorns were originally built to study electron-electron or positron-positron collisions

but were converted to x-ray sources starting 50 years ago [75, 76]. Since 1997 they have

enabled six discoveries (1997:P. D. Boyer and J. E. Walker, 2003:R. MacKinnon and P.

Agre, 2006:R. D. Kornberg, 2009:V. Ramakrishnan, T. A. Steitz, and A. E. Yonath, 2012:R.

J. Lefkowitz and B. K. Kobilka, 2018:F. H. Arnold) that have been awarded the Nobel Prize

[74]. In synchrotrons electrons traveling almost at the speed of light are subjected to large

accelerations using insertion devices, perpendicular to their direction of motion resulting

in radiation. A schematic of a typical synchrotron is shown in Fig. 2.5. Electrons are

produced using a gun via thermionic emission, which are accelerated to relativistic velocities

using the linear accelerator (LINAC) and booster ring. They are then injected into the

storage ring where insertion devices like wigglers or undulators are used to generate x-rays

which are used by the beamlines. Bend magnets are used to keep electron bunches in the

booster ring and also provide additional x-rays for measurements. RF sources are used to

accelerate electron bunches again as they lose energy via radiation in the synchrotron. The

spectrum for synchrotron radiation ranges from infrared to hard x-rays and the radiation is

highly collimated, coherent, polarized with very high intensity. Furthermore, recent advances

have resulted in faster than Moore’s law increase in the brightness of x-ray sources. These

qualities make them an indispensable and versatile tool for studying any kind of material

system. Synchrotrons have made a significant impact in the field of protein crystallography,

enabling the solving of over 70,000 structures that have been deposited in the protein data

bank until 2016 [77].

Brilliance for photon sources is defined as photons flux per second normalized by the

beam area, beam solid angle and the bandwidth. It is customary to use 0.1% bandwidth

around the central frequency of x-rays. This has been formalized in the Eq. (2.3) and has
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Figure 2.5: Figure shows a schematic of a typical synchrotron where an electron bunch in
the storage ring is accelerated using insertion devices. This acceleration leads to generation
of x-rays, the mechanism of which is discussed in the text [74].

the units of photon/s/mm2/mrad2/0.1% bandwidth [74].

B =
Ṅph

4π2σxσyσx′σy′
dω
ω

(2.3)

where Ṅph is the photon flux, σx and σy are the root mean square size of the beam in x and y

direction, σx′ and σy′ are the solid angles in x and y, and dω
ω

is the bandwidth around central

frequency.

The key advantage of synchrotron over conventional vacuum tube based sources it the

high photon flux, high coherence, polarization control and tunable energy. High photon flux

enables diffraction measurements from small amount of sample, samples with low scattering

cross section like from ferroelectric and magnetic ordering peaks and materials lacking long

range order like glasses. High temporal and spatial coherence enables measurements like

X-ray photon correlation spectroscopy (XPCS), X-ray phase contrast imaging (XPCI), X-
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ray fourier transform holography (XFTH), Small-Angle X-ray Scattering (SAXS) etc. The

ability to control the x-ray energy enables element specificity where measurements are done

at absorption edge of an element present in the sample. Some examples of resonant measure-

ments are X-ray Magnetic Circular Dichroism (XMCD), X-ray Magnetic Linear Dichroism

(XMLD), Resonant Elastic X-ray Scattering (REXS), Resonant Inelastic X-ray Scattering

(RIXS) etc. all of which require precise control of x-ray energy with sub eV resolution and X-

ray polarization in some cases. Resonant absorption will be further discussed in Section 2.6.1

Let’s delve into the physics of photon generation in synchrotrons (or x-ray free electron

lasers which will be discussed in next subsection). Dispersion relationship for electron and

photon, which describes the energy-momentum relationship can be written as follows:

γ =
√

1 + (βγ)2 (2.4)

where γ here is the energy, β is velocity and βγ is the momentum. Fig. 2.6(a) shows the plot

for this dispersion relationship for a particle and a photon. Energy of the photon plotted

is normalized (γp = εp/mc2 εp is the energy of photon) by the rest mass of the electron for

comparison. Let us now think of a photon being emitted by the particle with an energy

equal to ∆γp. This process is shown on the dispersion curve in Fig. 2.6(b). Due to energy-

momentum conservation laws, the particle has to lose same amount of energy and momentum

but this not possible because energy momentum of the particle need to be located on the

dispersion line. This means that absorption or emission of a photon is not permitted for a

particle in vacuum because that would violate energy-momentum conservation laws. On the

other hand a particle in a medium with refractive index large than one (not in vacuum) does

not violate the conservation laws and can radiate, this is called Cherenkov Radiation.

To explain the why accelerating a charge particle perpendicular to its direction of motion

produces photons, let’s consider the energy-momentum conservation for a three body system
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Figure 2.6: Figure shows the dispersion relationship for both a particle and photon [71].

with two photons and a particle which is shown in Fig. 2.7. The electron collides with an

incoming low energy photon, absorbing it which increase the energy of the electron but

it losses momentum in the process to reach an intermediate stage after which it radiates

a photon of different higher energy. This process does not violate any conservation laws.

Although it raises the question of where the incoming photon comes from in a synchrotron

or free electron laser? Considering the electrons frame of reference, static magnetic fields

from a insertion device or bend magnet, appear as virtual electromagnetic radiation which

it collides with. This process is called Compton effect and is the key mechanism at play

in all synchrotron and free electron sources. In summary, Compton effect is a three body

process where electrons in the storage ring traveling at relativistic velocities interact with

the magnetic fields of insertion devices, leading to production of radiation.
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Figure 2.7: Energy momentum conservation for Compton scattering process [71].

2.4.2.1 Insertion devices

As discussed above, in order to accelerate the electrons to produce x-rays, insertion devices

are used. There are four primary kinds of devices being used at synchrotron which are as

follows:-

1. Bend magnet:- The incoming electron beam is bent in the plane of synchrotron using

an electromagnet or super conducting magnet. The number of radiated photons (Nf )

is proportional to the number of electrons (Ne) in the electron beam bunch.

2. Wiggler:- The incoming electron beam is wiggled in a sinusoidal path in the plane of

synchrotron using an array of permanent magnets. The number of radiated photons

(Nf ) is proportional to the number of electrons (Ne) in the electron beam bunch and

the number of wiggler periods (N).

3. Undulator:- The incoming electron beam is wiggled in a sinusoidal path in the plane of

synchrotron using an array of permanent magnets with very short period. The number
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Figure 2.8: X-ray sources and insertion devices. The figure also shows the dependence of
intensity as a function of number of electrons (Ne) in the beam and number of magnetic
poles (Np) in the insertion device [78].

of radiated photons (Nf ) is proportional to the number of electrons (Ne) in the electron

beam bunch and the square of number of wiggler periods (N).

A schematic of these three aforementioned insertion devices is shown in Figs. 2.5 and 2.8.

2.4.3 XFELs

Although synchrotron radiation offers high tunability, its relative lack of spatial coherence

(transverse to the x-ray propagation direction), limited picosecond temporal resolution, and

low peak brightness impose limitations on its application for studying molecular or spin

dynamics. The degree of spatial coherence for a synchrotron, represented by the fractional

coherence (fcoh), is proportional to the square of the wavelength (λ) divided by the bandwidth

(∆λ).

fcoh =
1

2

λ2

∆λ
(2.5)
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Figure 2.9: (a) Coherence fraction of synchrotron. [74]. (b) Peak brightness as a function
of photon energy for table top laser based, synchrotrons and free electron laser sources [79].

At high photon energies, typically around 10 keV, which are often employed in coherent

diffraction experiments, the fractional coherence drops significantly to approximately 10%

(see Fig. 2.9(a)).

Furthermore, temporal resolution of synchrotrons is restricted to the order of tens of

picoseconds, which hinders its capability to investigate phenomena occurring at femtosecond

timescales, such as molecular or spin dynamics. Fig. 2.10 compares the temporal and spatial

length-scales for various fundamental processes with the available characterization tools. It

is quite evident that synchrotrons do not posses the temporal resolution required to study

spin dynamics which is of paramount interest for understanding ultrafast domain dynamics.

Additionally, the inability to use temporal averaging for studying ultrafast phenomena ne-

cessitates high peak brightness from the source to achieve sufficient signal-to-noise ratios. A
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Figure 2.10: Length and timescales of fundamental processes compared to temporal and
spatial resolution of various characterization tools [80].

comparison of peak brightness versus photon energy for table-top laser sources, synchrotrons,

and XFELs (see Fig. 2.9(b)) highlights that synchrotrons are ten orders of magnitude less

bright than XFELs. These shortcomings, encompassing poor coherence, ps temporal resolu-

tion, and relatively lower peak brightness, underscore the limitations of synchrotron sources

for studying ultrafast phenomenon.

To combat these spatial coherence, temporal resolution and brightness issues, ideas were

borrowed from conventional laser systems which led to the development of XFELs. They

provide extremely intense, spatially coherent x-ray pulses with pulse-width ranging from

10 fs to 50 fs. These fs pulses contain the same number of photons that one can get a

synchrotron facility in 1 second which corresponds to an increase in brightness of ten orders

of magnitude [71]. This opens the possibility to study matter at its intrinsic length and time

scales, which is angstroms and femtoseconds, respectively as shown in Fig. 2.10.

FELs are based on the principal of Self Amplification of Spontaneous Emission (SASE), a
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Figure 2.11: Figure shows a schematic of typical XFEL where an electron bunch in the
storage ring is accelerated using insertion devices. This acceleration leads to generation of
x-rays, the mechanism of which is discussed in the text [74].

stochastic and spontaneous process which was first proposed by Rodolfo Bonifacio, Claudio

Pellegrini, and Lorenzo Narducci in 1984 [81]. A detailed discussion on SASE is out of

the scope for this thesis but readers can find information in Jaeschke [71] chapter 4. A

schematic of an typical XFEL is shown in Fig. 2.11. The main components include a low-

emittance gun (LEG) which when irradiated with a ps laser, produces electron bunches.

This bunch is then accelerated in LINAC and compressed in longitudinal direction using a

bunch-compressor magnet chicane (BC) which is proceeded by acceleration through another

section of LINAC. After this the bunch enters a long undulator (≈ 100 m long), which

generates highly coherent x-ray pulses with fs width. The bunch is then dumped in an e-

beam dump made of lead. The x-rays produced are generally employed by one beamline at

a time for experiments, in contrast to synchrotrons, where multiple beamlines access x-rays

simultaneously. Consequently, the cost of a single measurement at an XFEL is an order of

magnitude higher compared to synchrotrons.

In recent years, considerable advancements have been made in tabletop x-ray sources

based on HHG, however they are limited to photon energies below 100 eV. A comprehensive

discussion of HHG is beyond the scope of this thesis, and interested readers are encouraged

to refer to Zusin [80].
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2.5 X-ray interaction with material

When x-rays interact with matter, they can undergo several distinct processes. These include

inelastic scattering (Compton), elastic scattering (Thomson), Auger electron generation, and

fluorescence, as illustrated in Fig. 2.12. In the energy range of synchrotrons and XFELs, rep-

resented by the yellow shaded region in Fig. 2.13, the dominant processes are photoelectric

absorption (indicated by the red curve also called resonant absorption) and Thomson scat-

tering (indicated by the blue curve) so the discussions in upcoming sections will primarily

focus on these two processes. The scattering or absorption cross section, which quantifies the

length over which the intensity of x-rays is reduced to 1/e of the incoming intensity, plays

a crucial role in understanding these interactions. So the following few sections introduce

scattering and absorption cross section for both non-resonant and resonant processes.

2.5.1 Non-resonant X-ray interactions

Non-resonant interactions occur when the x-ray energy is far from any electronic transitions

in the material. Non-resonant X-ray interactions play a crucial role in various X-ray tech-

niques like X-ray Diffraction (XRD), X-ray Reflectivity (XRR) to name a few. They provide

valuable information about the structure of materials without requiring specific knowledge

of the electronic energy levels or excitation processes within the material.

Elastic scattering off-resonance is called Thomson scattering. Electric field vector of

incident x-rays will cause the electrons to oscillate with π phase shift which causes them

to radiate as discussed in previous section. Thomson scattering cross section in soft x-ray

regime can be approximated as:

σT =
8π

3
r20Z

2 (2.6)

where Z is the atomic number, r0 is the Thomson scattering length and is equal to 2.82×10−6
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Figure 2.12: Interactions of X-rays with matter [74].

nm. This means that in the soft x-ray regime scattering is independent of photon energy.

The absorption of x-rays in a material is given by Beer-Lambert law which defines the

change in intensity of light as it travels through a medium. It is defined as a function of z,

which is the depth traveled by the x-rays from the surface.

I(z) = I0e
−µxz (2.7)

where I0 is the incoming intensity and µx is the absorption coefficient which is related to the

absorption cross section (σabs) and atomic number density (ρa) as follows:

µx = ρaσ
abs (2.8)
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Figure 2.13: Scattering cross section as a function of incoming X-ray energies for various
processes barium (Ba). Yellow shaded region indicates the energy range covered by modern
synchrotrons and XFELs [74].

Furthermore, x-ray absorption coefficient can be written as follows:

σabs =
4π

λρa
β (2.9)

where β is the imaginary part of complex refractive index which can be written as n =

1 − δ + iβ where n is the refractive index δ is the dispersion term and β is the absorption

term. This relationship shows that absorption is lower for long wavelength (low energy)

x-rays.
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Figure 2.14: (a) shows a resonant process in a simple one electron framework. (b) shows
the absorption and scattering cross section for iron metal around L3,2-edge [82].

2.5.2 Resonant X-ray interactions

Resonant interactions occur when the incoming x-ray photons have energy comparable to

the electronic transition of a material. Resonant measurements provide element or ordering

specificity to scattering or absorption experiments. The incoming photon is absorbed by a

core electron exciting it to an empty state near Fermi level and this absorption is the x-ray

absorption step (see Fig. 2.14(a)). As the core hole is unstable and has a finite lifetime, the

excited electron decays back into the core shell by emission of a photon of the same energy it

absorbed. This re-emission is Resonant X-ray scattering as shown in Fig. 2.14(a). Resonant

scattering (σres
scat ) and absorption (σabs) cross section can be derived using semi-classical
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approach and is approximated as [82]:

σres
scat =

8π

3
r20
E2
n

Γ2
n

(Γn/2)
2

(~ω − En)2 + (Γn/2)
2

(2.10)

σabs =2λr0
En
Γn

(Γn/2)
2

(~ω − En)2 + (Γn/2)
2

(2.11)

where r0 is the Thomson scattering length and is equal to 2.82× 10−6 nm, ω is the angular

frequency of the incoming radiation, the resonance width Γn = ~∆n and the resonance

position E = ~ωn. Fig. 2.14(b) shows the absorption and scattering cross section derived

using the aforementioned equations for iron near L3,2-edge. The key thing to note is the

three to four orders of magnitude lower value for σscat compared to σabs even at resonance.

This is one of the key reasons why resonance scattering measurements require synchrotron

or FEL sources as very high photon flux is required for getting good signal to noise ratio.

2.6 X-ray Absorption Spectroscopy

Any technique that directly or indirectly probes the material with varying energy of the

probe is called spectroscopy. In XAS the sample is probed using X-ray as a function of

wavelength/energy. The sample response can be recorded using multiple methods ranging

(a) absorbed intensity in case of transmission geometry or (b) photoelectron yield in case of

opaque samples. Fig. 2.15 shows XAS spectra for Fe, Co, Ni and Cu measured near L edges

(2p → 3d transition). The shape of XAS curve near the edge of an element is defined by it’s

local environment and density of states (DOS) at Fermi level (DOS in 3d level for example

shown in Fig. 2.15) [83]. One of the biggest strengths of XAS is the element specific nature

of the technique. So, it can be used to isolate the response of a single element present in

samples with multiple constituent elements.

39



Figure 2.15: XAS spectra at L2 and L3 edge for Fe, Co, Ni and Cu [83].

The aforementioned XAS can also be used to probe element specific magnetization using

X-rays that are circular or linear polarized. The absorbed intensity for XAS depends on the

transition probabilities per unit time from a state |i〉 to another state |f〉 which is defined

by Fermi’s Golden Rule [83]:

Ti→f =
2π

~
|〈f |Hint| i〉|2 ρ (εf ) . (2.12)

where Hint is the interaction Hamiltonian between the initial and final states and ρ (εf ) is

the DOS in final state. The interaction Hamiltonian for X-ray absorption depends on the

momentum operator p and vector potential A

|Hint| =
e

me

pA. (2.13)
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In free space/vacuum, E = −∂A/∂t, so it is the electric field vector of light that couples

with the electron in core shell during transition.

2.6.1 X-ray Magnetic Circular Dichroism

Now if we use circularly polarized light for which electric field vector rotates as a function

time and which has an angular momentum, it is preferentially absorbed by a spin up or

down. Furthermore, because the transition probabilities depend on the density of states at

Fermi level which are different from for majority vs minority spins in magnetic elements due

to exchange splitting (see Fig. 2.16(a)), X-rays with the angular momentum vector k parallel

to the minority spins (it has more DOS to transition to) is absorbed more. These two effects

combined result in dichroic effect aka disparity in the absorption of X-ray being dependent

on the chirality of polarization for magnetic systems as shown in Fig. 2.16(b). All this can

be summarized in a two step model for XMCD [83]:

1. In step one, the circularly polarized x-rays generate photoelectrons with either spin up

or down.

2. In step two, the exchange split valence level in magnetic system serves as a detector

for the spin polarized photoelectrons generated in step one.

The intensity of dichroism effect, which is the difference between XAS of two chairality of

x-rays, is proportional to the degree of circular polarization (Pcirc), magnetic moment (m) of

the element and angle between the X-rays angular momentum (Lph) and magnetic moment.

This can be summarized in the following equation[83]:

IXMCD ∝ Pcirc m ·Lph. (2.14)
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Figure 2.16: (a) Absorption of RCP photons mainly excites spin-up electrons, while LCP
light mainly excites spin-down electrons, resulting in a dichroic absorption spectrum, shown
in (b) for the L-edge of iron [74]. The difference between the two polarization is XMCD and
is shown in (b) in dashed black line.

For maximum XMCD effect, m and Lph should be collinear. In general XMCD can be

measured either by changing the polarization of X-ray or the magnetization direction of the

sample; both are equivalent. If we assume that the measured sample contains no anisotropic

charge or spin densities, for example a polycrystalline sample, one can calculate the average

spin and orbital moment per atom using the following three sum rules:

1. The first sum rule is called the charge sum rule and it can be used to determine the

number of holes (Nh) in valance state per atom given the integrated intensity under

an XAS curve (see Fig. 2.17) at both L3 and L2 edge using the following relation

〈IL3 + IL2〉 = CNh (2.15)

where C is a proportionality constant and IL3 and IL2 are integrated intensities under

the XAS curve at L3 and L2 edge after subtracting the non-resonant component as
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Figure 2.17: Figure shows the three sum rules for XMCD and the corresponding processes
involved. (a) show the charge sum rule which can be used to determined number of holes
in valance state. (b) show the spin sum rule used to determined spin per atom. (c) show
the orbital moment sum rule used to determine orbital moment per atom [83].

shown in Fig. 2.17(a).

2. The second sum rule is called the spin sum rule and it links the integrated intensities at

L3 and L2 edges with the spin moment (ms) per atom according to following relation:

〈A+ 2B〉 = C

µB

ms (2.16)

where A and B are integrated intensities under the XMCD curve at L3 and L2 edge

as shown in Fig. 2.17(b) and C is the same proportionality factor as the first rule.
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3. Third and final rule is called orbital momentum sum rule which links the XMCD

integrated intensities (A and B) to the orbital angular momentum (mo) per atom (see

Fig. 2.17(c)) using the following relation:

−〈A+B〉 = 3C

2µB

mo (2.17)

where C is again the same proportionality constant as previous two sum rules.

Using the aforementioned sum rules, one can calculate the spin and orbital moment for

a specific element in a system with multiple constituent elements. XAS and XMCD will be

utilized extensively to study the element specific magnetic properties of MPEAs which are

presented in Chapter 4.

2.7 Small-Angle X-ray Scattering

While there are techniques which provide nm spatial resolution like Lorentz TEM, Magnetic

Force Microscopy (MFM), and X-ray Photoemission Electron Microscopy (X-PEEM) their

temporal resolution is limited to millisecond regime. Similarly, XMCD can be used to study

the magnetic response of a sample with fs resolution but lacks any spatial information. There

are very few techniques which are capable of studying the spatial and temporal response of

materials with both nanometer and femtosecond resolution respectively. One such techniques

capable of both nm spatial resolution and fs temporal resolution is called Small-angle x-ray

scattering (SAXS) which can be measured in both transmission and reflection geometry.

SAXS measurements are generally performed at a synchrotron or XFEL and it’s magnetic

sensitivity comes from measuring at M or L edge of a magnetic constituents in the sample.

Fig. 2.18 shows schematic of a typical SAXS measurement in transmission geometry. The

peak position (q0) and peak width (Γ0) in q dimension observed in SAXS represents the pe-
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Figure 2.18: Schematic of small angle X-ray scattering in transmission geometry. An X-
rays or neutron beam illuminates the sample and depending on the periodicity, correlation
length and the symmetry of the sample, we obtain a diffraction pattern analogous to X-ray
diffraction [84].

riodicity (period = 2π/q0) and correlation length (correlationlength = 2π/Γ0) respectively.

Please note that unlike X-ray diffraction where the diffraction centers are individual atoms,

in SAXS the mesoscopic symmetry/ordering of the sample acts like a diffraction grating and

it is this effect that gives rise to the diffraction pattern observed on the detector.

Fig. 2.19 present SAXS results for CoO(10Å)[Co(4Å)/Pt(7Å)]4 Co(6Å)CoO(10(Å)10 sys-

tem performed by Hellwig et al. [85]. These multilayered magnetic films experience Per-

pendicular Magnetic Anisotropy (PMA) which causes the magnetization in Co subsystem

to lie perpendicular to the film plane. This PMA combined with high magnetostatic en-

ergy for uniformly magnetized state, causes the samples to break down in alternating up

and down domains as shown in Fig. 2.19(a-b). The morphology of these magnetic domains

depends on the sample’s composition, history, and geometry [85]. There are two distinct

magnetic domain morphologies, one is labyrinth domain state and the other is the aligned

or stripe domain state (see Fig. 2.19(a-b)). Demagnetizing the sample with applied field

out of film plane results in labyrinth state whereas demagnetizing with in-plane field causes
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Figure 2.19: Figure shows on of the first resonant magnetic SAXS experiments performed by
Hellwig et al. [85] on Co/Pt multilayer samples. The measurements were done in transmission
geometry similar to the one shown in Fig. 2.18. (a) and (b) show the labyrinth and stripe
domain morphologies respectively where the images are 5 µm in area. (c) shows the SAXS
results from both morphologies up to the 5th order in the case of stripe domains (open
symbols) and 3rd order for labyrnith domain (closed symbols).

the sample to form aligned or stripe domains. One dimensional SAXS results recorded with

an apertured diode detector for both labyrinth (closed symbols) and stripe domains (open

symbols) is shown in Fig. 2.19(c). For both morphologies, only odd order diffraction peaks

are observed due to the equal width of up and down domains [85]. For labyrinth domains

(period ≈ 130 nm and correlation length ≈ 360 nm) very broad 1st and 3rd order peaks are

clearly visible due to the inherent disorder for this morphology. Whereas, for stripe domains

(period ≈ 90 nm and correlation length ≈ 970 nm), sharp peaks are observed up to the 5th

order. Solid line in the Fig. 2.19(c) is a fit for stripe domain structure shown in the inset of

same figure.

To summarize, SAXS is a powerful technique which can be used to study mesoscopic

periodicity present in magnetic or non magnetic samples. Furthermore, when these mea-

46



surements can be done with fs temporal resolution at an XFEL enabling both nm spatial

resolution and fs temporal resolution. This is the primary technique used for results pre-

sented in Chapter 5 of this thesis.

2.8 X-ray Diffraction

X-ray diffraction is a photon-in-photon-out technique used to investigate the periodic struc-

tures present in materials. When incoming X-ray photons encounter the electron clouds

of individual atomic planes in the material, they interfere constructively and destructively

to generate a diffraction pattern. The positions of peaks observed on the detector depend

on the crystal symmetry of the material. The peak positions in X-ray diffraction can be

described using Bragg’s law, which is expressed as:

nλ = 2d sin θ (2.18)

Here, λ is the wavelength of the X-rays, θ is the angle of incidence, d is the interplanar

spacing, and n is an integer. This law is based on the difference in path length of scattered

light from different atomic planes (see Fig. 2.20(a)).

A more elegant way of describing when the Bragg condition is met is to use reciprocal

space representation, which can be expressed as:

a∗ = 2π
b× c

a · (b× c)

b∗ = 2π
c× a

b · (c× a)

c∗ = 2π
a× b

c · (a× b)

(2.19)

Here, a,b, c are lattice vectors, and the denominator represents the unit cell volume.
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Figure 2.20: Figure (a) shows schematic with path difference between the scattered rays
from successive atomic planes. (b) shows Ewald sphere construction.

The units of the reciprocal lattice vectors (a∗,b∗, c∗) are nm−1. Each reciprocal lattice point

corresponds to a set of crystallographic planes (as depicted in Fig. 2.20(b)). All the allowed

diffraction peaks for a specific crystal orientation can be found by drawing the incident

wavevector (kin = 2π/λ) at a reciprocal lattice point and enclosing it with a circle of radius

|k| (Fig. 2.20(b)). The lattice points falling on the periphery of this circle represent the

allowed diffraction peaks. It is important to note that the Ewald sphere shown in Fig. 1(b)

is a two-dimensional representation of a three-dimensional sphere.

While Bragg’s law and Ewald sphere construction elucidate the allowed diffractions, they

do not fully account for the intensity of the scattered peaks. For a polycrystalline material,

the integrated X-ray intensity is expressed as:

Ihkl = kI
phkl
v2

(LPA)λ3F 2
hkl exp (−2Mt − 2Ms) (2.20)

Here, kI represents the instrument scaling factor, phkl is the multiplicity factor of a spe-

cific lattice plane (hkl), v is the volume of the unit cell, LPA encompasses the Lorentz-
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polarization and absorption factors, λ denotes the X-ray wavelength, Fhkl corresponds to the

structure factor, and exp (−2Mt − 2Ms) accounts for the attenuation factor caused by lattice

thermal vibrations called thermal Debye-Waller (Mt) and weak static displacements/Ather-

mal Debye-Waller (Ms) factor [86]. A comprehensive discussion on the aforementioned in-

tensity equation can be found in He [86].

The Ms factor, which is linked to static displacements, is defined as follows:

Ms = Bs

(
sin θ

λ

)2

(2.21)

where

Bs = 8π2
〈
µ2
s

〉
(2.22)

and 〈µ2
s〉 represents the mean square of the projection of atomic displacements on the lattice

plane being probed. The key thing to note here is that it is the presence of this Ms factor

that leads to a significant reduction in the scattered intensity for MPEA systems which

will be discussed in the upcoming chapter. Consequently, X-ray diffraction measurements

of MPEAs present challenges in interpreting the data due to broad peaks and low counts.

To address this, proper alignment prior to measurements and a high photon flux are of

paramount importance for MPEA XRD measurements.

2.9 Summary

In this chapter I introduced the basics of X-ray generation in synchrotrons and free electron

lasers and their working principal as techniques reliant on them will be used throughout

this thesis. Furthermore, basics of SAXS, XAS, XMCD, VSM, DC and AC susceptibility

were introduced. To study MPEAs, XAS, XMCD, EDS, DC and AC susceptibility, aging
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measurements were primarily used. Whereas, ultrafast domain dynamics for CoFe/Ni was

studied using SAXS, MFM, and micro-magnetic simulations.
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Chapter 3

Multi-principal element growth and

characterization

In this chapter I will discuss the growth of MPEA thin films and their basic characterization.

Both bulk and thin film samples were studied using EDS, TEM and XRD which will be

discussed in this chapter. TEM measurements were performed by our collaborator Dr.

Andrew Lange at Lawrence Livermore National Laboratory (LLNL) whereas the XRD and

EDS measurements with SEM were performed at CNM2 in UC Davis.

3.1 Thin film growth

The bulk material used in this study was obtained from Element Materials Technology. The

manufacturer specified the composition of the bulk material as Fe39.8Co19.92Mn20.52Cr14.77Si5

(at %), using direct current plasma atomic emission spectrometry. To deposit thin films, a 2-

inch diameter and 6 mm thick sputtering target was cut from the bulk material. Additionally,

a small cylindrical sample with dimensions of 1.11 mm height and 3.16 mm diameter was

prepared for bulk vibrating sample magnetometer (VSM) measurements.

51



Table 3.1: MPEA sample growth parameters table

Deposition parameters
Sample ID Substrate Power (W) Substrate Temp (◦C) Ar pressure (mTorr) Thickness (nm)
65nm Si Si 100 27 2 65 ± 3
65nm SiN SiNx 100 27 2 65 ± 3
500nm Si Si 100 27 2 500 ± 25
500nm SiN SiNx 100 27 2 500 ± 25

The FeCoMnCrSi thin films were grown using an AJA International sputtering system.

Prior to the deposition, a 15-minute pre-sputtering process was applied to remove surface

contaminants from the target. The measured approximate deposition rate was 0.65 Å/sec at

100 W of gun power and 2 mTorr Ar partial pressure, which corresponded to the removal of

approximately 60 nm from the target surface in 15 minutes, almost an order of magnitude

larger than the typical oxide layer (approximately 5-10 nm) on materials.

The thin films of MPEA were grown on two different substrates: Si (001) and SiNx

(polycrystalline) 100 nm thick membranes. The SiNx 100 nm membrane samples were used

for x-ray studies in transmission geometry. The substrates were diced to 3.9 × 4.1 mm

size to minimize shape anisotropy effects in the samples. Prior to deposition, the samples

were cleaned using acetone to remove the backing adhesive from the dicing step, followed

by ultrasonic cleaning in isopropyl alcohol (IPA) bath to remove any fine debris. The two

substrate types (Si and SiNx) were co-deposited in the chamber to ensure identical and

comparable compositions. The samples were grown at room temperature with a source

power of 100 W and Ar partial pressure of 2 mTorr. The samples were not annealed after

deposition to prevent recrystallization and phase separation. Table 3.1 provides the growth

parameters for all four samples.
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Figure 3.1: (a) and (c) present the superimposed Stacked Energy-Dispersive X-ray Spec-
troscopy (EDS) map onto Scanning Electron Micrographs for the elements Fe, Co, Cr, Mn,
and Si, corresponding to the bulk and thin film samples, respectively. (b) and (d) exhibit the
EDS spectra displaying the x-ray emission from the bulk and thin film samples, respectively,
with the indexed Kα1 and Kα2 peaks indicated.

3.2 EDS measurements

Bulk sample and sputtered thin films were studied using EDS to ensure chemical homo-

geneity. Compositions of both bulk and thin film samples were confirmed by constructing

2D compositional maps using FEI Scios equipped with Oxford Instrument EDS system.

Fig. 3.1(a) shows a composition map of the elements overlaid on top an SEM image for

unpolished bulk sample of FeCoCrMnSi. Fig. 3.1(b) shows indexed EDS spectra from the

sample with a rough estimate of the atomic % composition. The composition reported by

EDS are qualitative in nature so it is not surprising that the EDS reported composition does

not match the composition provided by the manufacturer. Fig. 3.2 shows the elemental maps
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Table 3.2: Comparison of the Measured Compositions Using EDS with the Manufacturer’s
Quoted Bulk Composition, for Both Bulk and Thin Film Samples. It is important to mention
that the reported composition for the 65 nm film grown on Si substrate assumes a 5 At.%
Si content.

Element At. %
Sample ID Fe Co Cr Mn Si

Bulk quoted 40 20 15 20 5
Bulk measured 42 22 14 18 4

65 nm film measured 41 26 12 16 5

Fe, Co, Cr, Mn and Si for the bulk unpolished sample with a step size of ≈ 500 nm. The

elemental maps were measured at the emission lines specified at the top of elemental map.

The dark lines observed in the map are scratches from the bulk sample surface. No segrega-

tion of elements was observed at the length-scales measured, ruling out phase separation or

intermetallic formation. One thing to note here is that the sample could be inhomogeneous

at different length scales: it may exhibit inhomogeneity at longer length-scales (e.g., 100s

of µm’s) or short-range ordering at the atomic scale. Therefore, the presented EDS results

should be solely used to draw conclusions regarding intermetallic formation or clustering at

the 500 nm to 20 µm length-scale. Fig. 3.1(c) shows a composite map in a small region of

interest (white box) superimposed on an SEM image of the sample. Fig. 3.1(d) shows the

EDS spectra along with an estimate of elemental composition. Within the margin of error

(± 5 %) the composition of the film is similar to the target. Measured composition for bulk

and 65 nm film are tablulated and compared with the manufacturer quoted composition

in Table 3.2. The large uncertainty in the reported composition is due to low acceleration

voltage required for measuring thin films in order to ensure interaction of electron beam with

the thin film. No compositional segregation was observed in the area of interest which is

also evident from the element specific maps shown in Fig. 3.2.
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Figure 3.2: Element specific maps for Fe, Co, Cr, Mn and Si for bulk (top panel) and 65 nm
thin film (bottom panel) sample of FeCoCrMnSi MPEA system.
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3.3 TEM measurements

In order to further confirm the compositional homogeneity of the thin films EDS measure-

ments were performed using TEM by our collaborator D. Andrew Lange at Lawrence Liver-

more National Laboratory (LLNL) with a resolution of 5 nm. TEM samples were milled out

from 65 nm and 500 nm thin films using a focused ion beam. Prior to milling, the samples

were coated with a thin layer of carbon followed by a platinum layer. Fig. 3.3 shows the

aforementioned TEM maps for both 65 nm and 500 nm sample. No elemental segregation

was observed for both 65 nm and 500 nm samples. The figures also show a High-Angle An-

nular Dark-Field (HAADF) image which shows that the both thin film samples have grain

sizes on the order of µm size.

3.4 XRD measurements

It is well known that the unit cell of MPEAs is highly distorted due to the wide atomic size

distribution of the constituent elements. This can lead to atoms being displaced from their

nominal position in perfect crystal lattice by up to 0.25 Å[87]. This static displacements (Ms

see Eq. (2.21)) lead to a huge loss in scattered intensity for MPEA systems. This makes the

X-ray diffraction measurements of MPEAs very challenging to interpret due to broad peaks

and low counts. To mitigate this, proper alignment prior to measurements and high photon

flux are of paramount importance for MPEA XRD measurements. Following alignment and

measurement steps were taken to boost SNR for XRD:

• The samples were first aligned to (004) Si substrate peak at 2θ = 69 degrees.

• In the second aliment step the samples were aligned to the MPEA peak at 2θ = 47

degrees.
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Figure 3.3: Element specific maps for Fe, Co, Cr, Mn and Si for 65 nm (top panel) and 500
nm (bottom panel) thin film sample of FeCoCrMnSi MPEA system.
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Figure 3.4: Figure shows indexed X-ray diffraction patterns for bulk (a), 65 nm thin film
(b) and 500 nm thin film (c) sample.

• At each 2θ step, diffracted signal was averaged for 1 second.

Crystal structure of bulk and as grown 65 nm and 500 nm thin films was characterized

using Panalytical X’Pert PRO MRD with Cu X-ray source (λ = 1.5406 Å). Samples were

aligned using X-ray peak observed near 47 degrees in 2θ. Both thin film samples were found

to be polycrystalline in nature. Fig. 3.4 shows the X-ray diffraction (XRD) pattern collected

for all three samples. For the bulk sample, both FCC and HCP phases were observed. FCC

and HCP phases are labeled using square and diamond symbols, respectively. A lattice

parameter of a = 3.584 Å ± 0.017 Å was obtained for FCC phase, while for HCP phase, the

lattice parameters were calculated to be a 5 2.524 Å ± 0.007 Å and c = 4.123 Å ± 0.012 Å.

For 500 nm thin film sample, both FCC and HCP phases were observed similar to the bulk

sample, although a smaller amount of HCP was present as indicated by the lack of lower
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intensity Bragg peaks. Additionally, the lattice parameter of the FCC phase was lower than

that of the bulk phase, a = 3.486 Å ± 0.159 Å, and the lattice parameter of the HCP phase

was found to be a = 2.537 Å ± 0.007 Å and c = 4.135 Å ± 0.012 Å. Surprisingly, even though

the films are not grown epitaxially, the 65 nm thin film was found to be fully FCC, with a

lattice parameter of a = 3.488 Å ± 0.157 Å, similar to the 500 nm thin film. Please note

that the Si substrate peak for both 65 nm and 500 nm samples are low in intensity because

X-rays were aligned using MPEA peak at ≈ 47 degrees. Furthermore, the error reported

here is one σ (standard deviation) calculated from the list of lattice parameters from each

indexed X-ray peak.

The XRD measurements shown in Fig. 3.4 clearly show that the relative amount of HCP

and FCC phase depends upon the film thickness. For bulk and 500 nm thin film sample, both

HCP and FCC phases are observed. The amount of HCP phase was lower for the thin film

as indicated by lack of lower intensity HCP Bragg peaks. For 65 nm thin film, no HCP peaks

were measured, indicating that only FCC phase is present. The EDS and TEM presented in

previous sections indicate that both FCC and HCP phase have same composition. Presence

of dual phases with identical composition is in agreement with recent studies by Li et al.

[21] on a similar MPEA system, Fe50Co10Mn30Cr10. The aforementioned study showed

that the partial martensitic transformation of FCC to HCP during quenching can lead to

the formation of the dual phase alloy. Furthermore, it also showed that the relative amount

of FCC and HCP phases were dependent upon the Mn content, where samples with 30

at.% Mn showed presence of both FCC and HCP phase, and samples with 40 and 45 at.%

Mn were fully FCC. In comparison, we observe this variation in the stability of FCC and

HCP phases as a function of thin film thickness. The precise mechanisms driving this

stabilization of f.c.c phase, whether attributed to thin film confinement, heightened surface

area-to-volume ratio, or substrate-induced interfacial effects, warrant further exploration
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through both experimental and theoretical studies. Here we note that, the inclusion of

silicon in the composition was found to not have an impact on the XRD pattern compared

to literature, potentially due to low % Si content [21].

3.5 Conclusions

The characterization outlined in this chapter serves to verify the compositional uniformity

of the MPEA system in both bulk and thin film geometries, with thin films demonstrating

crystallinity even when grown at room temperature, as confirmed by XRD patterns. The

observed crystallinity in thin films could potentially stem from entropy-driven stabilization

effects; however, a more detailed investigation is necessary to substantiate this hypothesis.

The XRD analysis reveals a notable impact of film thickness: thinner films promote the

prevalence of the f.c.c phase over the h.c.p phase. The precise mechanisms driving this

stabilization of f.c.c phase, warrants further exploration through both experimental and the-

oretical studies. In summary, these results showcases thin film growth’s ability to tailor

structural phases, notably influencing the relative proportions of f.c.c and h.c.p phases be-

tween bulk and thin film samples, with the 65 nm thin film exclusively exhibiting the f.c.c

phase.

60



Chapter 4

Magnetic properties of MPEAs

In this chapter, I present a comprehensive overview of the macroscopic magnetic character-

ization conducted on the FeCoMnCrSi MPEA bulk and thin films samples characterized in

Chapter 3. We utilized Versalab to study coercivity, temperature dependent magnetization

and aging behavior of 65, 500 and bulk samples. Whereas, XMCD and XAS were utilized to

study element-specific behavior. All XAS and XMCD measurements were done at bending

magnet Beamline 6.3.1, at Advanced Light Source, Lawrence Berkeley National Laboratory.

Part of this work was published in Jangid, Ainslie, and Kukreja [88].

4.1 Temperature dependence of Magnetization

As discussed in Section 2.3 ZFC and FC measurements give you information about types of

magnetic phases present in a system along with the transition temperatures. Fig. 4.1 shows

the zero field cooling (ZFC, green squares) and the field cooling (FC, red circles) response

as a function of temperature for bulk, 500 nm and 65 nm thin film samples. The ZFC

and FC curves were measured as described in Section 2.3 with an applied field of 25 Oe

during heating. A remarkable increase of three orders of magnitude for magnetic moment
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Figure 4.1: ZFC and FC curves for (a) bulk, (b) 500 nm film and (c) 65 nm film. The
splitting in ZFC and FC at TS ≈ 390 K for all three samples. Further cooling results in a
second magnetic transition at TF of 145 K for bulk and 500 nm thin film, and 260 K for 65
nm thin film. Below TF , FM or FM-like phase is observed in all three samples as discussed
in text [88].

is observed between the bulk (MZFC= 0.005 emu/cm3 at 50 K) and the 500 nm thin film

(MZFC= 29.5 emu/cm3 at 50 K). Further reduction of film thickness from 500 nm to 65

nm results in an additional order of magnitude increase of magnetic moment (MZFC= 141

emu/cm3 at 50 K).

Multiple magnetic transitions as a function of temperature were also observed in all three

samples as shown in Fig. 4.1. At 400 K, both MZFC and MFC curves overlap with each other,

however at T ≈ 390 K, a split between MZFC and MFC is observed for all three samples.

The split in MZFC and MFC is indicative of magnetic transition of a frustrated system such

as spin glass or a cluster glass [89]. This is because when a small field is applied after ZFC,
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the moments are frozen in a frustrated state and for MZFC to reach the same value as MFC ,

all frozen moments need to relax, which takes many decades in time. This leads to a split in

ZFC vs FC curves. The experimental distinction between spin glass and cluster glass will be

presented later in Section 4.2, but for now we will denote the transition temperature using

TS. Further cooling of the sample results in a small variation of the magnetization, and

both ZFC and FC curves remain relatively flat till a second transition is observed, where

both MZFC and MFC rise rapidly. This increase in magnetic moment is observed in all

three samples, albeit the transition temperature is different for each sample. A transition

temperature, TF , of 66 K, 145 K, and 260 K is measured for bulk, 500 nm and 65 nm thin

film, respectively.

Following the second transition at TF= 260 K, the ZFC magnetization for 65 nm thin

film behaves as MZFC = A(TC −T )β, which is characteristic of a ferromagnetic (FM) phase.

The fit (Fig. 4.1(c)) resulted in a β = 0.57 which is close to the classical Landau exponent

of 0.5 for a ferromagnetic material, indicating that below 260 K the phase is FM or FM-like

[15]. For bulk and 500 nm thin film samples, although an accurate fit could not be obtained

due to full transition not being captured in the measured temperature range, hysteresis loop

measurements discussed below point towards FM or FM-like phase. A third transition is also

observed for 65 nm thin film at TU ≈ 115 K, the nature of which is not yet clear. Fig. 4.2

shows the magnetic field dependence of FC curves for all the samples. Similar behavior albeit

higher magnetic moment is observed as applied field increases (from 25 Oe to 500 Oe). The

higher applied magnetic field results in stronger Zeeman interaction thus aligning the spins

further, as well as leads to smearing of sharpness of the magnetic transitions.

63



Figure 4.2: Field dependence of FC curves for (a) bulk, (b) 500 nm film and (c) 65 nm film.
Magnetic moment is plotted as a function of temperature for an applied field of 25 Oe, 100
Oe and 500 Oe [88].

4.2 Temperature dependent hysteresis loops

Fig. 4.3 shows ZFC hysteresis loops for all the samples. ZFC hysteresis loops are measured

after cooling the sample in no field. For bulk and 500 nm thin film, hysteresis loops were

measured at (i) above TS (400 K), (ii) in between TS and TF (200 K), and (iii) below TF

(50 K), while for the 65 nm thin film sample, hysteresis loops were measured at (i) above TS

(400 K), (ii) in between TS and TF (300 K), (iii) below TF (200 K), and (iv) below TU (50

K). For the bulk sample at 400 K, a linear response to the applied magnetic field is obtained.

Additionally, even with an applied field of ±30 kOe field, no saturation was observed, as

shown in inset of Fig. 4.3(a). This combined with the ZFC and FC measurements (Fig. 4.1
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Figure 4.3: ZFC Hysteresis loops for (a) bulk, (b) 500 nm film and (c) 65 nm film. Inset
for (a) shows the hysteresis loop for bulk sample at 400 K with an applied field of ±30 kOe.
The y-axis represents moment in emu/cm3 and x-axis represents applied magnetic field in
kOe. Inset for (b) and (c) show zoomed-in view of hysteresis loops for respective thin film
samples. The y-axis denotes moment in emu/cm3 and x-axis denotes field in Oe [88].

and Fig. 4.2) alludes to paramagnetic behavior above TS. In between TS and TF (200

K) as well as below TF (50 K), hysteresis loops with a coercivity of 20 Oe are observed,

indicating magnetic ordering in the sample. Specifically, at 50 K, a wider hysteresis loop

with higher magnetic moment point towards FM behavior, in agreement with the ZFC and

FC measurements.

For the thin film samples, a small hysteresis is observed at 400 K, as shown in inset of

Fig. 4.3 (b) and (c). A coercivity (Hc) of 3 Oe and 5 Oe with a saturation magnetization

(Ms) of 4 emu/cm3 and 19 emu/cm3 is obtained for 500 nm and 65 nm thin film, respec-
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tively. The presence of small hysteresis with very low coercivity slightly above TS ≈ 390 K

implies magnetic ordering as the transition temperature is approached, potentially due to

the existence of small magnetic clusters before the spin glass or cluster glass phase emerges.

Below TS, hysteresis loop with higher coercivity is observed for both thin film samples. A

coercivity of Hc = 12 Oe and 14 Oe is obtained for 500 nm and 65 nm thin film, respectively,

while the saturation magnetization increases to 6.5 emu/cm3 and 22 emu/cm3 below TS.

The multiple steps observed in hysteresis loops clearly show the coexistence of two magnetic

phases in both of the samples below TS [90]. While the splitting of FC and ZFC curves in

Fig. 4.1, indicates that one of the phases is spin glass or cluster glass, the nature of second

magnetic phase is not clear and requires further characterization. Below TF , no steps are

observed in hysteresis loops and the saturation magnetization increases by two orders of

magnitude for 500 nm film, while for 65 nm film, steps are still observed in hysteresis loops

and the saturation magnetization doubles. For 65 nm thin film sample, below TU , the steps

finally disappear and saturation magnetization increases by an order of magnitude. The

higher saturation magnetization and coercivity below TF indicates the emergence of FM or

FM-like phase, which is in agreement with ZFC and FC measurements.

In order to identify spin glass vs cluster glass phase below TS, ZFC and FC hysteresis

loops were measured. In magnetic MPEA systems, chemical clustering of the elements can

lead to magnetic clustering and a magnetically disordered state named a cluster glass (or

mictomagnetic state) can form. The clusters of different sizes can form and interact with

each other, although within each cluster the FM spin alignment dominates. In zero field,

these clusters can freeze with random orientations at low temperatures, resulting in low

remanence and coercivity. On the other hand, cooling in applied field can collectively align

these clusters, which results in larger remanence and shift in hysteresis loop in opposite

direction of the field (similar to exchange bias effect) [15, 91]. Thus a cluster glass can be
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Figure 4.4: Field cooled and zero field cooled DC magnetization response with respect to
field for Bulk, 500 nm and 65nm samples [88].

differentiated from spin glass by measuring ZFC and FC hysteresis loops. Fig. 4.4 compares

the hysteresis loops measured after field cooling in 20 kOe with ZFC hysteresis loop for

all three samples. No significant change in the hysteresis width or shift of the FC loop

is observed in comparison to the ZFC loop. This combined with the fact that no chemical

inhomogeneity was observed down to spatial length scales of 50 nm indicates that the sample

does not show cluster glass behavior and eludes towards spin glass behavior below TS. Here

we note that the spin glass state has been recently observed in other MPEA systems such

as equiatomic CrMnFeCoNi and ternary Cr23Fe4Ni73 alloy [14, 92].
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4.3 Aging measurements

In order to further characterize the spin glass phase, we measured the aging behavior, i.e.

time dependence of the magnetization within the frozen spin glass state. Magnetization

of a spin glass evolves as a function of time to any change of external field in the frozen

state. This aging behavior due to long-time relaxation effects highlights the dynamic nature

of spin glasses [89]. Aging behavior was measured by cooling the sample in zero field to a

desired temperature (temperature quench), waiting for a certain amount of time = tage, and

then applying a small field as described in detail in Section 2.3.2. Once the field is applied,

the magnetization was measured as a function of time (M(t)) for different aging times, tage.

Fig. 4.5(a) and (c) shows the evolution of magnetization (normalized by applied field) as a

function of time for 65 nm and 500 nm thin film below TS, respectively. For both samples,

M(t) increases, then goes through an inflection point, and is strongly dependent on tage.

The dependence on aging time is due to the aging processes occurring in the spin glass as

a function of time. These aging processes are reflected in the different time dependencies

of M(t) for a particular value of tage. Fig. 4.5(b) and (d) show the relaxation rate S(t) =

(1/H)dM/d log(t). The inflection point of M(t) corresponds to a maximum in S(t), which

shifts to longer measurements time, t, with increasing wait time, tage. The presence of peak

in S(t) has been associated with the crossover from quasi-equilibrium dynamics (due to

relaxation processes) to non-equilibrium dynamics (due to domain wall motion) and is found

to be dependent upon the wait time, under the droplet model description of the spin glasses.

More details on the droplet model of spin glasses can be found in Mydosh [93], but here we

emphasize that the presence of aging behavior shows that magnetic phase occurring below

TS is indeed the spin glass phase.
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Figure 4.5: ZFC susceptibility (1/H)M(t) and corresponding relaxation rates S(t) at wait
times of 100, 1000 and 5000 sec at 300 K for 65nm sample and 200 K for 500nm sample [88].

4.4 Discussion of bulk measurements

Temperature dependence of total magnetic moment in the range of 400 K to 50 K reveal

multiple magnetic transitions as shown by Figs. 4.1 and 4.2 for all three samples. For bulk

sample, a paramagnetic phase is clearly observed at 400 K, noted by the linear dependence

of magnetic moment on field and lack of saturation even at ±30 kOe (inset Fig. 4.3(a)). For

the thin film samples, small hysteresis is observed at 400 K with coercivity in range of 3-5

Oe, potentially due to presence of local magnetic ordering within a paramagnetic matrix

as the first magnetic transition is approached. At TS ≈ 390 K, first magnetic transition

is observed with transformation to the spin glass phase as shown by the splitting of ZFC
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and FC curves in Fig. 4.1 and aging behavior discussed in Fig. 4.5. Further lowering the

temperature of this spin glass state results in a coexistence of two magnetic phases in thin

film samples, as shown by the steps in hysteresis loop. The steps in the hysteresis loops can

occur due to competing interaction between the spin glass phase and second magnetic phase

with different coercivity. Such complex behavior in hysteresis loops has been observed in Ni

with 21 at. % Mn due to presence of both spin glass and ferromagnetic ordering [94, 95].

A second magnetic transition associated with a sharp rise of total magnetic moment is

observed for all three samples as the temperature is further decreased, as shown in Figs. 4.1

and 4.2. The coercivity and saturation magnetization also increases below TF for all samples

(Fig. 4.3), although the increase observed in thin films is significantly higher than the bulk

sample. This behavior is indicative of FM ordering or at least a partial FM ordering of

the local magnetic moments in the sample. The temperature of this second transition is

dependent on the film thickness, where TF = 260 K is observed for 65 nm thin flm and TF

= 145 K is observed for 500 nm thin film. For the bulk sample the transition temperature

is even lower, with TF = 66 K. These observations clearly show that the 2D confinement

stabilizes the ferromagnetic phase, thus leading to higher transition temperature, coercivity

and saturation magnetization. Furthermore, the total magnetic moment at 50 K for ZFC

is four orders of magnitude higher for the 65 nm thin film than the bulk sample. Here we

note that, this sequence of paramagnetic to spin glass to ferromagnetic phase transition with

lowering of temperature is similar to magnetic transitions observed in a recent study on bulk

equiatomic CoCrFeMnNi MPEA alloy [14]. Although the transition temperatures observed

in our studies are comparatively higher, potentially due to larger amount of Fe present in

the MPEA as well as due to the stabilization of magnetic ordering in thin films.
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4.5 Element specific magnetization studies

In order to study the element specific magnetization, XAS and XMCD measurements were

done around to L2,3 edges for Fe, Co and Cr elements, which correspond to 2p1/2 → 3d

(L2) and 2p3/2 → 3d (L3) transitions. All XAS and XMCD measurements were performed

at bending magnet Beamline 6.3.1, at Advanced Light Source, Lawrence Berkeley National

Laboratory during heating with 60 % circularly polarized x-rays of negative helicity and by

switching the applied magnetic field between ±5000 Oe (±0.5 Tesla). Fig. 4.6 shows XAS

measurement of 65 nm film done at 12 K for Fe, Co, Cr and Mn in transmission geometry

post normalization and non-resonant background subtraction. A sum of two error functions

was used to subtract the non resonant background from XAS at L2,3 edge . No fine structure

was observed around the two edges, indicating the metallic nature of the films. Please note

that the XAS results presented in Fig. 4.6 are intensity average of XAS from magnetization

parallel (I↑↑) and antiparallel (I↑↓) to the k of circularly polarized x-rays (IXAS = I↑↓+I↑↑

2
).

Fig. 4.7(a-c) shows XMCD (IXMCD = I↑↓ − I↑↑) results for 65 nm thin film measured

in transmission geometry at various temperatures. XMCD spectra shows that the dicrhoic

effect at L2,3 edge for Fe and Co decreases as the temperature is increased and persists even

up to 400 K although the signal is small. For Cr, XMCD signal decreases from 12 K to

200 K, above which no XMCD signal was observed. Fig. 4.7(d-e) shows XMCD measured

in electron yield geometry as a function of temperature for 500 nm thin film. Electron yield

mode was used due to the large thickness of 500 nm film leading to very low transmission

of x-rays resulting in poor signal to noise. The XMCD signal for 500 nm shows similar

temperature dependent behavior as 65 nm film where the signal decreases with increasing

temperature for Fe and Co whereas Cr no XMCD signal was observed above 200 K. Please

note that Mn has not been included in the XMCD results as it did not show any long range

ferromagnetic ordering in the measured temperature range of 12 to 400 K, resulting in no
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Figure 4.6: Representative XAS for 65 nm thin film after background subtraction measured
in transmission geometry at 12 K for Fe, Co, Cr and Mn.

XMCD signal. This could be due to the fact that Mn is antiferromagnetic in nature, which

would not be surprising as in pure metallic form it is antiferromagnetic in nature below ≈

100 K as has been reported by Boakye and Adanu [96]. These results indicate that Fe, Co

and Cr are ferromagnetic in nature whereas Mn might be antiferromagnetically ordered.

For both 65 nm and 500 nm samples the observed XMCD for Cr was much weaker and had

opposite sign when compared to Fe and Co, which indicates that Cr is antiferromagnetically

coupled with Fe and Co. Furthermore, the presence of XMCD signal for Fe and Co at 400

K indicates that ferromagnetic ordering temperature for these elements is higher than 400
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K. On the other hand ferromagnetic ordering temperature for Cr is between 200 K and 300

K above which it is likely in a paramagnetic state.

4.6 Spin and Orbital moment

As discussed in Section 2.6.1 XMCD spectra can be used to calculate the average spin and

orbital moment per atom by applying the sum rules. Following number of 3d holes (Nh)

were used in calculating the moments: Fe = 3.5, Co = 2.5 and Cr = 5.0 [83]. Furthermore, as

the samples are polycrystalline in nature, the XAS intensity was assumed to be orientation-

averaged. In order to take into account the grazing incidence geometry of the measurement

step, the moment has been scaled by a factor of 1/ cos(π/4) as the sample was tilted at

45 degrees to get a component of net in plane magnetization parallel to k vector of x-rays.

Fig. 4.8 shows the calculated spin and orbital magnetic moment for Fe, Co and Cr for 65

nm (Fig. 4.8(a-c)) and 500 nm (Fig. 4.8(d-f)) thick MPEA film in temperature range of 12

to 400 K. This data is also tabulated in Table 4.1. The error bars reported here are one

standard deviation (σ) calculate from eight XMCD scans.

Table 4.1: Tabulated spin moment (mspin) in units of µB for Fe, Co, and Cr calculated using
XMCD sum rules for 65 nm and 500 nm sample in the temperature range of 12 K to 400 K.

Temp (K) 65 nm thin film 500 nm thin film
Fe Co Cr Fe Co Cr

12 1.36± 0.09 0.56± 0.06 0.50± 0.04 0.36± 0.08 0.17± 0.13 0.08± 0.01
50 1.30± 0.10 0.36± 0.08 0.47± 0.1 0.25± 0.03 0.10± 0.03 0.08± 0.01
200 0.48± 0.03 0.21± 0.02 0.24± 0.06 0.12± 0.04 0.15± 0.01 0.02± 0.01
300 0.27± 0.04 0.15± 0.04 0.00± 0.00 0.06± 0.02 0.09± 0.08 0.00± 0.00
400 0.14± 0.01 0.08± 0.01 0.00± 0.00 0.06± 0.03 0.13± 0.05 0.00± 0.00

The first key observation is an order of magnitude lower value for orbital moment com-

pared to spin for both samples. This is due to metallic bonding and spin-orbit coupling

which leads to quenching of orbital magnetic moment. The highest mspin of 1.36±0.09 µB
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Figure 4.9: ZFC vs mspin for 65 nm (a) and 500 nm (b) MPEA thin films. Please note that
the sign for moment values of Cr has been scaled by a factor of -1.

(for 12 K) was observed for iron in 65 nm film (see Table 4.1). Whereas Co and Cr had

approximately three times less moment for 65 nm film. Whereas, 500 nm film, similar to

65 nm film, the Fe moment is the highest of three constituent elements at 0.36±0.08 µB for

12 K. This is four times less compared to the moment observed for 65 nm film. Co and Cr

show a very small moment of 0.17±0.13 µB and 0.08±0.01 µB respectively at 12 K for 500

nm film.

4.7 Discussion of element specific magnetic properties

Fig. 4.9 compares the calculated elemental spin moments (mspin) with ZFC curves for both

65 nm and 500 nm films. The comparison hints to Fe being the main contributor for the

bulk magnetization of both samples. Furthermore, the transition observed between 200 and

300 K for 65 nm film seems to be caused by paramagnetic to ferromagnetic transition of Cr.

Whereas, the large jump in magnetization seen for 65 nm and 500 nm sample around 100 K

and 150 K respectively is coincident with large increase in mspin for Fe. The huge disparity
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between the moments for 65 nm and 500 nm film (seen in Fig. 4.8) could be due to h.c.p phase

having strong magnetic anisotropy compared to f.c.c phase which would cause the moments

to be pinned and not respond to the applied external field during XMCD measurements. It

can be speculated that because f.c.c phase is the primary phase in 65 nm film, it has higher

moment compared to the 500 nm film which comprises of both f.c.c and h.c.p phases with

phase boundaries pining the moments leading to a lower moment per atom for the system

as a whole. Further studies on MPEA films grown on (111) oriented Si or MgO substrates

are required to isolate h.c.p phase response.

Table 4.2: Comparison of spin moment of Fe, Co and Cr for both 65 nm and 500 nm film
with values reported in literature for bulk single element [83].

Element mspin 65 nm mspin 500 nm mspin pure element
Fe 1.36 ± 0.09 0.36 ± 0.08 2.2
Co 0.56 ± 0.06 0.17 ± 0.13 1.57
Cr 0.50 ± 0.04 0.08 ± 0.01 0.5

Table 4.2 compares the mspin for Fe, Co and Cr measured at 12 K with literature for

magnetic moment for individual elements in their pure bulk form. It is evident that the

measured moment values for both MPEA films are significantly lower compared to the values

reported for pure Fe, Co and Cr samples. Several potential factors could underlie this

phenomenon:

• Modified Exchange Energy: The mspin of an element can be influenced by alterations

in its density of states (DOS) for majority and minority spins, driven by changes in the

exchange energy. Exchange energy, in turn, hinges on the local atomic environment.

Given the distinctive atomic neighborhoods in MPEAs compared to pure metals, the

exchange interaction is likely to differ, influencing the mspin values.
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• Number of 3d Holes: It has been reported recently that the number of 3d holes is

potentially modified in MPEAs due to the unique neighborhood around the atoms

compared to bulk. An increase in the number of 3d holes has been reported for Fe

whereas a decrease has been reported for Co in Mn-rich single-phase fcc CrMnFeCoNi

based MPEA [87]. Consequently, the assumed number of holes used in the previous

section to calculate spin and orbital moment might not be accurate as these number

of holes are for pure bulk metals.

Please note that the two aforementioned effects could also be related to each other. Further

systematic spectroscopy measurements are required to elucidate the reason for observed lower

moment in MPEAs compared to pure bulk metallic samples.

4.8 Conclusion

In summary, we compared the magnetic properties of both bulk and thin films of non

equiatomic composition of FeCoMnCrSi based MPEA. Our studies show that thin film con-

finement can be utilized to manipulate the magnetic behavior of MPEAs. The measurement

of magnetic behavior showed four orders of magnitude increase in saturation magnetization

going from bulk to thin film. In all samples, two magnetic transitions were identified, (i) a

paramagnetic to spin glass transition with a transition temperature of 390 K, and (ii) spin

glass to ferromagnetic (or ferromagnetic-like) phase transition with a transition temperature

of 66 K, 145 K and 250 K for bulk, 500 nm and 65 nm thin film samples, respectively.

Furthermore, by controlling the film thickness, we were able to tune the saturation mag-

netization and coercivity of the ferromagnetic phase. XMCD studies show that Fe and Co

are ferromagnetic in nature throughout the measured temperature range of 12 K to 400 K

whereas Cr undergoes a paramagnetic to ferromagnetic transition between 200 K to 300 K
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for both 65 nm and 500 nm film. Furthermore, Fe and Co are ferromagnetically coupled

whereas Cr is antiferromagnetically coupled to Fe and Co. Mn was found to have no long

range ferromagnetic ordering in the measured temperature range. The large increase in mag-

netization observed starting at approximately 125 K and 150 K for 65 nm and 500 nm film

coincides with a large increase in magnetic moment of Fe indicating that Fe could be respon-

sible for this transition. These results highlight the complex evolution of magnetism as a

function of temperature in MPEA systems. They provide a starting point towards manipu-

lating structural phases and magnetic properties via thin film control in MPEA, which could

enable innovative alloy designs for a wider variety of applications including soft magnetic

materials, rare-earth-free permanent magnets and magnetocaloric devices.
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Chapter 5

Ultrafast response of CoFe/Ni

hetrostructures

In this chapter, I present our study of ultrafast modification of mesoscopic magnetic tex-

tures. We tested the recent theoretical prediction by Baláž et al. [51] that extremely fast

domain wall speeds of ≈ 14 km/s in ferromagnets can be achieved via optical pumping due

to superdiffusive spin currents [39]. This is a remarkable prediction as it exceeds the gen-

erally accepted maximum speed for ferromagnets of ≈100 m/s for domain walls. Domain

walls, which can be considered as bound magnetic solitons (localized nonlinear excitations

with finite energy) [61], undergo Walker-breakdown above these speeds and the soliton-like

structure of a domain wall becomes unstable [62, 63]. This would imply that ultrafast spin

dynamics not only result in an overall demagnetization but can also affect the long-range

spatial structure of magnetic domains over several tens of nanometers.

We conducted optical pump, EUV (extreme ultraviolet) magnetic scattering probe ex-

periments with a mixed-state domain pattern that consists of domains of both labyrinthine

and stripe-like character. Scattering from such samples yields two dominant diffraction com-
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ponents; an azimuthally uniform and a twin-lobed ring pattern [66]. We employed 2D fits

similar to those in [66] to isolate and study the magnetization dynamics of domains of dif-

fering character. We measured the pump fluence dependence over an order of magnitude.

Given that domain walls typically exhibit both inertia [97, 98] and an activation energy

barrier, i.e. pinning [63, 99], the fluence dependence for the ultrafast distortion should be

different from that of demagnetization if the ultrafast distortion is the result of domain-wall

motion. We employed micromagnetic simulations to test the hypothesis that the preferential

motion of curved domain walls in labyrinthine domains are in fact the source of ultrafast

distortions. Our results provide experimental evidence for the theoretical proposition that

far-from-equilibrium conditions can give rise to extreme domain-wall speeds.

5.1 SAXS measurement geometry

Magnetic resonant small-angle x-ray scattering was measured by tuning the EUV photon

energy to the M3 edge of Ni at 66.2 eV at the FERMI free electron laser. Magnetic mul-

tilayered sample with stack layering of (Ta(3 nm)/Cu(5 nm)/[Co90Fe10(0.25 nm) /Ni(1.35

nm)] × 8 /Co90Fe10(0.25 nm)/Cu(5 nm)/Ta(3 nm)) were used. Ta seed layer was used for

good adhision with substrate, whereas 5 nm of Cu was used as seed for growing CoFe/Ni

heterostructure. This perticular composition was chosen for the study due to its ability to

support both labyrinthine and stripe domain morphologies. The sample was grown using

magnetron sputtering on 100 nm thick polycrystalline Si membranes with a total magnetic

thickness of 13 nm and total film thickness of 27 nanometers. Magnetic force microscopy

(MFM) studies prior to the experiment showed the presence of linearly oriented labyrinth

domains with an average width of 110 nm. 50 fs resolution pump-probe measurements were

performed with an 800 nm pump and a linearly polarized EUV probe in transmission mode.

The schematic of time-resolved magnetic scattering setup is shown in Fig. 5.1 along with
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Figure 5.1: Schematic of the optical pump EUV magnetic scattering probe setup.
Time-resolved studies were performed using 800 nm pump and 66.2 eV (Ni M3 edge) probe.
(a) MFM image (≈ 5 µm × 5 µm FOV) of the sample. The white arrow highlights the
direction of the linear texture of the domain pattern. (b) Magnetic diffraction pattern from
the sample on the CCD. (c) 2D fit results as described in the text for the scattering data
shown on the CCD.

the MFM image of the magnetic domains measured prior to the FERMI experiment. As

can be seen in scattering on the detector in Fig. 5.1, the diffraction pattern consisted of

both isotropic (ring) and anisotropic (lobes) scattering components due to the presence of

both labyrinthine and stripe domains. The laser pump fluence was calculated assuming a

flat top profile for the energy density and a spot size of 390 µm. EUV fluence was limited

to 1 mJ/cm2 to prevent any pumping effects from it. All images were normalized to the

incoming X-ray intensity using the small amount of light that was captured on the detector

near q = 0.
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Figure 5.2: Intensity as a function of azimuthal angle and its Fourier decomposi-
tion. (a) Representative scattering pattern from a mixed state along with a schematic of
the wedge used to create an azimuthal profile. (b) Azimuthal profile (blue data points) and
fit (blue line) along with the individual Fourier series components (0th to 4th).

5.2 FFT analysis and phenomenological model for 2D

fits

As discussed in Chapter 1 most of the studies utilized azimuthal integration to extract the

peak position and peak profile. In one of our recently published results [66], we show that

integrating the scattering image azimuthally can result in artifacts (reduced intensity and

shifted radius) if the 2D CCD detector has some dead areas or if a beam block is used.

In order to combat this, we developed a phenomenological fit that can model the whole

scattered intensity.

In order to establish this phenomenological function used for the 2D fitting, we employed

Fast Fourier Transforms (FFTs) of the radially averaged diffraction intensity along the az-

imuthal dimension. Fig. 5.2(a) shows a scattering image (post background subtraction)

along with a schematic of a wedge over which the data was averaged to extract the az-
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imuthal profile. The obtained azimuthal profile is plotted in Fig. 5.2(b) (open circles) along

with the Fourier series fit components (dashed lines). The FFT obtained from the mea-

sured diffraction pattern exhibited five distinct components, identified as the 0th through

4th azimuthal harmonics. 0th (isotropic scattering), 1st (odd harmonic scattering), and 2nd

(anisotropic scattering) order were found to be the major components in the azimuthal di-

mension. The observed 0th and 2nd harmonics indicate that the sample is in a mixed state

with both labyrinthine and stripe-like components to the domain pattern (see Fig. 5.1(a)).

This is consistent with the recent results reported for the same samples measured at the

L3 edge at the European XFEL by Zhou Hagström et al. [66]. The observed 1st harmonic

may originate from birefringence due to the chiral nature of the Bloch-like domain walls. Its

origin is discussed in detail in the paragraph below. The observed 3rd and 4th harmonics

are higher-order components of the azimuthal dependence of the diffraction pattern with an

order of magnitude lower amplitude compared to the 0th and 2nd orders.

Based on the FFTs analysis, five components with each proportional to cos (nθ), where

n = 0...4 were included in the phenomenological model used for fitting the scattered diffrac-

tion pattern. Please note that we also performed 2D fits with the analytical approximation

of Voigt profile proposed by Liu et al. [100] and found that the within the margin of error,

the peaks are Lorentzian in character. So, a symmetric Lorentzian in the radial direction

modulated with a Fourier cosine term in the azimuthal dimension was found to give the best

fits with the lowest residual. The functional form used to fit the 2D scattering images is

given by,

f(q, ϕ) = B + fiso(q) + fodd(q, ϕ) + faniso(q, ϕ) (5.1)

where B is the uniform background, q is the wavevector, and ϕ is the azimuthal angle.

fiso(q) represents the isotropic component (0th harmonic) of the scattering which is a result

of scattering from the randomly oriented labyrinthine domains. It is a function of wavevector
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q and is modeled using a symmetric Lorentzian (see Eq. (5.2)),

fiso(q) = IR

 1[
(q−qR)
ΓR

]2
+ 1


2

. (5.2)

where qR is the ring radius and ΓR is the ring width. fodd(q, ϕ) is the asymmetric

scattering component (1st and 3rd harmonics) and is a function of both wavevector (q) and

the azimuthal angle (ϕ). fodd(q, ϕ) is modeled as a symmetric Lorentzian modulated by the

appropriate odd-order harmonics (see Eq. (5.3)).

fodd(q, ϕ) =

 1[
(q−qO)
ΓO

]2
+ 1


2

×

[[
IO
2

(cos (θ − ϕO) + 1)

]
+

[
IO3

2
(cos (3 (θ − ϕO)) + 1)

]]
.

(5.3)

The anisotropic scattering which originates from the stripe-like domains (2nd and 4th har-

monic) is represented by faniso(q, ϕ). It is also a function of wavevector q and the azimuthal

angle ϕ and is modeled using a symmetric Lorentzian modulated with the even-order cosine

harmonics:

faniso(q, ϕ) =

 1[
(q−qL)
ΓL

]2
+ 1


2

×

[[
IL
2
(cos (2 (θ − ϕL)) + 1)

]
+

[
IL4

2
(cos (4 (θ − ϕL)) + 1)

]]
.

(5.4)

The final form of the 2D fit equation was obtained by combining Eqs. (5.1) to (5.4)

and all fit parameters for the full 2D fit are tabulated in Table 5.1. Here we would like to

note that even though we are have thirteen independent fit parameters (see Table 5.1) as

overfitting is not a concern as all the included parameters have physical significance and
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Figure 5.3: Fit parameters superimposed on isolated fit results. Isolated isotropic
(ring) and anisotropic (lobes) components superimposed with arrows indicating the radius
(qR, qL) and full-width half maximum (ΓR, ΓL) of scattering.

warrant inclusion in the fitting function, as these are the minimum necessary physical and

statistical parameters to describe the textured labyrinthine domains and domain walls in this

sample. Furthermore, if the fit parameters used were not orthogonal to each other, we would

get large cross correlation values in the Jacobian sensitivity matrix from the fits, which was

not the case for our fitting results. The values for Jacobian are not reported here in the

interest of being succinct, but the all the code for 2D fitting has been made available on my

GitHub at this link. Also, a python function with implementation of full fit function can be

found at Code A.0.3

As discussed in Section 2.7, the scattering ring radius and width correspond to the domain

periodicity and correlation length respectively. Fig. 5.3 shows both scattering radius (qR,

qL) and full-width half maximum (ΓR, ΓL) of scattering superimposed on isolated isotropic

(ring) and anisotropic (lobes) components with arrows. Fig. 5.4 shows the results from the
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aforementioned 2D fit procedure along with the residual. Fig. 5.4(d-f) shows the individual

components from the 2D fit. Scattering from the labyrinthine domains has the highest am-

plitude with twice the intensity and smaller radius (qR) compared to the other components.

This difference in the wavevectors for labyrinth domains compared to other components gives

rise to an elliptical appearance of the scattering pattern in Fig. 5.4(a). The 2nd order was

the second largest component, with roughly half the intensity of the 0th order component.

The functional form of our 2D fit function is similar to the phenomenological model used by

Zhou Hagström et al. [66]. The primary difference is due to FFT being applied to obtain

the azimuthal dependence of the diffraction pattern intensity. Thus, we fitted intensity and

not amplitude. As such, all reported values for amplitude A are the magnitude |A|, derived

from the intensity I via A =
√
I. Note that the intensity scale for the residuals is 2.5 times

smaller than the raw data and the fit. The small amplitude of the residual indicates that our

model is an adequate approximation of the data for the purposes of time-resolved analysis

Table 5.1: Tabulated parameters used in 2D fits. Please note that amplitude A is derived
from the intensity I via A =

√
I.

Ring Odd Lobes
Azimuthal Harmonic → 0th 1st 3rd 2nd 4th

Amplitude AR AO AO3 AL AL4

Peak position qR qO qO qL qL
Peak width ΓR ΓO ΓO ΓL ΓL

Lobe angle ϕO ϕO ϕL ϕL

As mentioned above, the FFT analysis also yielded two odd-order components. From

the standpoint of diffraction alone, such odd-order diffraction features are forbidden. One

plausible explanation for these anomalous components is the combination of the transverse

magneto-optic effect in transmission combined with far-field diffraction from domain walls.
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Figure 5.4: 2D fit results and fit components. Shows 2D fit results for a representative
scattering pattern using the phenomenological model. (a) raw experimental scattering data,
(b) fit results, and (c) residual. Note that the intensity scale for residual is 2.5 times smaller
than the raw data and the fit. Isolated scattering obtained from the fits for (d) labyrinth
domains, (e) odd harmonic, and (f) stripe domains. Note that the intensity scale for odd
harmonic and stripe domains is 1.5 × smaller than the scale for labyrinth domains.

A detailed discussion on the origin of odd-order diffraction can be found in Jangid et al.

[101]. A similar one-sided lobe structure via diffraction from a perpendicular multi-domain

sample was previously observed by Sant et al. [102] in the reflection geometry.

In our case, the observation of such an effect is contingent on a trivial magnetic topol-

ogy, where the in-plane component of the magnetization does not alternate periodically

between adjacent walls, i.e. adjacent walls have opposite chirality. Otherwise, the sense of

gyromagnetic rotation of the optical polarization in the walls would alternate sign, thereby

destructively interfering when transmitted into the far field. Given the nature of our sam-

ples, the requisite Dzyaloshinskii-Moriya interaction (DMI) necessary to imbue non-trivial
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topology is not expected.

Odd-order components were not observed when the same samples were utilized at a

coherent X-ray source [66]. This is to be expected because of the greatly reduced Faraday

rotation of magnetic materials at x-ray wavelengths [103, 104]. Further elucidation of odd-

order is required to verify the physical origins of the effect. Our FFT analysis also indicates

the presence of a 3rd and 4th order harmonics. However, these higher-order components

were >10 times smaller than the 1st and 2nd order harmonics. Subsequent analysis shows

that they react very similarly when optically pumped. Given their small amplitudes, as

well as the apparent redundancy of their ultrafast response, we focused on the 0th and 2nd

harmonics.

5.3 Ultrafast evolution of magnetization and domain

morphology

Fig. 5.5(a-c) shows the ultrafast temporal evolution of the isotropic diffraction ring in terms

of amplitude AR, q-space radius qR, and full width half max ΓR. An ultrafast distortion

of the diffraction ring was observed, manifesting as both a reduction in the ring radius,

and a broadening of the ring width. The temporal evolution of the equivalent parameters

for odd-order (AO, qO, ΓO) and the anisotropic lobe pattern (AL, qL, ΓL) are presented in

Fig. 5.5(d-f) and Fig. 5.5(g-i) respectively. The demagnetization for all three components

(AR, AO and AL) occurs within 100-200 fs followed by a slower recovery between 400 fs

and 1.4 ps, depending on the fluence as further discussed in next section. The ultrafast

responses of qO, qL, ΓO and ΓL are relatively small compared to the 0th order components

(Fig. 5.5(b-c)). The amplitudes of the 3rd and 4th harmonics are 10 times smaller than the

1st and 2nd harmonics as shown in Fig. 5.6. Note that low fluences are not shown in Fig. 5.6
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due to inadequate signal-to-noise. Furthermore, I will primarily focus on the results from

labyrinthine and stripe domains, as further studies are warranted to establish conclusive

insights into the odd-order phenomena.

5.4 Quantifying temporal evolution of

demagnetization, peak position and width

The temporal evolution of A, q, and Γ, (shown in Fig. 5.5) were fitted with a double-

exponential function convoluted with a Gaussian kernel, as previously utilized by Unikan-

danunni et al. [105] and Zhou Hagström et al. [66]. This double exponential is defined as

follows:

f(t) =

(
C + Ae−(t−t0)/τm −Be−(t−t0)/τR +

B − A√
t/τR2 + 1

)
~G(t) (5.5)

where, C defines the pre time zero shift value, A was the scaling factor for the ultrafast

exponential demagnetization term, B is the scaling factor for fast recovery, t0 is the temporal

shift incorporated to take into account the time jitters in FEL, τm is the quench time constant,

τR is the short time recovery time constant and τR2 is the slow recovery time constant. For

temporal fits of normalized AR and AL, C was set to 1 whereas for peak position (qR, qL)

and peak width (ΓR,ΓL), a value of 0 was used. The temporal fit equation was convoluted

with a 45 ps Gaussian (G(t)) to model the effects of finite width of the probe. Due to the

limited time range of measured delay curves, slow recovery time constant (τR2 → ∞) was

assumed to approach infinity. Quench time (tmin) was obtained by calculating the roots of

time derivative of Eq. (5.5) and can be written as follows:

tmin = t0 −
τmτR

τR − τm
ln

(
Bτm
AτR

)
(5.6)
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Figure 5.5: Evolution of labyrinthine, odd-order and stripe as a function of delay
time and fluence. Temporal evolution of amplitude (A), scattering vector/radius (q), and
FWHM of scattered peak (Γ) for labyrinthine (a-c), odd-order (d-f), and stripe domains
(g-i). These results were obtained using 2D fitting of the phenomenological model on EUV
diffraction pattern. Delay curves are plotted for a range of measured fluence values from 0.8
to 13.4 mJ/cm2. The scattering amplitude (a, d, g) which is proportional to magnetization,
decays immediately following laser excitation indicating demagnetization which recovers on
ps timescales. Only scattering vector/radius (b, e, h) and width (c, f, i) of for labyrinthine
domains show a strong and consistent ultrafast response. Note that the plotted data for A,
q and Γ is relative to the before t = 0 value.

In order to calculate the amount of quench, one can plug the value of tmin from Eq. (5.6)

back into the temporal fit function given in Eq. (5.5). This amount of quench (Aq) can be

91



2 1 0 1 2 3 4 5 6
t (ps)

0

1

2

3

4

5

6
A O

3 (
a.

u.
)

(a)

2 1 0 1 2 3 4 5 6
t (ps)

0

1

2

3

4

5

6

A L
4 (

a.
u.

)

(b)

Figure 5.6: Scattering amplitude of 3rd and 4th harmonics as a function of delay
time for various pump fluence.

expressed as follows:

Aq = A

[
1−

(
Bτm
AτR

)τR/(τR−τm)]
−B

[
1−

(
Bτm
AτR

)τm/(τR−τm)]
(5.7)

Fig. 5.7(a) shows both the data and the temporal fit for AR. The residual (≈ 25 times

smaller than the signal) is plotted on the top panel of the same figure. Fig. 5.7(b) and

its inset, compares the temporal evolution data for AR, qR, and ΓR, as extracted from the

2D fitting for the maximum pump-fluence of 13.4 mJ/cm2. There is a visible difference in

the apparent quench time and recovery time between AR and both qR and ΓR resulting in

differences in τm and τrec extracted using the temporal fitting as will be discussed in the next

paragraph. This temporal fit method was used to extract AR, AL, ∆qR and ∆ΓR plotted in

Fig. 5.8. Quench time τm and recovery time τrec plotted in Fig. 5.9 were also extracted using

these temporal fits.

Fig. 5.8 shows the fluence-dependence for both the ring and lobes including demag-

netization (∆AR/AR, ∆AL/AL), radial peak shift (∆qR/qR, ∆qL/qL) and ring broadening

(∆ΓR/ΓR, ∆ΓL/ΓL) relative to the average fitted pre-pump values for t < 0. These results
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Figure 5.7: Temporal fit and comparison of temporal evolution of AR, qR and ΓR.
(a) Temporal evolution of scattering amplitude for labyrinth domains along with the fit for
13.4 mJ/cm2. This fit was obtained using a temporal fit function discussed in SI section
Section 5.4. The residual from the fit is also shown above. (b) Compares the temporal
evolution of the scattering amplitude (AR) radial ring position (qR) and the ring width (ΓR)
for labyrinth domains for a fluence of 13.4 mJ/cm2.

are also tabulated in Table 5.2. Please note that double exponential fits could not be per-

formed reliably for qL and ΓL, so the results presented in Table 5.2 are the cuts at maximum

quench. The fluence dependencies of both ∆AR/AR and ∆AL/AL are very similar, and are

consistent with most previous pump-probe studies [66]. The non-linearity of both ∆qR/qR

and ∆ΓR/ΓR seen in Fig. 5.8(b) and (c) is in stark contrast to the linear fluence-dependence of

the amplitude quenching ∆AR/AR and ∆AL/AL shown in Fig. 5.8(a). ∆qR/qR and ∆ΓR/ΓR

exhibit a distinct threshold-like feature. For fluences below 7 mJ/cm2, a relatively weak

linear dependence of both ∆qR/qR and ∆ΓR/ΓR on fluence is observed. Above 7 mJ/cm2, a

much steeper linear dependence of ∆qR/qR and ∆ΓR/ΓR on pump fluence is observed, with

∆qR/qR = 5.3±0.8% and ∆ΓR/ΓR = 26.7±3.8% at the highest fluence. In contrast, ∆qL/qL

and ∆ΓL/ΓL are much smaller and without any apparent linear dependence on fluence, with

largest observed shifts of 1.0±0.4% and 8.1±3.8%, respectively. The threshold-like behavior

of the ultrafast diffraction ring distortions is the first main experimental result of this study.
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Table 5.2: Normalized percent change for amplitude (AR, AL), peak position (qR, qL) and
peak width (ΓR, ΓL) for labyrinthine (subscript R) and stripe (subscript L) for various pump
fluences. The presented results are the same as plotted in Fig. 5.8 of the manuscript and were
obtained using double exponential fits. Please note that double exponential fits could not
be performed reliably for qL and ΓL, so the results presented here are the cuts at maximum
quench.

Labyrinthine/Ring Stripe/Lobes
Fluence (mJ/cm2) AR(%) qR(%) ΓR(%) AL(%) qL(%) ΓL(%)

0.8 −7.1± 4.1 −0.1± 0.4 0.2± 0.5 −7.6± 3.3 0.0± 0.3 2.1± 1.6
2.1 −14.3± 0.9 −0.4± 0.3 0.8± 0.9 −14.8± 1.5 −0.4± 0.3 −2.5± 1.4
5.0 −17.4± 3.1 −1.0± 1.0 2.4± 0.7 −17.8± 3.4 0.4± 0.4 −4.0± 2.4
5.9 −19.2± 6.0 −1.3± 1.2 1.1± 3.4 −22.8± 4.3 0.5± 0.7 −2.5± 4.7
6.7 −21.1± 1.9 −1.3± 2.7 2.0± 1.8 −24.9± 7.9 0.2± 0.3 −2.9± 2.1
7.5 −23.0± 3.1 −1.2± 0.8 3.1± 0.8 −26.9± 8.8 −0.4± 0.3 −3.8± 2.2
8.4 −25.8± 2.4 −1.7± 1.6 4.2± 4.0 −30.6± 8.5 −0.8± 0.5 −4.1± 3.7
9.2 −27.8± 2.3 −2.3± 1.3 7.3± 2.9 −31.4± 5.9 −1.1± 0.4 −4.5± 3.1
10.0 −32.5± 2.3 −2.8± 0.7 13.5± 3.4 −33.5± 11.9 −1.0± 0.4 −2.0± 4.4
10.9 −35.2± 3.5 −3.3± 0.9 15.7± 3.1 −38.1± 6.5 −0.8± 0.3 −8.1± 3.8
11.7 −34.3± 2.9 −3.7± 0.9 17.5± 2.5 −37.6± 3.1 −0.4± 0.3 −7.8± 3.0
12.6 −35.9± 3.2 −4.3± 0.8 20.0± 3.4 −39.9± 8.0 −0.9± 0.2 −6.2± 2.1
13.4 −38.5± 1.8 −5.3± 0.8 26.7± 3.8 −42.7± 6.0 −0.8± 0.3 −4.3± 1.7

Time constants for the initial ultrafast changes τm and slower recovery τrec for AR, AL,

qR and ΓR are presented in Fig. 5.9. The demagnetization times for both the ring and lobes

vary between 100 to 200 fs, indicative of a similar demagnetization process for labyrinths

and stripes. Surprisingly, the time constants τm for the change in ring radius and ring width

vary between 100 to 300 fs, with most data falling between 200 and 300 fs (see Fig. 5.9(a)

purple region); significantly slower than the demagnetization times (see Fig. 5.9(a) orange

region). In addition, the recovery times τrec are also different between the demagnetization

and ring shape distortions. The demagnetization recovery times vary from ≈ 600 fs to ≈

1.2 ps, whereas both the ring radius and width recover much faster, with most data falling

between 200 fs and 600 fs, dependent on the fluence. This difference in temporal response

for demagnetization and ring distortion is the second key finding of this study.

The threshold fluence for ring distortion (∆qR/qR and ∆ΓR/ΓR in Fig. 5.8) suggests that

there is an activation energy barrier impeding domain rearrangement as typically observed
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Figure 5.8: Laser fluence dependence of isotropic and anisotropic scattering re-
sulting from labyrinthine and stripe domains. (a) Normalized scattered amplitude
dependence on fluence for both the isotropic (AR) and anisotropic scattering (AL). Fluence
depdence of (b) ring shift and (c) width for both the ring (∆q0/q0 and ∆Γ0/Γ0) and lobes
(∆q2/q2 and ∆Γ2/Γ2). The dashed lines indicate the results of linear error-weighted fits of
the data. For AR and AL, the fits extend over the entire range of pump fluence. For ∆q0/q0
and ∆Γ0/Γ0, two fits were performed below and above the threshold fluence of 7.8 mJ/cm2.

for conventional field-driven wall dynamics [63]. This result is consistent with the hypothesis

that domain rearrangement in the presence of pinning sites is the source of ultrafast ring

distortions. Furthermore, the relatively slow rate (Fig. 5.9) for the change of ∆qR/qR and

∆ΓR/ΓR is consistent with domain-wall motion. Domain-walls are bound magnetic solitons

that exhibit an effective inertia [97, 98] that impedes the response to any driving torque.

Thus, based on the distinct response times for demagnetization and the ring distortions,

we can confidently rule out any hypothesis that the distortions in diffraction ring shape are

simply derivative results of ultrafast demagnetization process.

Fig. 5.10 compares our results to previously reported ultrafast measurements of magnetic

domain pattern evolution. Fig. 5.10(a) plots the normalized peak shift (∆q/q0) as a function

of magnetization quench (∆M/M0) for labyrinth domains by Zhou Hagström et al. [66],

Pfau et al. [64], Zusin et al. [65] and this study. Our measurements (blue circles) are in good

agreement with the measurements done at the European XFEL on the same sample [66].

Furthermore, our measurements also indicate the presence of a similar threshold present in
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Figure 5.9: Laser fluence dependence of quench and recovery time. (a) Quench and
(b) recovery time constants obtained from the temporal fits (see Section 5.4) for AR, AL,
qR and ΓR. The magnetization quench is two times faster than the change in radial ring
position and ring width (τm ≈ 0.3 ps) irrespective of the fluence value. The recovery time
constants (τrec) for magnetization quench (AR and AL) are also distinct from τrec for ring
shift (qR) and width (ΓR)

previous studies where no peak shift is observed for low fluence. The comparison of ∆q

for different studies shows that these effects are ubiquitous for all samples that support

labyrinthine domains, although the dependence on fluence, we suspect, is strongly material

dependent, such as the multilayer stack design, pinning sites, defect density, and materials

used. Fig. 5.10(b) shows ∆q for stripe-like domains as a function of pump fluence in Zhou

Hagström et al. [66], Vodungbo et al. [67] and Hennes et al. [106], as well as this study. Only

marginal or no shifts in q were observed in all four studies which is consistent with minimal

to no shift observed for stripe domains.
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Figure 5.10: Radial shift vs Magnetization quench. The figure compares the normalized
change in radial peak position as a function of normalized magnetization change from this
study with other publications for labyrinth (a) and stripe (b) domains Pfau et al. [64], Zusin
et al. [65], Zhou Hagström et al. [66], Vodungbo et al. [67], and Hennes et al. [106].

5.5 Role of domain wall curvature

Given the substantial differences in the ultrafast distortions of the stripe and labyrinth

domain pattern, in agreement with the previous report [66], it is natural to inquire what

characteristic features of labyrinth and stripe domains underlie such differences in temporal

response. An obvious difference is the abundance of curved domain walls for labyrinths. The

possibility of curved wall motion, in contrast to that for straight walls, is consistent with

the requirement of symmetry-breaking. Symmetry-breaking was provided in the original

prediction of ultrafast wall motion by non-uniform laser illumination of a straight domain

wall [51]. In our case, the symmetry-breaking is geometrical, inherent in the wall curvature.

To verify whether the spatial motion of curved domain walls can give rise to the observed

contraction of the diffraction ring radius, we performed micromagnetic simulations [107]

for the case of a perpendicularly magnetized thin film. MuMax3 [107] was used for the
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Figure 5.11: Micromagnetic simulations of domain pattern. Modified simulated (black
and white) and initial domain pattern (red outline) for (a) labyrinthine and (c) stripe domain
pattern. The modified simulated pattern was obtained by reducing the magnetization by 40
% for both labyrinth and stripe domains respectively. A decrease in the curvature of the
curved domain wall is observed for both domain patterns. Azimuthally integrated intensity
from a 2D fast Fourier transform for (b) labyrinthine and (d) stripe domain pattern. The
dashed black line is for the initial state and the solid red line is for the modified state at 200
ps. A clear shift in the ring radius is observed for labyrinthine domains whereas no shift is
observed for stripe domains.

simulations and ran in a GTX QUADRO 5000 GPU. In order to model ∆q, we simulated

the initial magnetization distribution for a sample with parameters similar to that used in

this study. The magnetization was allowed to relax into an equilibrium labyrinthine domain-

pattern. The saturation magnetization was then decreased instantaneously by 40% of its

original value similar to the experimentally observed magnetization quench (Fig. 5.8) for the

highest pump fluence of 13.4 mJ/cm2. The system was then allowed to evolve according to

conventional micromagnetic parameters and relax to a transient intermediate state at 200
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ps.

The saturation magnetization (Ms) used in micromagnetic simulations was determined

to be 616 kA/m using SQUID magnetometry Shaw, Nembach, and Silva [108]. The first and

second-order anisotropy constant were K1= 739 kJ/m3 and K2 = -266 kJ/m3, respectively,

and the exchange constant A = 20 pJ/m, using the values determined for similar samples in

Zusin et al. [65]. The Gilbert damping constant (α) was set to α = 0.01 which is in the order

of magnitude for metallic alloys. Because the estimation of domain speed is independent of

time in our study, a precise value for damping was not needed. The labyrinthine domain

pattern was stabilized from a random initial condition while an experimental data set for a

similar magnetic system was used for the initial condition for the stripe domain pattern.

The simulated modified domain pattern at 200 ps for both labyrinthine and stripe do-

mains is presented in Fig. 5.11(a) and (c), respectively. The red outline traces the do-

main boundaries for the initial equilibrium state. The displacement of the curved domain

walls is observed for both labyrinths and stripes, but the effect is more pronounced in the

labyrinthine domain pattern due to the abundance of curved walls. For stripes, the most

prominent displacements occurred for cap walls where the stripe domains terminate. The

curvature dependence of domain wall motion is further illustrated in Fig. 5.12(a), which

presents the simulated modified labyrinth domain pattern (black and white domains) and

compares it with the initial domain pattern, where only the outline is shown and the color

denotes initial wall curvature. The figure clearly shows that domain walls with higher cur-

vature (dark red or blue) undergo noticeable wall motion. Note that while the time scale for

the wall displacement is not accurate due to the use of micromagnetic simulations [109], the

dependence of wall displacement on wall curvature allows us to examine how such domain

rearrangement affects the diffraction pattern in the reciprocal space.

To simulate X-ray scattering, an FFT was applied to both the initial and modified domain
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patterns. In the case of the labyrinthine domains, the FFT yielded an isotropic ring in

reciprocal space, in qualitative agreement with the experimental results. The azimuthal

integral (in reciprocal space) of the ring is shown in Fig. 5.11(b). Both a reduction of the

ring radius and a broadening of the ring width occur due to domain rearrangement at 200

ps. The initial ring radius was 0.0329 nm−1, similar to the experimental initial ring radius

of 0.0366 nm−1. Whereas the final ring radius was 0.0299 nm−1. The initial ring width was

0.0237 nm−1, significantly broader than the experimental ring width of 0.0130 nm−1. This

is attributed to the higher degree of disorder for the micromagnetic simulation.

In spite of the high degree of disorder in the micromagnetic domain pattern, the ring

width still broadens as a result of the wall displacements, with a final value of 0.0254 nm−1.

The ring broadening relative to the radial decrease is smaller than the experiment. Again,

this is because the simulated domain pattern is more disordered than the experimental

domains. The FFT for the stripe domains does not yield any discernable shift in radius or

width after relaxation for the reduced saturation magnetization. This is attributed to the low

density of curved segments of the domain-walls. Note that if the micromagnetics simulations

were allowed to run longer there would be increase in the domain periodicity due to lowering

of saturation magnetization. However, such homogenous changes in the domain periodicity

at ultrafast timescales would lead to extremely fast expansion of the domain widths, which

would be unphysical [64].

The explanation why a reduction in the saturation magnetization results in the wall

displacement, we mapped a curved domain wall into one dimension by defining a profile

dependent on the total moment µ(x) = µa tanh
x
a
+ µav, where µa is the asymptotic value

of a symmetric domain profile, and µav = µ(x = 0). Under the assumption that ultrafast

quenching minimizes the non-local dipole field that stabilizes the texture in equilibrium, we

seek a new symmetric distribution for µ(x). This leads to a net shift of around arctanh
(
aκ
2

)
,
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Figure 5.12: Simulated modification of domain pattern and calculated domain
wall speed. (a) Simulated modified domain pattern (black and white domains) and initial
state (colored outline). The modified state was simulated assuming a 40 % reduction in
the saturation magnetization as discussed in the text. The color of the outline denotes
the initial wall curvature which was estimated using inverse of the radius of local circle fit.
The comparison clearly shows that regions with high curvature (dark red and blue) undergo
noticeable domain wall motion. (b) Fluence dependence of calculated domain wall speed
for labyrinth domains estimated using experimentally measured and simulated contraction
of diffraction ring radius.

where κ is the domain curvature. This simple argument explains why curved domains are

more prone to motion based on exchange energy, but as the model is based on micromagnetics

it does not capture ultrafast motion.

5.6 Domain wall speed calculation

Numerous localized regions with shift in domain walls can be identified in the simulated

domain pattern images (Fig. 5.12(a)). These localized shifts are predominantly located in

regions of significant domain wall curvature with a common characteristic that the shift tends

to reduce the wall curvature. Given the inherent randomness of the labyrinthine domain

structure, the wall shift will induce local changes in the domain area which affects both
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black and white domains. Statistically, these localized displacements of the domain wall area

should average to zero, i.e. neither the black or white domains increase in area at the expense

of the other. However, the root mean square (rms) of the displacement of the domain area

will be nonzero and can be used to estimate the domain wall speeds. We can estimate domain

wall speeds of the curved walls by utilizing both the experimentally measured and simulated

contraction of diffraction ring radius. This was achieved by quantitatively correlating the

reduction of diffraction ring radius ((∆q/q)sim) from simulations with the modeled change

in the wall position by defining parameter K = (∆ARMS/A) / (∆q/q)sim, where ∆ARMS/A

is fractional areal change due to wall motion.

Utilizing image analysis program written in MATLAB (using regionprops function) on

the simulated domain pattern, we measured the rms area of the localized displacement to be

2100 nm2. Using the curvature density of 75.1 µm−2 (estimated using regionprops function)

we can express the localized displacement as an areal fraction of the average domain size,

we obtain ∆ARMS/A = 2100× 75.1× 10−6 = 0.16. The fractional change in the ring radius

in Fig. 5.11(b) is (∆q/q)sim = 0.095. The ratio of the fractional areal changes to fractional

radial change which is the aforementioned proportionality constant K was approximated to

be 1.65.

For the rest of the analysis, we assume that this is a proportionality constant (K) between

the fractional areal change at the curved sites in real space and the fractional radial change

of the ring radius in reciprocal space. Note that this proportionality may depend on the

details of the labyrinthine geometry. However, any such dependence should be weak because

the general randomness inherent in all the meandering labyrinthine structures precludes any

coherent scattering effects that might otherwise have a strong effect on the proportionality.

Furthermore, we performed five different micromagnetic simulations with a change in sat-

uration magnetization ranging from 10 % to 40 %, all of which showed that K varies in a
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narrow range from 1.65 to 1.9. An average value of K = (1.84 ± 0.11) was used for speed

calculations.

The domain wall speed was calculated using the following equation,

v = K
(∆q/q)exp
ρcwτm

. (5.8)

Here (∆q/q)exp is the experimentally observed fractional change in diffraction ring radius and

τm is the time constant for the radial shift obtained from temporal fits to the experimental

data. K is the proportionality constant as defined above. w is the average domain width

and ρc is the curvature density obtained from the MFM images. Curvature density (ρc) in

the MFM image was estimated to be (60.39 ± 6.26) µm−2 by fitting curvatures post edge

detection in MATLAB (using imfindcircles function). Uncertainty in curvature density was

calculated using the disparity between the density for dark (down) and light (up) contrast

domains in MFM. An average domain width (w = π/q0) was calculated using the values of

qR for t < 0 from the 2D fit of the magnetic scattering. Using the time constant for the

radial shifts (τm ≈ 0.30 ± 0.08) ps at the maximum pump fluence of 13.4 mJ/cm2, and

estimated rms curve wall displacement of ≈ 20 ± 3 nm, the effective maximum speed of the

wall displacement was calculated to be (66 ± 20) km/s.

The full pump fluence dependence of domain wall speed is shown in Fig. 5.12(b). Errors

in each parameter used to calculate speed (Eq. (5.8)) was propagated to get the error bars

shown in speed vs fluence plot (Fig. 5.12(b)). The large uncertainties seen in the plot are due

to large error in determining the quench time (τm). It was recently shown that wall speeds

approaching the maximum magnon group speed are physically allowed for a ferrimagnet

under equilibrium conditions [110]. In our case, the maximum group speed for Ni is ≈ 70

km/s [111]. Thus, we also find that wall speeds approaching the maximum magnon speed

are also possible for curved domain walls in a ferromagnet, but under extreme far-from-
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equilibrium conditions. These extreme domain wall speeds are surprising since domain walls

in ferromagnets near equilibrium are unstable when driven above the Walker limit [62, 63].

It should be also noted that the wall motion could be a combination of both wall motion and

broadening, and our observations do not rule out domain wall broadening previously observed

[64, 65]. The observation of extreme wall speed under far-from-equilibrium conditions is the

third and most significant result of this study.

5.7 Discussion

While our results qualitatively agree with previous studies, the extracted time-constants

τm and τrec from our 2D fits for labyrinthine domains are significantly faster than those

previously reported in Zusin et al. [65]. This earlier study reported τm ≈ 1 ps, and a

subsequent recovery time τrec ≈ 10 ps. While the magnitude of the distortions in Zusin

et al. [65] is approximately the same as reported here, with ∆M ≈ 40% and ∆q ≈ 5%,

the difference in quench and recovery timescales is substantial. There are several significant

differences in these two experiments that can account for these differences in response time:

(1) Sample structure and thickness: In Zusin et al. [65], the sample is a 40-nm magnetic

multilayer deposited on a 100 nm Si3N4 membrane. In contrast, the sample for this study is

a 13 nm magnetic multilayer grown on a 100 nm Si membrane. Given an optical penetration

length of only 7 nm for a Ni thin film [112], we expect that the vertical profile of magnetic

quenching for our film is more substantial than that in Zusin et al. [65], which was shown

by modeling to only reach approximately 10 nm into the depth of the 40-nm sample. In

addition, it is plausible that the mechanics of domain wall movement induced by ultrafast

pumping would be quantitatively different due to micromagnetic differences between samples

of such varying thicknesses. (2) Pump fluence: Zusin et al. [65] reports a damage-threshold-

limited measurement for a single pump fluence of 23 mJ/cm2. The maximum pump fluence
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for this study, also limited by the threshold for sample damage, is 13.4 mJ/cm2. (3) Domain

pattern: The domain structure reported in Zusin et al. [65] was purely labyrinthine, whereas

the sample used in this study is a linearly-textured labyrinth pattern. The admixture of

labyrinthine and stripe domains resulted from the exposure to the optical pump beam over

the course of ≈ 15 minutes, similar to what was observed in Zhou Hagström et al. [66]. (4)

Time resolution: The requirement of high dynamic range for the measurements in Zusin

et al. [65] limited the time-resolution to 400 fs. This prevented detection of any ultrafast

components of the initial magnetization response as shown in Fig. 5.9, which were all on

time scales less than 400 fs.

The observation of threshold effect and distinct time constants of ring distortion and

demagnetization indicate that the existing theory is still inadequate to predict the scale of

the observed phenomena. The faster rate of the distortion recovery suggests more complex

physics whereby the relaxation channels for wall dynamics are not identical to those for the

demagnetization recovery. It is possible that other mechanisms such as magnon excitation

and relaxation need to be included [113–115]. It has already been shown that ultrafast

demagnetization results in substantial magnon generation [116–119]. Enhanced demagneti-

zation in domain walls has been attributed to the excitation of both coherent and incoherent

magnon-like modes in chiral domain walls [120]. Indeed, the observed temporal response

of the wall dynamics is similar to that of critically damped oscillator. This suggests that

far-from-equilibrium conditions can give rise to new sources of elastic torque that can affect

mesoscopic spin textures in a coherent manner.

The usual theory for domain walls in ferromagnets is micromagnetic, where torques arise

from energy terms in the GHz range when constrained to mesoscopic scales (10 to 100 nm).

For extreme wall motion to occur, micromagnetic energy terms on the order of meV ac-

tivated under far-from-equilibrium conditions are required. Dissipative superdiffusive spin
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current is a possible source of the requisite THz-scale energy, but our distortion-recovery

data (see Fig. 5.9(b)) show that it cannot be the only relevant mechanism; meV-scale elas-

tic terms are required. Most proposed mechanisms for ultrafast demagnetization rely on

entropy-producing microscopic single-particle processes. Such processes occur on a length

scale between the lattice constant and the exchange length. However, extremely fast spa-

tial translation of domain walls requires a long-range mechanism that extends over tens of

nanometers, i.e at the mesoscopic scale [52]. The implication is that far-from-equilibrium

spin kinetics in ferromagnets are not solely limited to demagnetization mechanism. There

must also be generation of coherent torques at ultrafast time-scales in non-uniform meso-

scopic spin textures.

5.8 Conclusion

Our work highlights two critical points for far-from-equilibrium behavior. Firstly, we report

a threshold behavior in fluence dependence of ring shift and ring width which gives credence

to domain walls being pinned and requiring a threshold fluence to be mobile. Secondly,

we report a difference in temporal response of domain morphology and demagnetization

indicating that the conventional formulation of magnetic torques is inadequate to account

for all experimental observations. Lastly, our results show significant evidence of extreme

domain walls speeds in qualitative agreement with theoretical predictions [51]. Our studies

open up the possibility of manipulating magnetic textures to achieve far-from-equilibrium

mesoscopic effects. Furthermore, the extension of these processes could be important for

explaining ultrafast phenomena in other systems such as emerging quantum materials.
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Chapter 6

Conclusion and Future Outlook

6.1 Magnetic properties of MPEAs

The first part of my thesis delves into the magnetic characteristics of MPEAs, demonstrating

the feasibility of sputtering to grow crystalline MPEA films on Si substrates. The thin

films thus produced exhibit an absence of intermetallic formation, confirmed through EDS

measurements. XRD reveals a discernible influence of film thickness on crystal structure,

where thinner films exhibit a proclivity to stabilize the f.c.c phase over the h.c.p phase.

Furthermore, thin films show a remarkable enhancement in magnetization, culminating in a

four orders of magnitude increase in saturation magnetization, when comparing bulk to thin

film geometry.

Across all samples, two magnetic transitions were observed: (i) a transition from para-

magnetic to spin glass phase, occurring at 390 K, and (ii) a spin glass to ferromagnetic (or

ferromagnetic-like) phase transition at temperatures of 66 K, 145 K, and 250 K for bulk,

500 nm, and 65 nm thin film samples, respectively. Notably, manipulating the film thickness

enabled fine-tuning of the saturation magnetization and coercivity of the ferromagnetic-like

phase. XMCD investigations hint to the ferromagnetic nature of Fe and Co throughout the
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studied temperature range of 12 K to 400 K, while Cr undergoes a paramagnetic to ferro-

magnetic transition between 200 K to 300 K for both 65 nm and 500 nm films. Furthermore,

Fe and Co exhibited ferromagnetic coupling, whereas Cr displayed antiferromagnetic cou-

pling with Fe and Co and Mn was found to lack long-range ferromagnetic ordering within

the temperature range explored.

6.1.1 Future Outlook

The aforementioned results indicate the rich magnetic phases present in MPEA systems.

They serves as a foundation for the manipulation of structural phases and magnetic at-

tributes through thin film thickness in MPEAs, potentially opening avenues for innovative

alloy designs spanning diverse applications including soft magnetic materials, rare-earth-free

permanent magnets, and magnetocaloric devices.

Numerous unexplored avenues lie in understaing the magnetic properties of MPEAs. A

more systematic study starting with three component alloys with two ferromagnetic and one

antiferromagnetic element like FeCoMn and FeCoCr can be explored. Structure of these

alloys should be studied with extended X-ray absorption fine structure (EXAFS) in con-

junction with electron diffraction to study the presence of short-range order by constructing

element specific pair distribution functions (PDFs). These structural studies when paired

with XAS and XMCD would be able to provide a more detailed understanding of magnetic

properties of these two three component MPEAs. It would also shed light on Fe-Fe, Co-Co,

Mn-Mn, Cr-Cr, Co-Mn, Fe-Mn, Fe-Cr and Co-Cr magnetic interactions and whether that

relates to the short-range order proposed in these materials. Post this detailed study on

three component MPEAs, one can move to studying four component FeCoCrMn MPEAs to

compare and contrast their properties to three component MPEAs.

For the FeCoCrMnSi based composition which has been reported on in this thesis, mag-
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netic ordering of Mn could not be ascertained using XMCD due to its potential antiferro-

magnetic ordering. Epitaxial thin film samples of MPEA are required to study the response

of Mn using x-ray magnetic linear dichroism (XMLD). These XMLD measurements would

further improve microscopic magnetic understanding of magnetic exchange between the con-

stituent elements for FeCoCrMnSi based MPEA. We were able to grow epitaxial MPEA films

on MgO (001) substrates with limited reproducibility. A seed layer might be needed to grow

better epitaxial films with improved reproducibility and better adhesion to substrate. Also,

MPEAs grown on (111) oriented substrates could stabilize the h.c.p phase and isolate its

magnetic response. Another avenue that can be explored for the FeCoCrMnSi based com-

position is domain imaging using X-PEEM and correlating it with nano-diffraction which

would provided spatial information about f.c.c and h.c.p phases. This would allow one to

correlated the element resolved domain imaging from X-PEEM with f.c.c and h.c.p phases.

Exploration of other intriguing compositions like FeCoNiMn, FeCoNiAl, and FeCoNiM-

nAl holds promise too, spurred by recent theoretical insights by Feng, Qi, and Wang [121]

indicating that addition of Mn and Al to MPEAs improves the magnetic properties even

though Mn is antiferromagnetic and Al is non-magnetic. This Al induced enhancement is

similar to enhancement of magnetization in NdFeB based permanent magnets with addition

of Boron [122]. While enhancement of magnetism by addition of Mn could be explained

by a change from antiferromagnetic to ferromagnetic ordering, the unexpected enhancement

due to addition of Al, attributed to modulation of magnetic system’s exchange, warrants

experimental substantiation to corroborate the theoretical findings by Feng, Qi, and Wang

[121].

Ferrimagnetic materials contain two magnetic sublattices aligned antiparallel, giving a

modest net magnetization [123]. This blend of ferromagnetic and antiferromagnetic prop-

erties provides advantages for manipulating the net magnetization while benefiting from
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antiferromagnetic-like dynamics and applications in high-density devices [124]. Unlike ferro-

and antiferromagnets, ferrimagnets permit tuning of the gyromagnetic ratio via temperature

or composition, greatly expanding their magnetic properties [125]. The presence of oppositely

oriented sublattices also enables studying antiferromagnetic dynamics and spin textures at

angular momentum compensation points where exchange stiffness vanishes [125]. Insulating

ferrimagnets have found use in microwave technologies due to their low losses. Moreover,

rare earth-transition metal ferrimagnets have exhibited all-optical switching, highlighting

their appeal for both applications and fundamental physics [28, 126].

As discussed in Section 4.7, the appearance of a ferromagnetic-like phase below the tran-

sition temperature denoted as TF coincides with paramagnetic-to-ferromagnetic transition

of chromium (Cr) with antiferromagnetic coupling to iron (Fe) and cobalt (Co). This obser-

vation suggests that the MPEA examined in this thesis, below the TF , exhibits ferrimagnetic

behavior. While the MPEA examined here shows ferrimagnetic transition temperature of ap-

proximately 200 K, it is conceivable that, within the vast compositional landscape of MPEAs,

new candidates for ferrimagnetic materials may be found, possibly featuring compensation

points close to room temperature. Such MPEAs hold the potential to facilitate high-density

magneto-optical recording, provided a comprehensive understanding of their optical pumping

dynamics is achieved, rendering this avenue a captivating prospect for further exploration.

6.2 Ultrafast domain dynamics

The second half of my thesis explores ultrafast domain dynamics in CoFe/Ni multilayers.

Our results are in strong support of the theory that extremely fast domain-wall motion can

occur in response to ultrafast optical pumping, as previously predicted by Baláž et al. [51].

We show that the spatial distortions of labyrinth domains, in contrast to stripe domains,

exhibit a threshold dependence on pump fluence, consistent with mechanisms for domain
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wall motion in the presence of pinning sites. In addition, the time-scales associated with the

domain distortions are significantly different from the time-scales of the demagnetization.

Together, these new results conclusively refute any speculation that the diffraction ring

distortions are a trivial extension of ultrafast demagnetization. The prominence of ring

distortions for labyrinthine domains, and the correlation of such ring distortions with the

motion of curved walls in micromagnetic simulations, is consistent with the hypothesis that

curved walls, in particular, are mobile under conditions of ultrafast optical pumping. We

show feasible domain wall speeds up to 66 km/s in textured ferromagnets.

Given the homogeneous nature of any ultrafast spin currents that result from uniform

optical pumping, domain-wall curvature provides a necessary source of symmetry-breaking

required to move walls via spin torque. The unique rates for both ring distortion and ultra-

fast recovery suggests a more complex mechanism for wall motion than what superdiffusive

spin current theory provides. We suggest that THz magnon generation, which is a well doc-

umented component of ultrafast demagnetization, and the participation of THz magnons as

an additional component of spin current, might explain the unexpected rates for the distor-

tions. Taken in aggregate, these results are supportive of the hypothesis for optically driven

ultrafast domain wall motion. Our studies open the possibility of manipulating the ground

state to achieve far-from-equilibrium effects at mesoscopic length scales. The implications

of such far-from-equilibrium spin kinetics likely extend to understanding and harnessing

ultrafast phenomena in quantum materials.

6.2.1 Future Outlook

There still are many unexplored avenues in ultrafast domain dynamics. Further experimental

studies are required to find the upper limit of domain speed in CoFe/Ni multilayers using

samples grown on more thermally conductive substrates allowing for exploration of higher
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pump fluence by increasing the damage threshold. This study would provide further evidence

that the domain wall speeds are limited by magnon group velocity.

As discussed in Section 5.2, the FFT analysis used to develop the phenomenological

model also yielded two odd-order components namely the 1st and 3rd azimuthal harmonics.

These odd harmonics are forbidden when thought of from the standpoint of diffraction

alone. We speculate that these anomalous components are the combination of the transverse

magneto-optic effect in transmission combined with far-field diffraction from domain walls

[101]. However, a detailed domain chairality study exploring samples with pure Bloch and

Néel domain walls is required to confirm the proposed origin of the forbidden odd harmonics.

Heisenberg exchange, which defines how spins align or anti-align with respect to each

other to create ferromagnetic or antiferromagnetic magnetic ordering is defined using the

following Hamiltonian [69]:

H = −2J
(
Ŝ1 · Ŝ2

)
(6.1)

where J is the exchange constant and Ŝ1 and Ŝ2 are spin operators. The key thing to

note here is Heisenberg exchange mandates parallel or anti-parallel alignment of spins as

the Hamiltonian has a dot product. But Heisenberg exchange fails to explain the weak fer-

romagnetic moment observed for some antiferromagnetic materials like MnF2, MnCO3 and

αFe2O3 [69]. This weak ferromagnetism in antiferromagnets was explained using Dzyaloshin-

skii–Moriya interaction (DMI) [127, 128] which is represented using the following Hamilto-

nian:

H = −D ·
(
Ŝ1 × Ŝ2

)
(6.2)

where D is a vector defining the high-symmetry axis, Ŝ1 and Ŝ2 are spin operators. Due to

the cross product in DMI Hamiltonian, materials with DMI tent to favor canting of magnetic

moments. It is crucial for generation of topologically protected magnetic symmetries like
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skyrmions, bubble domains and chairal domain walls [129]. In thin films and multilayers,

DMI can be induced by depositing magnetic material in contact with a material with strong

spin-orbit coupling like Pt or Pd. This would give rise to novel magnetic textures especially

bubble domains and chairal domain walls, the response of which has not been studied under

far-from equilibrium optical excitation and could be one of the potential avenues that can

be explored.

The samples studied in this thesis supported labyrinthine and stripe domain morpholo-

gies which are not suitable for practical storage devices application. Studies on magnetic

racetrack like geometries supporting single domain wall are required to make strides towards

practical application of ultrafast domain dynamics in optical control of storage devices. Cur-

rently, there are no experimental studies with asymmetric pumping of a sample supporting

single domain wall. Direct imaging of domain wall motion can be achieved using MOKE

measurement setup similar to the one used by Caretta et al. [110] and pumping the wall with

off-center Gaussian beam profile optical pump. Using this experimental setup one can also

study spin coherence length by measuring the domain displacement as a function of relative

distances between the pump and domain wall. This direct imaging study would provide

credence to superdiffusive spin transport hypothesis and provide visual evidence of optically

driven domain walls bringing optical control one step closer to application.
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Appendix A

2D Fitting procedure

The 2D fitting utilized in Chapter 5 were performed using Python. The key libraries use for

the analysis are shown in Code A.0.1. All data processing steps were handled using NumPy

whereas all the fits were preformed using SciPy Curve Fit library. Because all raw data was

stored in HDF5 binary data format, we utilized library named h5py to open and import the

raw compressed data into Python. Final fit results were stored using pandas library in .xlsx

format.

Code A.0.1: Key libraries used for 2D fits

1 import numpy as np

2 import matplotlib.pyplot as plt

3 from scipy.optimize import curve_fit

4 import h5py as h5

5 import pandas as pd

Due to the large number of fit parameters, we developed a systematic step-by-step process

to perform 2D fits. This procedure is as follows:
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1. In the first step we utilized a centering algorithm to find a rough center for the scat-

tering. This can also be done by manually guessing rough pixel location for the center

of scattering.

2. The second step was to use azimuthally integrated intensity data to estimate the radius

and with of scattering using single asymmetric Lorentzian defined as follows:

I =

B +
A

(q−q0)
2(

Γ

1+eα(q−q0)

)2 + 1


2

(A.1)

where, B is the background, A is the amplitude, q0 is the peak position, Γ is the half

width half maximum and α is the asymmetry parameter. These rough fit parameters

were used to generate a 2D version of the aforementioned function assuming. This

2D layer was than multiplied with the scattering image data in order to amplify the

scattering features and suppress background/charge scattering.

3. The amplified data from previous step was fit with a isotropic 2D scattering ring (0th

harmonic) defined as follows:

I =

B +
A

(q−q0)
2

Γ0
2 + 1

2

(A.2)

where, B is the background, A is the amplitude, q0 is the peak position and Γ0 is the

half width half maximum. Python implementation of this step is shown in Code A.0.2.
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Code A.0.2: 2D isotropic ring fit function written in python

1 def Lorentzian2D_fit(xyflat, *args):

2 #Lorentzian 2D ring fit model

3 #Args:

4 # xyflat (array of size N by 2): x and y meshgrid

flattened↪→

5 # args[0] (float): Background

6 # args[1] (float): q_0 or scattering ring

position/radius↪→

7 # args[2] (float): Gamma or half width half maximum of

scattering↪→

8 # args[3] (float): Amplitude of scattering

9 #Returns:

10 # I (array N by 1): flattened intensity array

11 u = xyflat[:,0]

12 v = xyflat[:,1]

13 q = np.sqrt(u**2+v**2)

14 return (args[0]+args[3]/((q-args[1])**2/(args[2])**2+1))**2

4. Fix parameters for the isotropic ring and fit 2nd and 4th harmonics to fit the lobes or

anisotropic scattering using the following equation:

IR+L(q, ϕ) = B + IR

 1[
(q−qR)
ΓR

]2
+ 1


2

+

 1[
(q−qL)
ΓL

]2
+ 1


2

×

[[
IL
2
(cos (2 (θ − ϕL)) + 1)

]
+

[
IL4

2
(cos (4 (θ − ϕL)) + 1)

]]
.

(A.3)
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where, B is the background, IR, IL, IL4 are the amplitudes of ring, 2nd and 4th harmonic

of lobes, qR and qL are the peak position for ring and lobes, ΓR and ΓL are the half

width half maximum and ϕL is the phase of lobes.

5. Perform a full fit using 0th, 2nd and 4th harmonics refining all corresponding fit param-

eters.

6. Subtract the 0th, 2nd and 4th harmonic fit results from the raw scattering image which

would leave just the odd-order (1st and 3rd) harmonic signal. Fit this residual with

1st + 3rd harmonic with the following function:

IO(q, ϕ) = B +

 1[
(q−qO)
ΓO

]2
+ 1


2

×

[[
IO
2

(cos (θ − ϕO))

]
+

[
IO3

2
(cos (3 (θ − ϕO)))

]]
.

(A.4)

Please note that missing +1 in the aforementioned equation compared to Eq. (A.3)

in the azimuthal term. The omission of +1 is due to the fact that post subtraction

of because, post subtraction of 0th, 2nd and 4th harmonics from the raw scattering

image, one half of the odd harmonic remaining dips below zero. As intensity can not

be negative, this omission of +1 was purely for finding appropriate seed values for odd
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harmonic fit parameters.

fodd(q, ϕ) = B + IR

 1[
(q−qR)
ΓR

]2
+ 1


2

+

 1[
(q−qO)
ΓO

]2
+ 1


2

×
[[

IO
2

(cos (θ − ϕO) + 1)

]
+

[
IO3

2
(cos (3 (θ − ϕO)) + 1)

]]

+

 1[
(q−qL)
ΓL

]2
+ 1


2

×
[[

IL
2
(cos (2 (θ − ϕL)) + 1)

]
+

[
IL4

2
(cos (4 (θ − ϕL)) + 1)

]]
.

(A.5)

7. Use results from the fits performed in previous steps to seed the full fit function shown

in Eq. (A.5). The same seed parameters were used to fit all delay images in a for loop.

Python implementation of the function is shown in Code A.0.3.

Code A.0.3: Full 2D fit function written in python

1 def Full_2D_Fit(xyflat, *args):

2 #Funtion used for 2D fitting of scattering images

3 #Args:

4 # xyflat (np.array): A numpy array with flattened qx and qy

values.↪→

5 # *args (np.array): A numpy array containing initial guess

for all 13 fit parameters.↪→

6 #Returns:

7 # 2D_fit (2D np.array): Returns a full 2D fit generated for

the given *args.↪→

8 u = xyflat[:,0]
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9 v = xyflat[:,1]

10 theta = np.arctan2(u,v)

11 q = np.sqrt(u**2+v**2)

12 ring = args[0]+np.abs(args[3])/((q-args[1])**2/(args[2])**2+1)**2

13 first_lobe = 1/((q-args[4])**2/(args[5])**2+1)**2*

(np.abs(args[6])/2*(np.cos(theta-args[8])+1))↪→

14 third_lobe = 1/((q-args[4])**2/(args[5])**2+1)**2*

(np.abs(args[7])/2*(np.cos(3*theta-3*args[8])+1))↪→

15 second_lobe = 1/((q-args[9])**2/(args[10])**2+1)**2*

(np.abs(args[11])/2*(np.cos(2*theta-2*args[13])+1))↪→

16 fourth_lobe = 1/((q-args[9])**2/(args[10])**2+1)**2*

(np.abs(args[12])/2*(np.cos(4*theta-4*args[13])+1))↪→

17 return ring + first_lobe + third_lobe + second_lobe + fourth_lobe
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Appendix B

Time constant fitting procedure

Time constant fits presented in Chapter 5 were also performed using Python. The key

libraries used for the fitting were very similar to 2D fitting which was discussed in Appendix A

with an addition of lmfit library in order to access multiple minimization algorithms.

Following fitting procedure was used to perform time constant fits:

1. 2D fit results stored in .xlsx format were imported into python using Pandas.

2. Create the fit model of double exponential without the Gaussian convolution (see

Code B.0.1) using Model class in lmfit library.

3. Perform a single time constant fit on one fluence to get an estimate of initial guess for

fit parameters that will be used for time constant fits of rest of the fluences.

4. Perform time constant fits for all fluences with fixed of 0 or 1 for fit parameter C. Value

of 1 was used to fit all amplitudes whereas a value of 0 was used to fit peak position

and width.

5. Perform the fits again but now with C as a fit parameter. This additional step was

added for aiding the convergence of fits.
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6. Create a new fit model with addition of Gaussian convolution of width 45 fs. Perform

the fits again but now with the new fit model and use the fit parameters from previous

steps as initial guess.

Code B.0.1: Double exponential without Gaussian convolution used as first step for

time constant fits.

1 def jumpdecay(x, A, B, C, t0, tm, tr):

2 #Decay function with no second recovery

3 return (C + np.heaviside(x-t0, 1) * \

4 (A * np.exp(-(x - t0) / tm) -

5 B * np.exp(-(x - t0) / tr) + (B-A)))

Code B.0.2: Double exponential with Gaussian convolution used for final time con-

stant fits.

1 def vec_gaussian_convolution(x, y, sigma):

2 """

3 Convolves y with a gaussian on interval t

4 Vectorized so at least 5 times faster

5 """

6 #conv = np.zeros(x.shape)

7 x = np.reshape(x, (-1, 1))

8 g = np.exp(-(x - x.T)**2/(2*sigma**2))

9 gnorm = np.sum(g, axis=0)

10 return g.dot(y) / gnorm

11

12 def convolved_no_tr2(x, A, B, C, t0, tm, tr, sigma):
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13 """

14 decay function (no tr2) convolved with Gaussian

15 """

16 y = jumpdecay(x, A, B, C, t0, tm, tr)

17 result = vec_gaussian_convolution(x, y, sigma)

18 return result
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