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ABSTRACT OF THE DISSERTATION

Data-Driven Intelligent Charging Models and Innovative Pricing Strategies for
Managing Electric Vehicles

by

Jacqueline V. Garrido Escobar

Doctor of Philosophy, Graduate Program in Electrical Engineering
University of California, Riverside, December 2023

Dr. Matthew J. Barth, Chairperson

In order to achieve carbon neutrality in California by 2045, it is estimated that

California will need approximately eight million light-duty (LD) electric vehicles (EVs) and

1.5 million shared EV chargers by 2030. Moreover, a specific target has been set to ensure all

drayage trucks operating in the state are zero emission (ZE) vehicles by 2035. Aligning EV

charging with renewable energy sources and local grid requirements demands innovative

charging solutions. Achieving this target will require precise modeling to determine the

number, locations, and load characteristics of the EV chargers, especially for the medium-

duty (MD) and heavy-duty (HD) vehicle sectors.

This dissertation introduces new novel data-driven coordination techniques through

intelligent controlled charging applied to drayage trucks operations and indirect controlled

charging by proposing innovative pricing strategies for LD, MD, and HD EVs. It presents

a real-time, carbon-based pricing model for EV charging. This model prioritizes periods of

high renewable energy availability, considers local solar photovoltaics (PV) variations, and

incorporates a Time-of-Use (TOU) pricing structure. Utilizing Machine Learning (ML), it
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predicts day-ahead and three-hour-ahead forecasts.

Moreover, this research extensively explores trip- and tour-patterns of battery elec-

tric trucks (BETs) in drayage operations. By developing data-driven clustering techniques,

this study adjusts energy efficiency values for loaded and unloaded conditions, simulates

charging scenarios to determine the state-of-charge (SOC), and presents case studies for

potential en-route opportunity charging at specific power levels. An intelligently controlled

charging model for BETs is also developed, aiming to optimize tour completion and reduce

charging costs using TOU energy rates. Based on a one-year analysis of real-world activity

data from a fleet operating at the Ports of Los Angeles and Long Beach, the effective-

ness of the algorithm was validated through a sensitivity analysis comparing reserved SOC

scenarios of 5%, 50%, and 80%.

The research findings conclude that intelligent charging models paired with inno-

vative pricing strategies can go a long way to help optimize EV charging coordination tech-

niques for EV fleets, reduce energy costs, and address delay costs associated with drayage

operations. The study highlights the importance of considering the variability of renewable

energy sources and the need for effective coordination between LD/MD/HD charging, port

operations, and TOU charging rates.
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Chapter 1

Introduction

According to the US greenhouse gas (GHG) emissions from the Environmental

Protection Agency (EPA), the transportation sector was the largest source of global warm-

ing emissions inventory, 28% of all emissions, in 2021 [10]. As shown in Figure 1.1 the

transportation sector accounts for approximately 40% of the total GHG emissions in Cali-

fornia, making it the largest source according to the 2022 inventory report by the California

Air Resources Board (CARB) [1].

In addition to being the largest source of GHG emissions, the transportation sector

is also responsible for a significant portion of air pollutants such as oxides of nitrogen (NOx)

and particulate matter (PM), which pose health risks such as asthma, heart attacks, and

cancer [11, 12].

Not all the vehicles pollute the same, so vehicle emissions are usually categorized

and evaluated by vehicle class. Vehicle classes are based on gross vehicle weight rating

(GVWR) which is explained as the maximum weight of the vehicle as specified by the man-
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Figure 1.1: Current California GHG emissions inventory data [1]

ufacturer (including total vehicle weight plus fluids, passengers, and cargo). As presented in

Figure 1.2, the Federal Highway Administration (FHWA) categorizes vehicles as light-duty

LD (Class 1-2), medium-duty MD (Class 3-6), and heavy-duty HD (Class 7-8). EPA also

defines vehicle categories by GVWR, but with the purpose of emissions and fuel economy

certification [2].

In addition, different types of vehicles can be found in each class as presented in

Figure 1.3 which shows typical vehicle types found in the FHWA vehicle classes [3].

As shown in Figure 1.4, MD and HD mobile sources are responsible for 67% of

NOx emissions in California, while LD sources account for only 13% of NOx emissions in

the state [13]. One reason for this difference is that most HD vehicles are diesel-powered,
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Figure 1.2: Vehicle weight classes and categories from the United States Department of
Energy [2].

Figure 1.3: Types of vehicles by weight class (one to eight) from the United States Depart-
ment of Energy [3]

which produce higher NOx emissions per mile than gasoline-powered vehicles. Additionally,

HD vehicles travel more miles per year, with an average of 62,229 miles per year, while an

average car travels 10,589 miles per year [14].

In recent years, various efforts have been made to reduce emissions from the trans-
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Figure 1.4: NOx emissions in California in 2017 [4]

portation sector, and one of the latest strategies is transportation electrification. According

to the 2023 State Transportation Electrification Scorecard from the American Council for

an Energy-Efficient Economy (ACEEE), California is the leading state in the US for its ac-

tions to support transportation electrification in the LD and HD sectors [15]. The scorecard

evaluated different policy developments related to:

• EV charging infrastructure planning and goal setting: government-led planning ac-

tions for transportation electrification;

• Incentives for EV deployment: financial and non financial incentives to increase EV

purchases and the installation of necessary charging infrastructure;

• Transportation system efficiency: policies that support the deployment of EVs while

maximizing emissions reduction;

• Electricity grid optimization: actions taken by public utility commissions to support
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utility management; and

• Transportation electrification outcomes: metrics that track progress or evaluate results

on EV adoption and infrastructure installation.

Thus, the analysis of California’s transportation sector reveals its major impact

on greenhouse gas emissions and air pollution, highlighting the variance in emissions across

vehicle classes and the state’s efforts towards transportation electrification. This sets the

stage for a deeper exploration into California’s climate goals, emphasizing the urgent need

for a transformative approach in the transportation sector and the development of innovative

solutions and infrastructure to meet these environmental challenges.

1.1 Motivation

Over the last 50 years, California has made significant progress in air pollution

reduction, climate goals, and policy developments. The State has set climate objectives that

include a mid-term goal for 2030 to reduce GHG emissions by 40 percent below 1990 levels,

as established by Senate Bill 32 [16]. Additionally, there are long-term targets aiming for

economy-wide carbon neutrality by 2045 and a reduction of GHG emissions by 80 percent

from 1990 levels by 2050, in accordance with Executive Order S-3-05 [17]. This latter target

is further emphasized by Governor Brown’s Executive Order B-16-2012, which introduces

an 80 percent reduction goal specifically for the transportation sector [18]. Moreover, in

September 2020, California’s Governor issued Executive Order N-79-20, which is a crucial

step towards achieving carbon neutrality by 2045 [19]. This Executive Order targets:

• All in-state sales of new passenger cars and trucks to be ZE by 2035;
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• All drayage trucks operating in the state to be ZE by 2035;

• All MD and HD vehicles operating in the state to be ZE by 2045, where feasible; and

• All off-road vehicles and equipment to be ZE by 2035, where feasible.

To meet these targets, CARB estimates that approximately eight million EVs and

1.5 million shared chargers will be needed by 2030 to put California on this path [19].

Moreover, CARB estimates that electrifying the state’s MD and HD sectors will be critical,

and 157,000 chargers will be needed to support 180,000 MD and HD vehicles anticipated for

2030. Additionally, in January 2021, the California Energy Commission (CEC) published

a report assessing the EV charging infrastructure needed to support EVs in 2030 [4]. The

report highlights several key actions:

1. Align charging with renewable generation and grid needs: Pursue greater

vehicle-grid integration, as charging millions of vehicles will introduce significant new

load onto the grid. Smart charging will help automatically align charging with re-

newable energy generation, and bidirectional technologies improve resilience and will

enable vehicles to supply stored electricity to homes, buildings, other vehicles, or the

grid to earn revenue.

2. Support innovative charging solutions for LD, MD, and HD vehicles: Ex-

plore solutions that can generate new revenue streams, reduce charger costs, improve

usage, address the need for grid upgrades, improve resilience, or be uniquely well-

suited to specific environments.

3. Continue modeling efforts to project the quantities, locations, and load

6



curves of chargers needed to meet statewide travel demand: Work with

partner agencies to incorporate updated electrification and vehicle population sce-

narios as they become available. Communicate results with load-serving entities and

other stakeholders to increase efficacy of infrastructure deployment.

4. Continue public support for charger deployment, using public funds to

leverage private funds, and eventually transition to a self-sustaining private

market: The charging market has introduced diverse and novel business models. The

state must continue to invest in charging infrastructure deployment to achieve its ZE

vehicle goals. Public investments in charging infrastructure will remain critical to

encouraging continued market experimentation, growth, and maturation.

5. Support local efforts to prepare for transportation electrification: Recognize

that there is no one-size-fits-all charger, and that local conditions will determine the

most appropriate solution.

6. Ensure equitable distribution of charger deployment throughout the state:

Maintain ongoing analyses, such as those called for by Senate Bill 1000, intended to

ensure that chargers are equitably and proportionately deployed throughout Califor-

nia.

7. Prioritize standardized charger connectors and, for networked charging,

prioritize hardware capable of standardized communications protocols:

These standards will promote greater driver convenience, interoperability, and grid-

integrated charging at the necessary massive scale.
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It is critical for California to align EV charging with renewable energy generation,

as charging a large number of EVs at the wrong times will introduce a considerable new

stress on the electric grid. In fact, a model developed by CEC and the National Renewable

Energy Laboratory (NREL) projected that the bulk of EVs charging by 2030 will not

align with daytime solar generation and that electricity consumption will add an extra

load of 3.6 GW at midnight, when off-peak electricity rates apply and ZEs electricity is not

available. The model also flags the importance of TOU rates to shift loads to more favorable

times and highlights the crucial need for incentives and other rates strategies to encourage

smart charging and vehicle-grid integration [19]. CARB also described the importance of

electrification efforts and charging strategies applied to MD and HD fleets, particularly for

Class 8 drayage trucks. The ports of Los Angeles and Long Beach (usually called together

the San Pedro Bay Ports), are the largest container shipping ports in the US, handling about

40% of the waterborne imported cargo into the nation [20]. Consequently, the California

South Coast region and San Joaquin Valley suffer some of the worst air pollution in the

nation mostly related to truck activity and drayage operations [4]. Thus, CARB and CEC

clearly state that more research and more pilot studies are needed to address these issues.

California needs to continue working on EV charging strategies, in particular applied to HD

vehicles to meet current climate targets.
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1.2 Problem Statement and Contribution of the Dissertation

Research

Thus, shaped by California’s current statewide goals, this dissertation research

focuses on proposing data-driven coordination techniques through intelligent charging and

innovative pricing strategies for LD, MD, and HD EVs. The specific contributions of this

dissertation can be summarized as:

• Proposing a real-time, data-driven carbon-based pricing model for EV charging that

emphasizes times of high renewable energy availability, accounts for local solar PV

and building power variations, includes a TOU pricing structure, and employs machine

learning (ML) for day-ahead and three-hour-ahead forecasting, with a focus on pattern

recognition.

• Identifying trip-and-tour patterns for battery electric trucks (BETs) in drayage opera-

tions at San Pedro Bay ports by utilizing data-driven clustering techniques, adjusting

energy efficiency for loaded and unloaded conditions, and simulating various charging

scenarios to determine SOC, considering potential en-route opportunity charging at

specific power levels.

• Proposing an intelligently controlled charging model for BETs to optimize tour com-

pletion and reduce charging costs using TOU energy rates. This approach was demon-

strated through a one-year analysis of real-world activity data from a fleet operating

at the Ports of Los Angeles and Long Beach. The effectiveness of the algorithm was

further validated through a sensitivity analysis comparing reserved SOC scenarios of
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5%, 50%, and 80%.

1.3 Outline of the Dissertation

This dissertation is organized as follows: Chapter 2 describes the research back-

ground of this dissertation and conducts a literature review on several related topics, in-

cluding EV charging technologies and techniques, pricing strategies, and charging demand

applied to BETs. Chapter 3 presents a data-driven dynamic carbon-based pricing strategy

and predictions to charge EVs that consider CO2 emissions from the grid, local solar PV elec-

tricity generation, building power usage, TOU rates, and Carbon Allowance Prices (CAP).

Chapter 4 introduces an intelligently controlled charging model for BETs to optimize tour

completion and reduce charging costs using TOU energy rates. Additionally, a two-stage

clustering technique to identify trip-and-tour patterns of BETs, as well as determining if

they are loaded or unloaded, is introduced to then simulate their energy consumption and

SOC at different locations. Chapter 5 concludes this dissertation by presenting the pub-

lications resulting from this dissertation, as well as pointing out some future directions in

research. Figure 1.5 presents the general framework of the dissertation.
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Figure 1.5: General framework of the dissertation.
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Chapter 2

Research Background and

Literature Review

2.1 Review on EV Charging Technologies

EVs operate with electrical power supplied by an electrical charger usually con-

nected to the power grid. This electrical power from the grid is generated in real-time,

affecting the stability of the power grid every time there are fluctuations created by the EV

charging loads [5]. As shown in Figure 2.1, there are three charging technologies currently

available: conductive charging, inductive charging, and battery swapping.

In conductive charging a physical connection with wires is created so electrons can

flow from the charger to the EV battery [21]. This is one of the most mature and commonly

used technology for charging EV batteries currently available including HD EVs [5]. The

main reasons they dominate the market are its scalability and availability at different power
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Figure 2.1: EV charging technologies [5]

levels. However, its main limitations are the need for a physical point of contact while the

vehicle is stationary, and also the user interaction to plug-in and unplug the vehicle. Level 1

conductive charging represents 120 Volt charging using a common household outlet. This is

the slowest method only adding about 3.5 – 6.5 miles of driving range per hour of charging

time [22]. Level 2 conductive charging is a 240 Volt charging and one of the most useful

and fastest home or public charger technology [23]. However, it requires the installation of

a charging station. In addition, depending on the battery type and circuit configuration,

Level 2 chargers usually add about 14-35 miles of range per hour of charging time [22].

Finally, direct current (DC) fast charging (informally called Level 3 charging) is the fastest

available option and requires a 480 Volt connection. This type of charging is usually too

expensive for home use and depending on the battery type and circuit configuration, DC
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fast charging can add a maximum of 10 miles of range per minute of charging time [22].

As described in Figure 2.1, another type of EV charging technology is battery

swapping which replaces the discharged battery within minutes with a charged battery.

Battery swap is one of the least preferred charging technologies mostly because this bring

challenges in infrastructure and interchangeability of batteries. The battery can be swapped

at the side, rear, bottom, or top part of the vehicle depending upon the manufacturer.

Although, battery swapping seems to be a good alternative for HD truck fleets that drive

in a limited territory and often return to home base, challenges remain on the large size

and lack of standardization of power batteries [24]. However, despite the challenges, some

battery swapping stations have been built with robots that quickly replace small modular

battery packs in electric cars in just a few minutes [25]. In China, battery swapping has

been a great success, and there are even some cars that do not come with a battery, and

the owner of the car pays for “battery as a service” [26].

Finally, another type of EV charging technology is called inductive charging or

wireless power transfer (WPT). In WPT the energy flows between primary and secondary

coils and there is not physical contact with wires. Static inductive charging refers to charg-

ing the vehicle while it is parked so both coils can align allowing approximately 100 kW

being transferred within an air gap of 125 mm [27]. Dynamic inductive charging refers

to charging the vehicle even when the vehicle is moving, which offers flexibility and the

opportunity to charge at any time. In fact, dynamic inductive charging has been gaining

a lot of attention in recent years with pilot projects implemented at the Korea Advanced

Institute for Science and Technology (KAIST), Oak Ridge National Laboratory (ORNL),
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and North Carolina State University (NCST). Although WPT is an emerging technology, it

is considered a promising solution that solves the plug-in and unplug interaction, and also

decreases charging times and battery size [28]. Table 2.1 summarizes systems parameters,

including efficiency, of some static and dynamic WPT projects.

Table 2.1: Summary of systems parameters related to WPT projects. Usually the efficiency
is higher for static WPT at higher output power levels, and efficiencies are also higher when
comparing static vs. dynamic charging systems [7].

Institute WPT Power (kW) Air gap (mm) Efficiency (%) Year

Utah State University static 5 175-265 90a 2012
Saitama University static 3 200 90b 2012
University of Auckland static 1 100 91.3c 2015
UM-Dearborn static 7.7 200 96b 2014

static 6 150 95.3b 2015
ETH Zurich static 5 52 96.5b 2015
KAIST dynamic 3-25 10-200 72-83a 2009
ORNL dynamic 1.5 100 75b 2013
NCSU dynamic 0.3 170 77-82b 2014

a AC grid to battery pack efficiency

b DC input to battery pack efficiency

c Coil efficiency

2.2 Review on EV Charging Coordination Techniques

At the moment, one of the main challenges of EVs is how to manage the electrical

power supply and demand in real time. This can bring unpredictable imbalances on the

grid. As shown in Figure 2.2, there are different EV charging coordination techniques. In

uncontrolled charging, the EV receives power immediately from the grid when connected

and the user decides when to stop charging. This method is the simplest and fastest for
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the user. However, it exposes the grid due to the delay and lack of information of the

loads [5]. The grid could be easily overloaded and the power quality degraded. Another

type of EV charging is called controlled charging. This method gathers vehicle charging

needs and coordinates charging stations and grid operators to optimize charging and to

avoid potential imbalances on the grid. The main three categories of controlled charging

are: indirect controlled charging, intelligent controlled charging, and multistaged controlled

charging.

Figure 2.2: EV charging coordination techniques [5].

Indirect controlled charging considers user behaviour to control the parameters

that influence the charging method. This can be classified into two categories: spatial load

shifting and temporal load shifting. In spatial load shifting financial incentives are used to

encourage drivers to use less congested charging stations to distribute the load. Temporal

load shifting encourage users to charge during off-peak hours reducing the cost of electric-

ity. Intelligent controlled charging optimizes the resources (such as charging energy cost,

or efficiency) based on constraints (such as grid energy demand, battery capacity, network

structure, or efficiency of transformers) using a data-driven approach. This method con-

siders EV data, charging stations, user needs, and information from distribution systems
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operators. Finally, multistaged controlled charging, also called multistaged hierarchical con-

trolled charging method, is a priority based decision making method. This method usually

considers capacity of the infrastructure, priorities of EVs, SOC, charging cost, and TOU

to provide an unique solution using a decision based control through a genetic algorithm

or artificial intelligence based controls [5]. Multistaged controlled charging also includes

bidirectional power flow, also called vehicle to grid (V2G) enabling technologies, to inject

power to the grid at times that is needed, usually peak times.

2.3 Review on Indirect Controlled Charging Strategies

Research focused on EV charging techniques and their CO2 emissions has been

growing over the years. There are also several studies targeting solar charging strategies and

its impact on emissions, grid balancing [29], policy [30], and pricing behavior. Methodologies

for EV charging have changed over time. In 2009, an extensive literature review on EVs and

their environmental impacts in Europe mentioned that users could be incentivized to charge

EVs during off-peak (night) rather than peak (day time) hours to take advantage of excess

baseload capacity during off-peak periods and help balancing grid load [31]. The document

also warns about using average CO2 emission rates to assess emissions associated with

EV charging mentioning that this neglects temporal and spatial variations of the energy

supply and its implications in the electricity market [31]. Table 2.2 and 2.3 summarize

relevant recent publications. The list is extensive, and each work addresses different areas.

McLaren et al. from NREL modeled hourly emissions impacts and EVs charging scenarios

for five different electricity grid mixes [32]. Similar research related to CO2 emissions from
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EVs is presented in references [33, 34, 35, 36, 37]. Additionally, references [38] and [39]

not only studied CO2 emissions from EVs, but also compare them to internal combustion

engines vehicles. Previous work in the area of EVs charging is substantial as presented in

references [40, 41, 42, 43, 44, 45, 46, 47] and some of them consider EVs charging integrated

with solar PV [48, 49] and wind energy [50]. However, there are still gaps in the collective

knowledge, especially in the area of EV pricing strategies. For instance, at most private

charging stations (e.g.,ChargePoint) the EV charging rates, access, and policies are set

entirely by the charger owner [51]. Thus, EV charging rates vary by station, provider, and

operational state. Most charging stations charge a fee while others are completely free of

charge. For example, Level 2 ChargePoint station located at the City of Riverside charges

$4.99 for 2 hours, while UCR Lot 24 ChargePoint station charges $1.75 per hour for the first

2 hours [52]. Electrify America also provides Level 2 charging at a cost of $0.03 per minute

or $0.43 per kWh depending on the location and membership subscription [53]. Although

there are regulations for measuring and tolerance in EV charging stations, regulation for

pricing does not exists. As a matter of fact, in December 2019, the California Division

of Measurement Standards (DMS) finalized the rules for measuring and meter tolerance

in EV supply equipment such as EV charging stations. Some of the rules from DMS

require the stations to display voltage rating, type of current, maximum power, and the

quantity of electricity delivered just to name a few. However, in terms of pricing, the only

requirement for the charging station is to clearly display the pricing (easily understood),

and also clearly outline between kWh charges, session charges and parking fees [54]. Some

authors in academia have proposed pricing strategies considering price stimulus based on
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queue, TOU rates, peak power charge, and valley-filling [55, 56, 57]. The response of EV

drivers to dynamic pricing focusing on their willingness to pay has also been studied in [58],

and [59] proposes a carbon-oriented charging scheme comparing day and night charging.

Finally, [60] proposes a pricing strategy applied to fast charging stations considering voltage

control. However, none of the works previously mentioned propose a carbon-based pricing

that considers in real time the dynamic generation of CO2 emissions from the grid.

2.4 Review of Intelligent Controlled Charging for BETs

In recent years, there have been multiple efforts to understand truck activity,

grid impacts, and charging models for drayage fleets, especially as drayage truck fleets are

anticipated to become more electrified and connected in the future [61]. Drayage trucks,

which transport cargo containers between ports and nearby distribution centers daily, are

considered an ideal candidate for electrification due to their predictable activity patterns.

Drayage trucks travel a limited distance each day, typically shorter than the driving range

of current BET technologies. They usually return to their home base every night, allowing

for overnight charging. Opportunity charging refers to any chance an EV has to charge its

battery, including brief stops such as at traffic intersections or while loading or unloading

passengers at a bus station for instance [62, 7]. Moreover, several studies have targeted

zero-emission drayage operations in Southern California. In 2012, a report prepared from

Gladstein for the South Coast Air Quality Management District (SCAQMD) highlighted

the potential benefits of catenary-accessible hybrid trucks at the port of Los Angeles [63].
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Table 2.2: Summary of indirect controlled charging related work

Ref. Short summary

[33] Emissions associated with plug-in EVs and their impact
on the grid and cost

[38] CO2 emissions comparison between EVs and conventional cars
[29] Grid balancing with wind power and EV charging
[30] Assessment of EVs on peak and off-peak charging policies
[34] CO2 emissions from EVs charging (a case study)
[35] CO2 emissions optimization on plug-in hybrid EVs
[36] CO2 emissions from EVs charging in 2030 using an

optimizing energy system model
[37] CO2 emissions from EVs charging in Rome
[32] CO2 emissions from EVs and plug-in hybrid vehicles

charging under five carbon intensity grid scenarios
[39] Comparison of EVs and internal combustion engines

vehicles global warming potential in European countries
[40] EVs charging behavior scenarios in a smart grid
[58] EV drivers response to dynamic pricing (willingness to pay)
[41] EV charging using a behavioral model and a electricity system
[60] EV fast charging pricing strategy for voltage control
[42] Predictions of EV charging demand based on scenarios
[43] EV charging methods considering peak load

and voltage violation
[48] Photovoltaics (PV) based EV charging considering state

of charge (case study)
[44] Dynamic EV charging and its effect on imports

and exports of energy
[55] EV charging strategy considering price stimulus and

the queue of EV fast charging station
[45] EV charging scheduling considering valley filling and scenario

based approach
[59] Day and night CO2 emissions comparison from

EVs charging sessions
[49] EV coordinated charging with solar PV while

minimizing probability of voltage and current
noncompliance (case study)

[57] EV charging pricing strategy considering TOU,
valley-filling, and peak-shifting

[46] EV charge scheduling considering valley-filling,
and improving Solar PV error forecast
using sky imager (case study)
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Table 2.3: Summary of indirect controlled charging related work (cont.)

Ref. Short summary

[56] EV charging pricing per session considering TOU and peak power charge
[50] EV charging to minimize CO2 emissions and

optimize wind energy usage
[47] EV charging, automation, and sharing considering

load patterns, peak power,
battery capacity, renewable curtailment, and
GHG emissions.

Developments moved forward, and in 2017 Siemens built a test “eHighway” in Carson,

California, near the port of Long Beach. The system only had three freight trucks that can

pair with the one mile long catenary system: a BET, a natural gas hybrid-electric truck,

and a diesel-hybrid truck. The trucks were ZEs when connected to the catenary, and when

the eHighway ended, the trucks returned to use their internal engine to drive the rest of

the path [64]. In addition, in 2013, a report from CALSTART aimed to research, identify,

and evaluate potential technologies to address drayage needs while achieving ZEs in the

San Pedro Bay Ports [65]. This report was intended to specify the requirements that zero-

emission trucks must meet in order to substitute conventional diesel trucks, emphasizing

the importance of routing strategies to improve productivity [65]. Numerous studies have

explored the activity patterns of drayage operations. In [66] truck trips were analyzed,

finding that less than 1% of drayage trucks completed more than 5 trips per shift, and on

average a truck delivered 12 round trips per day. The paper also mentions that the trucks

spend most of its time navigating to the port and dealing with cargo logistics (port access,

loading, etc.), completing about 60 miles per day near-dock service [66]. In a separate

study, Tanvir et al. [67] analyzed the activity of drayage trucks in Southern California

to estimate the corresponding electric energy consumption and SOC of their batteries.
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Their results suggest that BETs can serve 85% of the tours if they can be opportunity

charged at the home base between consecutive tours. In addition, drayage fleet efficiency

has also been studied. In [68], a drayage operation planning approach that minimizes

cost and maximizes productivity was presented to deal with port access restrictions by

slot capacity availability. Their results showed that drayage activity productivity can be

increased by 10-24% when port access capacity is increased by 30% [68]. Furthermore,

drayage truck emissions have also been assessed over the years. In [69], a coordinated truck

model was presented to reduce emissions from empty truck trips. Their results suggest

that a collaborative truck appointment system is an effective tool to reduce emissions, but

that a congestion management tool is also needed at ports [69]. McCormack et al. [70]

measured truck movements along specific roadway corridors in Washington State using

data from the Commercial Vehicle Information System and Networks (CVISN) electronic

truck transponders and Global Positioning System (GPS) data from 30,000 trucks. Results

showed that GPS devices provided highly accurate data on both travel routes and individual

roadway segments used by trucks. This makes the GPS dataset considerably more robust

than the transponder data. Ma et al. [71] analyzed GPS truck data to develop performance

measures for truck-based freight network monitoring. Truck travel patterns were identified

using an algorithm that differentiated between traffic-based stops and intended stops. This

algorithm utilized average stop duration (i.e., dwell time), and the results were manually

inspected. The findings presented travel time and speed, roadway location, and stop location

information for a fleet of 2,500 trucks in the Puget Sound, Washington region.

You et al. [72] developed a comprehensive framework for processing GPS data from
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clean trucks at California’s San Pedro Bay Ports. Data from 545 trucks were filtered and

manually checked for truck-accessible locations using Google Earth. Four tour type patterns

were analyzed, concluding that the tour characteristics of trucks vary significantly based on

fuel type and cargo moves. Similarly, Patel et al. [73] utilized a Random Forest classifier

to categorize truck stop locations as either primary or secondary using GPS data. Their

proposed machine learning model can identify primary stop locations with an accuracy of

97%.

Zhu et al. [74] conducted a systematic study on the impact of charging loads of

HD EVs on the electric power grid. They used a methodology that takes into account the

location of chargers, load modeling, and grid impact analysis, and compared the results

using one model distribution feeder and a realistic California feeder. The study revealed

the impact of charging stations on the grid and suggested that different mitigation plans,

such as the use of smart chargers, can provide reactive power support. Fjaer et al. [75]

modeled the aggregated load profiles of high-energy charging stations utilized by HD EVs in

Eastern Norway, considering peak loads of 4, 9, and 13 MW. The findings showed that the

peak loads associated with HD EVs caused the electrical distribution substation to surpass

its rated capacity and thermal limit. To address this issue, the authors suggested reducing

the peak load by extending the drivers’ break time by 15 minutes, which would enable the

operation of the electrical distribution substation to remain below the rated capacity. This

recommendation aimed to ensure that the substation operates within its limit and provides

a stable power supply.

Borlaug et al. [76] investigated the impacts of depot charging by developing syn-
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thetic load profiles for short-haul HD EVs, which were applied to 36 distribution substations.

The results showed that 78-86% of the substations were capable of supplying HD charging

without upgrades. In [77], a simulation was conducted to assess the impact of HD charging

on a distribution system in Texas. The findings indicated that the transmission grid expe-

rienced a significant impact when charging only 11% of the simulated HD EVs, highlighting

the need for infrastructure upgrades and further studies of smart charging models. Simi-

larly, Tong et al. [78] analyzed the charging load profiles of HD EVs, which demonstrated

that the daily charging peak is highly influenced by long-haul truck operations, as well as

the peaks in solar power generation in California. Smart charging for HD EVs, explored

in [79], used data from 259 U.S. HD EVs to gauge peak demand impacts. Modeling two

battery capacities and charging levels, the findings showed that smart charging could reduce

peak demand by 1,095 kW, potentially saving up to $10,000 monthly.

The review of these prior research efforts suggests significant gaps in the existing

literature concerning in depth analysis of drayage truck operation, stop locations, and en-

ergy consumption. Moreover, while the estimation of grid impacts from HD truck charging

has been explored, it has not been specifically examined for drayage operations. Lastly, the

development of intelligent charging models tailored for HD trucks is almost non-existent

to date. While there are various factors that affect the performance of BETs, includ-

ing temperature conditions, battery degradation, and battery cell imbalance, literature is

limited [80, 81] as electric trucks are greatly influenced by technological advancements.

Consequently, given the rapid progress in battery technology, the feasibility of HD BETs is

changing rapidly [82].
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Chapter 3

Indirect Controlled Charging

Through a Carbon-Based Pricing

Strategy

Transitioning from basic concepts and policy discussions about California’s trans-

portation sector, this section introduces methods and data analysis centered on a detailed

approach to controlled electric vehicle charging, influenced by carbon pricing strategies. It

serves as a key point in the dissertation, where theoretical ideas are put into practice through

thorough research methods, aiming to tackle the challenges of transportation electrification

with a focus on inventive and environmentally-aware charging solutions. Figure 3.1 presents

the framework of this chapter.
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Figure 3.1: Framework of this chapter.

3.1 Introduction and Background

In order to achieve carbon neutrality by 2045, it is estimated that California will

need approximately eight million EVs and 1.5 million shared chargers by 2030 [19]. It is

clear that innovative charging solutions will be needed to align EVs charging with renewable

energy generation and local grid needs. Over the years, there has been numerous research

studies focused on CO2 emissions associated with EV charging, solar charging strategies

and its impact on emissions, grid balancing, policy, and pricing behavior. In order to avoid

loads on the grid at unfavorable times, it is imperative to align EVs charging with renewable

energy generation, to seek strategies to encourage smart charging, and to ensure consistency

in EVs charging pricing.
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3.2 Chapter Problem Statement

What is needed is a method to ensure consistency in EVs charging pricing, align

EVs charging with renewable energy production, and consider the local needs of EV users.

In this chapter, an Intelligent Transportation System (ITS) approach was developed to

optimize EV charging based on constraints of the electricity grid. Specifically:

• We developed a data-driven dynamic carbon-based pricing strategy to encourage EV

charging during times of the day where an excess of renewable energy occurs;

• We considered the local needs by adapting the pricing model to include building

loads and clean solar PV energy generation–the pricing model is able to capture the

variability of solar PV power and building power usage and adapts in real-time to

current conditions;

• We introduced a TOU pricing mechanism as an addition to the carbon-based pricing

strategy to incentivize drivers; and

• We generated carbon pricing day-ahead and three hour-ahead predictions using ML

to help drivers better plan their charging sessions accordingly. This innovative EV

pricing methodology is based on pattern recognition through ML rather that simple

simulated scenarios.
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3.3 Methodology

3.3.1 Proposed Pricing Strategy

In order to propose a carbon-based pricing strategy in $/kWh to charge EVs,

data from the California Independent System Operator (CAISO) and CE-CERT was gath-

ered. The main goal was to combine the information from the energy grid (CAISO) and

a university-operated microgrid to optimize the hours when EV charging is favorable. To

assess the CO2 emissions from EVs, the CO2 emissions rate from the grid is used. This

rate represents the CO2 emitted to generate one MWh of electricity and is calculated by

dividing the CO2 emissions (mTCO2/h) by the total energy supply from the grid (MW).

Subsequently, this rate (mTCO2/MWh) will be complemented by adding Carbon Allowance

Prices (CAP) in $/mTCO2 and TOU in $/kWh. This methodology is illustrated in Fig-

ure 3.2.

CE-CERT’s microgrid generates its own electricity from solar PV during the day,

and the surplus is being exported to the grid. So, the energy being used during solar

production hours is carbon-free. Thus, our model calculates and predicts the carbon-based

EV charging pricing scheme at each timestamp i as follows:

$

kWh i
=

( mTCO2

kWh i
×WFi︸ ︷︷ ︸

Grid

× $

mTCO2 i︸ ︷︷ ︸
CAP

)
+

$

kWh i︸ ︷︷ ︸
TOU

× (1− fsolar)i︸ ︷︷ ︸
CE-CERT

(3.1)

Where:

mTCO2/kWh = CO2 emissions rate from the grid for all energy sources combined.

WF= Weighting factor defined as the ratio of energy supply by source to the total energy
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Figure 3.2: Proposed carbon-based pricing methodology. Grey boxes correspond to data
sources, yellow boxes correspond to models created, and green boxes correspond to model
output.

supply. This factor is being applied to capture the increase and decrease in energy supply

and emissions from each source (e.g.,in order to capture the decrease in energy supply from

natural gas during solar generation we need to weight the supply from natural gas with

respect to the total supply).

CAP = Carbon Allowance Prices. These allowances are created by CARB based on the total

number of permissible emissions. One allowance equals one metric ton of carbon dioxide

equivalent emissions [83]. The number of allowances created is reduced every year, so the

annual CAP declines. CAP prices are set each year in February, May, August and November

by CARB [83]. Joint Auction #25 held in November 2020 set the carbon allowance price

that run from November 17 2020 to February 17 2021 to 16.93 $/mTCO2 [83, 84].

TOU = Riverside Public Utilities (RPU) TOU for Large and general industrial services [85,
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86]. They define their electricity prices in $/kWh and their Summer electricity rate starts at

12:00 am on June 1st and continue through September 30th of each year. Winter electricity

rate starts at 12:00 am on October 1 of each year and continue through May 31 of the

following year [86]. Table 3.1 summarizes RPU-TOU.

Table 3.1: 2020 RPU TOU

Energy Charge Description $/kWh

On-Peak 12:00pm-6:00pm summer weekdays 0.1079
5:00pm-9:00pm winter weekdays
except holidays

Mid-Peak 8:00am-12:00pm summer weekdays 0.0874
6:00pm-11:00pm summer weekdays
8:00am-5:00pm winter weekdays
except holidays

Off-Peak All other hours 0.0755

fsolar= Solar factor. This factor can take values between 1 and 0 and considers solar PV

power and building power usage. This is calculated as follows:

fsolar =
Solar Power (kW )

Building Power Usage (kW ) + Solar Power (kW )
(3.2)

So

fsolar =


1 Building Power Usage ≤ 0

[0, 1[ Otherwise

(3.3)

When fsolar is 1, this means that the building is being supplied entirely by solar energy and

the surplus is exported to the grid, so (1− fsolar) would be zero, and therefore, there would

zero CO2 emissions from the grid during this time. Finally, by using Equation 3.1, we can

get a carbon-based pricing scheme in $/kWh that considers the emissions associated with

the source of electricity used by the EVs, carbon allowance prices, TOU, and PV generation
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at CE-CERT. For our model, we make the following assumptions:

1. The goal is to generate predictions in real time. However, to present this work, we are

assuming November 21st 2020 as our target day for day-ahead prediction. This means

that the day-ahead model has been tested and trained using data up to 23:59pm of

November 20th.

2. We also assume November 21st 2020 at 09:45am is our target day and hour for the

three hour-ahead prediction. This means that the three hours ahead has been tested

and trained using data up to 09:45am of November 21st.

3. We assume that the grid coming in to CE-CERT has the same energy source compo-

sition as the grid data from CAISO.

3.3.2 Data

3.3.2.1 CAISO Data

Real-time energy supply by source data and real-time CO2 emissions by source

data were collected from CAISO. Data were collected every 5 minutes from April 2018

to November 2020. The energy supply by source data is collected in MW and the CO2

emissions by source is collected in mTCO2/h. CO2 emissions from CAISO are calculated

by adding GHG emissions from internal ISO dispatches, including dynamic schedules, and

GHG emissions from imports serving ISO load [87]. Figure 3.3 shows CAISO energy supply

by source for November 20th 2020. Figure 3.4 shows grid CO2 emissions by source in

mTCO2/h for November 20th 2020. A decrease in energy supply and emissions from imports
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and natural gas is observed when solar energy supply increases, which for this particular

day, happens around 8:30am.

Figure 3.5 shows CO2 emissions rate from the grid multiplied by each weighting

factor in mTCO2/MWh. This corresponds to the first horizontal bracket in Equation 3.1.

Natural gas usage and imports supply started to decrease as soon as solar energy was being

generated. Usually, imports and natural gas supply will remain at their minimum during

solar generation hours. However, this may not be the case when we have a cloudy day, or

if it is a particularly hot day and the energy demand increases due to the air conditioning

(AC) usage.

3.3.2.2 CE-CERT Data

The CE-CERT buildings are connected to the grid and also generate electricity

from 500 kW of installed PV solar arrays. Typical loads of the CE-CERT buildings in-

clude level-3 EV charging, level-2 EV charging, heating ventilation and air conditioning

(HVAC) operation, lightning and other operational loads. Real-time building power usage

data, which corresponds to the readings from the meter, are collected every thirty seconds,

and real-time PV generation data are collected every 15 minutes. Both are collected in

kW. Building power usage and PV generation data were collected from January 2017 to

December 2020 and are divided into Fall, Winter, Spring, and Summer quarters to gener-

ate seasonal predictions. Figure 3.6 shows the typical building power usage and solar PV

generation at the CE-CERT facility in kW. On a normal sunny day, building power usage

is negative during solar PV generation. This means that the energy usage of the building is
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Figure 3.3: CAISO grid energy supply by source in MW
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Figure 3.5: Weighted CO2 emissions rate in mTCO2/MWh for November 20th 2020.

supplied entirely by solar generation and the surplus energy is being exported to the grid.

Figure 3.6 also illustrates the values of fsolar, which is equal to one at times when energy

is exported to the grid, as described in Equation 3.3.

3.3.3 Forecast using ML

Predictions of CO2 emissions rates from the grid, solar PV power, and building

power usage from CE-CERT were generated by using a supervised ML regression model

called Random Forest regression in Python [88].

Random Forest regression is a supervised machine learning model designed to

learn by training. The decision trees are built in parallel during training and the output
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Figure 3.6: Building power usage, solar PV generated, and fsolar at CE-CERT for November
20th 2020. This particular building is connected to 100 kW of installed PV solar arrays.

result is the mean of all the prediction trees [88]. Random Forest was chosen based on

previous work from [89] where different machine learning models are used to predict solar

PV power, showing that Random Forest had the best overall performance. Our model is

highly dominated by solar PV power production, so we assume that this model would fit

well with our datasets. In addition, Random Forest is one of the most accurate learning

algorithms available and runs efficiently on large databases [88]. However, special attention

is needed to avoid overfitting. This can be controlled by running a cross-validation process

that utilizes different settings to evaluate the performance of the estimator [90].

For our machine learning model, we used a train-test split ratio of 70-30%. We

ran a cross-validation using 5 folds with 3000 fits to validate our model. Finally, the Root

35



Mean Square Error (RMSE) and coefficient of determination (R2) were used to evaluate

the final performance of our model.

3.4 Results and Discussion

3.4.1 CO2 Emissions Rate Forecast

The first term in Equation 3.1 represents the CO2 emissions rate from the grid.

The output of the forecast model is day-ahead and three-hour-ahead CO2 emissions rate pre-

dictions. When running the cross-validation with a total of 3000 fits, the best performance

was achieved with 950 and 970 estimators (number of trees in the forest) for day-ahead and

three-hour-ahead predictions respectively. Figure 3.7 illustrates a few combinations of the

day-ahead cross-validation. When running the model with the following parameters settings:

maximum features (number of features to consider at every split)=auto, minimum samples

leaf (minimum number of samples required at each leaf node)=1, and random state=42, we

achieved a better mean R2 and RMSE overall than when we changed to minimum samples

leaf=2. Negative RMSE sign represents loss, so the magnitude was considered.

Figure 3.8 shows the result of the day-ahead (DA) and three-hour-ahead (3 HA)

CO2 emissions rate forecast for November 21st 2020. The day-ahead prediction follows the

correct trend. Moreover, the three-hour-ahead prediction was able to adapt to the sudden

change of the trend by updating the prediction from 0.15 to 0.20 mTCO2/MWh around

Noon.

Table 3.2 summarizes the error metrics for the day-ahead and three-hour-ahead
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Figure 3.7: Result of cross-validation to get the best combination of hyperparameters for
predicting CO2 emissions rate in mTCO2/MWh. Number of estimators corresponds to the
number of trees in the forest, and maximum features=auto means

√
number of features.

CO2 emissions rate predictions. Overall, the day-ahead prediction performs better than the

three hour-ahead predictions. This is due to the number of estimators and random state of

the model for each prediction. Overall, for day-ahead prediction, the model has a RMSE

of 0.0083 mTCO2/MWh which is relatively small when compared to the magnitude of the

CO2 emissions rate.

3.4.2 Solar PV and Building Power Usage Forecast

The fourth term in Equation 3.1 considers the contribution of solar energy gen-

erated compared to building power usage at CE-CERT by using the solar factor (fsolar).

The best performance of the day-ahead solar PV power predictions was achieved with 950
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Figure 3.8: Day-ahead (dashed blue line) and three-hour-ahead (dotted orange line) CO2

emissions rate forecast for November 21 2020. ”BR” means best Random Forest model
which includes the results of the cross-validation.

estimators and 990 estimators for three-hour-ahead predictions for Fall (because November

21st is in the Fall quarter).

Table 3.2 summarizes error metrics for day-ahead and three-hour-ahead solar PV

power predictions. Having an overall RMSE of about 6 kW for day-ahead predictions is

acceptable when solar PV power ranges from 0 to 80 kW. Figure 3.9 shows day-ahead and

three-hour-ahead solar PV power forecast. It also shows y − ŷ/σ which is presented as an

error metric to illustrate that even with sudden changes in solar PV power due to clouds

or other factors, the error is still within a small range.
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In order to calculate fsolar (Equation 3.3) building power usage also needs to be

predicted. The best performance of the day-ahead building power usage predictions was

achieved with 970 estimators and 870 estimators for three-hour-ahead predictions for Fall.

Figure 3.10 shows day-ahead and three-hour-ahead building power usage forecast.

Similarly, building power usage error metrics are presented in Table 3.2. Although

building power usage is strongly dominated by solar PV, the prediction presents a lower

performance when compared to solar PV power forecast. This may be caused by the

granularity of the data. Building power usage data were collected every 30 seconds and

averaged to 15 minutes for consistency and GPU resources. As a result, the model may not
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Figure 3.10: Building power usage forecast. Day-ahead (dashed blue line) and three-hour-
ahead (dotted orange line) for November 21st 2020. “BR” means best Random Forest model
which includes the results of the cross-validation.

be capturing the underlying trend very well resulting in underfitting.

Table 3.2: Hour-ahead (HA) and day-ahead (DA) error metrics of the random forest model
when predicting:

CO2 emissions rate Solar PV Building Power
(mTCO2/MWh) Power (kW) Usage (kW)
R2 RMSE R2 RMSE R2 RMSE

HA 0.986 0.0084 0.969 5.9657 0.927 7.3307
DA 0.987 0.0083 0.970 5.8941 0.931 7.1568

40



3.4.3 Carbon-based Electric Vehicle Charging Pricing Predictions

Figure 3.11 compares the proposed carbon-based pricing, calculated and predicted,

with current TOU charges. Day-ahead (DA) and three-hour-ahead (3 HA) carbon-based

pricing predictions are presented for November 21st 2020, while real time calculated price

is presented until 9:45am of November 21st 2020. A difference of about 0.005 $/kWh is

observed overall which is defined as carbon contribution. As an example, if we assumed that

an EV consumes 33 kWh to travel 100 miles [91] and the charge considering only off-peak

TOU (November 21st 2020), the cost per mile is about $0.0249. However, when our carbon-

based pricing is considered for the same day (excluding solar PV power), the cost per mile

increases to $0.0257 during solar hours and $0.0270 for the rest of the day approximately.

A larger difference in pricing is observed when we consider the solar PV power generated at

CE-CERT. This is presented as our final carbon-based pricing in Figure 3.12. The carbon-

based pricing incorporates local solar PV generation which is presented as a savings using

a shaded area in Figure 3.12. This means that the cost per mile decreases from $0.0257 to

$0 during solar hours for November 21st 2020 according to our predictions.

3.5 Chapter Conclusions

To ensure consistent pricing in EV charging, this chapter proposed a carbon-based

pricing strategy and day-ahead and three-hour ahead pricing predictions. These take into

account CO2 emission rates from the grid, CAP, TOU rates, building power usage, and re-

newable energy generation at CE-CERT. This innovative, data-driven approach is designed
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Figure 3.11: Carbon-based pricing prediction for November 21st 2020 where: “DA Pred
Price” corresponds to the day-ahead predicted price in $/kWh, “3 HA Pred Price” corre-
sponds to the three-hour-ahead predicted price in $/kWh, “Real calculated price” corre-
sponds to the price using real time data, “TOU Price” is the TOU price, and the shaded
area corresponds to the difference between TOU price and our proposed carbon-based pric-
ing (excluding solar PV power from CE-CERT).

to shift load patterns and encourage smarter charging behavior. Demonstrating the effec-

tiveness of controlled electric vehicle charging strategies influenced by carbon pricing, this

chapter lays the groundwork for future research to further explore and refine these concepts.

The model, while currently offering day-ahead and three-hour-ahead predictions, is flexi-

ble enough to be adapted for longer-term forecasts, dynamically learning from data. The

three-hour-ahead forecasts are designed to adjust in real time to changes, such as weather

fluctuations, ensuring adaptability. Furthermore, the model can generate weekly, monthly,

and seasonal predictions, providing a comprehensive tool for managing EV charging in

alignment with environmental and energy goals.
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Figure 3.12: Final carbon-based pricing prediction for November 21st 2020 where: “Final
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Chapter 4

Intelligently Controlled Charging

Model for BETs Considering

Trip-and-Tour Patterns

Chapter 3 presented an indirect controlled electric vehicle charging strategy influ-

enced by carbon pricing. This chapter highlights the dissertation’s progression into more

specific and advanced applications of controlled charging strategies, focusing on intelligent

controlled charging techniques applied to BETs. Figure 4.1 summarizes the framework of

this chapter.
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Figure 4.1: Framework of this chapter.

4.1 Introduction and Background

California has set a goal to achieve carbon neutrality by 2045, with a specific target

to make all drayage trucks operating in the state be zero-emission vehicles by 2035. Achiev-

ing this target requires accurate modeling of the quantities, locations, and load profiles

of chargers needed to meet statewide electrification goals. However, there are significant

gaps in the current literature regarding in depth analysis of drayage truck operations, stop

locations, and energy consumption. Furthermore, the development of intelligent charging

models specifically for HD trucks is notably lacking.

4.2 Chapter Problem Statement

Given these gaps and existing limitations, this research:

• Proposes a data-driven methodology to identify trip-and-tour activity patterns for

potential en-route opportunity charging of BETs in drayage operations at the San
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Pedro Bay ports;

• Adapts BET energy efficiency in the current literature as applied to loaded and un-

loaded conditions; and

• Simulates charging scenarios at different locations to determine SOC with and with-

out en-route opportunity charging for example drayage trucks based on two different

charging power levels.

In addition, to efficiently project the required charging infrastructure and develop innovative

solutions to meet the increasing charging demand from HD BETs, an intelligently controlled

charging model was developed and evaluated using real-world activity data of drayage trucks

at the Ports of Los Angeles and Long Beach. The main contributions are listed below:

• This intelligently controlled charging model is specifically designed for BETs, which

takes into account TOU energy cost rates to optimize subsequent tour completion and

minimize charging costs, representing a pioneering approach in BET charging.

• This model’s application was demonstrated by generating home base load profiles,

analyzing one year worth of real-world activity data from a fleet of 20 drayage trucks

operating at the Ports of Los Angeles and Long Beach. The modeled trucks have a

battery capacity of 565 kWh and are charged using a 150 kW power level.

• A sensitivity analysis was performed to compare the results of three scenarios–with

5%, 50%, and 80% reserved SOC after completing the subsequent tour.
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4.3 Methodology

4.3.1 Identifying Trips and Tours using Two Stage Unsupervised ML k-

Means Clustering Model

Truck activity data were analyzed for 2200 vehicles operating at the San Pedro Bay

Ports terminal regions in Long Beach and Los Angeles from July 2021 to August 2022. The

available data for each truck included ID (TruckId), latitude, longitude, and GPS date/time.

Furthermore, data for each truck at different terminal regions were also available, including

the terminal name, tract name, enter date/time to the terminal, and exit date/time from

the terminal. The frequency of the activity data was not uniform as the vehicle position and

GPS date/time were recorded only when the trucks moved along the road. Hence, no data

were recorded if there was no movement. This fleet typically covers routes in Los Angeles,

San Bernardino, and Riverside counties, as illustrated in Figure 4.2.

© Mapbox © OpenStreetMap

Figure 4.2: Typical routes for a fleet of 20 drayage trucks.

As shown in Figure 4.3, the data provided were pre-processed and filtered by

terminal region and truckID. Additionally, the GPS date time differential was calculated to
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get the time gap between each timestamp. Thus, a cluster of data points on the map with

large time elapsed between timestamps would mean a potential home-base or warehouse

where the truck stopped to rest or to load or unload cargo.

Figure 4.3: Proposed methodology. Light orange boxes correspond to models created, grey
boxes correspond to data sources, and green boxes correspond to output of the models.

To isolate the stops and home-base clusters where the truck spent more time, an

unsupervised k-Means ML model was implemented in Python. The k-Means algorithm clus-

ters data by separating them in groups while minimizing the inertia [90]. This algorithm

has been widely used across a range of applications mostly because its scalability, including

freight GPS data analyses [92]. In addition, a hyperparameter optimization was also con-

ducted to determine the optimal number of clusters for the initial k-Means by calculating
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the average time differential and the 99th percentile in minutes for the cluster designated

for removal.

After identifying potential truck stops and the home base using the first k-Means,

a second k-Means model was implemented. The main aim was to obtain the convex hulls

for each cluster to identify possible truck stops. Therefore, based on the original activity of

the truck, every time the truck enters a convex hull and spends a significant amount of time

there, the potential stop will be labeled as a significant stop. Finally, a hyperparameter

optimization was also performed for the second k-Means model to determine the optimum

number of clusters, maximum number of iterations of the model, and random state for result

repeatability. To determine the optimal number of clusters for the second k-Means model,

the Elbow method (improvement in distortion declines) was used, which involves calculating

the inertia. Inertia is a measure of how well a dataset is clustered by k-Means. It is

calculated by measuring the distance between each data point and its centroid, squaring this

distance, and then summing these squares across one cluster. A good model is characterized

by low inertia and a minimal number of clusters [93, 94].

Trips and tours were generated from the identified stops and home base. A truck

trip serves a specific purpose, such as picking up a container from the port or delivering it to

a warehouse. A truck tour consists of a sequence of truck trips. In this study, a truck tour

is defined as starting and ending at the home base location. Tour travel distances for each

truck were determined using a maps, routing, and navigation Application Programming

Interface (API) in Python. It is assumed that trucks were unloaded when traveling from

the home base and loaded when traveling from the ports. The loaded/unloaded status was
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maintained between the end of the previous tour and the beginning of the next tour. Within

a tour, the status alternates between loaded and unloaded for each trip. To calculate energy

consumption, energy efficiency values from [95, 96] were utilized, with loaded and unloaded

trucks consuming 3.72 kWh/mi and 1.48 kWh/mi, respectively.

4.3.2 Intelligently Controlled Charging Model

Truck activity data were analyzed for 20 vehicles belonging to the same fleet op-

erating at the San Pedro Bay Ports terminal regions in Long Beach and Los Angeles from

July 2021 to August 2022. After identifying trip-and-tour patterns, an intelligently con-

trolled charging model for BETs that minimizes charging costs while optimizing subsequent

tour completion is presented. Home base charging load profiles were generated using the

proposed charging model, subject to constraints of the energy needed to complete the next

subsequent tour and Time-of-Use energy cost rates. A sensitivity analysis evaluated three

scenarios: a passive scenario with a 5% state-of- charge (SOC) constraint after completing

the subsequent tour, an average scenario with a 50% SOC constraint, and an aggressive

scenario with an 80% SOC constraint.

4.3.2.1 Objective function and Constraints

The intelligently controlled charging model optimizes charging resources such as

energy cost and efficiency based on various constraints, including grid energy demand, bat-

tery capacity, network structure, and transformer efficiency, using data-driven approaches [5].

After processing trip and tour data for each truck, as well as their respective timestamps

for entering and exiting the home base location, an intelligent controlled charging model
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for our fleet scenario is proposed.

1. Setup and Assumptions: The following assumptions were made for the model:

• Each truck has a nominal battery capacity of 565 kWh, with 80% usable capacity

for SOH protection purposes [6];

• The truck battery is 100% charged at the beginning of the first tour;

• Charging is modeled using a 150 kW charger, and assuming a 85% charging

efficiency adapted from [97];

• When the time at the home base exceeds 24 hours, the charging session will occur

during the first 24 hours;

• The electrical load profile modeled at the home base only considers the charging

of BETs.

• The effects of temperature conditions are neglected;

• Battery degradation and battery cell imbalance during charging are neglected;

2. Objective Function: Goal is to minimize the total charging cost and maximize

subsequent tour completion by optimizing the charging time. Thus, for the objective

function described in Equation 4.1, the charging time t in hours for each hour j and

tour i is given by:

Minimize
n∑

i=1

m∑
j=1


TOUij

...

TOUnm

 · ηcPL×


tij

...

tnm


With: tij ∈ Rn

(4.1)
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3. Constraints:

• Setting lower bounds:

C1: tij , . . . , tnm ≥ 0 (4.2)

• Setting upper bounds:

C2: [tij , . . . , tnm] ≤ [Kij , . . . ,Knm] (4.3)

• The total charging time should not exceed the maximum battery capacity:

C3: tij + . . .+ tnm ≤ Ti
(4.4)

• After charging, the SOC minus the energy for the next tour should meet the

SOC constraint:

C4:
(BRi + (C3)× ηcPL)− Ei+1

0.8×BC
≥ SOCc

(4.5)

Where:

t=charging time in hours;

i= number of the tour;

n= total number of tours;

j= hourly bin to charge at each tour;

m= total number of hours (bins) available at the home base to charge;

ηc= charging efficiency equals to 0.85;

PL= charging power level at the home base equals to 150 kW;

BC= truck battery capacity equals to 565 kWh;

Kij= time remaining in hours to charge within the hourly bin (≤ 1);
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Ti= time needed in tour i to have a fully charged battery in hours;

BRi= battery remaining after tour i;

Ei+1= kWh needed to cover subsequent tour (i+ 1);

SOCc= Model constraints of 5%, 50%, and 80% represent the reserved SOC after

completing the subsequent tour (i+ 1); and

TOUij= TOU-EV-9 rate is applied for each tour i and hour j at the home base,

which is located in a zipcode covered by Southern California Edison (SCE). The spe-

cific TOU rates are summarized in Table 4.1.

Table 4.1: 2019-2023 TOU-EV-9 rates SCE [8, 9]

Energy Charge Description $/kWh

Summer on-peak Jun 1 - Sep 30 weekdays 0.412
4:00pm-9:00pm

Summer mid-peak Jun 1 - Sep 30 weekends-holidays 0.218
4:00pm-9:00pm

Summer off-peak Jun 1 - Sep 30 0.102
any other time

Winter mid-peak Oct 1 - May 31 0.250
4:00pm-9:00pm

Winter off-peak Oct 1 - May 31 0.107
00:00am-8:00am and 9pm-00am

Winter super-off-peak Oct 1 - May 31 0.067
8:00am-4:00pm

4. Optimization Technique: The proposed algorithm shown in Algorithm 1 defines an

optimization problem using the Python PuLP library [98]. PuLP is a free, open-source

software written in Python. It is primarily used to describe optimization problems as

mathematical models. Once defined, PuLP can call various external linear program-
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ming solvers, such as CBC, GLPK, CPLEX, Gurobi, etc., to solve the model. The

model uses the CBC (Coin-or branch and cut) solver. This is an open-source solver

that comes bundled with PuLP. For many standard problems, particularly smaller

ones, CBC is quite effective. Other solvers like Sequential Least Squares Quadratic

Programming (SLSQP) and Nelder-Mead are available in the Scipy.optimize Python

package [99]. These two solvers are particularly effective for non-linear optimization

problems. While SLSQP is straightforward to use, Nelder-Mead does not enforce con-

straint handling.

The optimization problem is set up as a minimization problem with the objective

function defined as the dot product of the TOU rates, power levels, and tij variables,

which represent the amount of time spent charging in hourly bins. The variables are

created as a dictionary using the LpVariable method, and the lowBound parameter

is set to 0 to ensure non-negativity. The algorithm then sets up several constraints

related to the variables, including upper bounds on the charging time and a con-

straint on the reserved SOC of the battery after the next subsequent tour. Finally,

the optimization problem is solved using the solve method of the LpProblem class.

5. Results: The outcome provides the optimal charging duration for each hourly bin to

construct the home-base charging load profile.

4.3.3 Home-Base Charging Load Profiles

Drayage truck activity patterns were obtained for a fleet of 45 diesel trucks oper-

ating at the ports of Los Angeles and Long Beach for a typical summer week starting on
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Algorithm 1 Intelligent controlled charging algorithm

1: Lpprob ← p.LpProblem(′Problem′, p.LpMinimize)

2: tarray ← [ ]

3: for i← 1 to n do

4: for j ← 1 to m do

5: t[ij]← p.LpV ariable(”tij”, lowBound = 0)

6: Lpprob ← [TOUij] · ηcPL× [tij ]

7: Lpprob ← tij ≤ kij

8: end for

9: end for

10: return tarray

11: for i← 1 to n do

12: Lpprob ← p.lpSum(tarray) ≤ Ti

13: Lpprob ← (BRi+(p.lpSum(tarray)∗ηcPL)−Ei+1)
0.8×BC ≥ SOCc

14: status← Lpprob.solve()

15: end for

16: return tarray

Monday August 2nd to Sunday August 8th, 2021. After getting activity patterns for each

truck and travel distances, the home-base charging load profiles for three scenarios were

modeled. For the load profiles the following assumptions were made:

• Each truck was modeled using a battery capacity of 565 kWh with an 80% state-of-

health protection [6];
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• Charging was modeled using a 50 kW and 150 kW chargers neglecting charging losses

and assuming a constant energy flow during the charging session;

• The kWh consumed during each tour were aggregated in hourly bins to get kW at

1-hour intervals;

• The last tour for each truck was removed as there was no information about the kWh

that needed to be charged to cover the next subsequent tour; and

• Finally, there is no constraint related to number of chargers available. and there is no

other baseloads at the home-base. Thus, the load profile modeled at the home base

only considers energy charging of BETs.

4.3.3.1 Scenario 1: Baseline charging model

The home-base baseline charging scenario (Scenario 1) models the case when the

trucks charge upon arrival at the home base aiming to always have a fully charged battery.

This can be seen as an uncontrolled/unconstrained charging scenario. Equation 4.6 shows

the energy charged at the home-base for each truck k and tour i.

ECk,i =



(0.8×BC)−
after tour︷ ︸︸ ︷

(BECk,i−1 − ETk,i),

⇒ if (CPL× THBk,i) ≥ (0.8×BC)− (BECk,i−1 − ETk,i)

(CPL× THBk,i),

⇒ if (CPL× THBk,i)︸ ︷︷ ︸
energy available

< (0.8×BC)− (BECk,i−1 − ETk,i)︸ ︷︷ ︸
energy needed

(4.6)
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Where:

ECk,i = energy charged at the home-base for each truck k and tour i;

BC = battery capacity equals to 565 kWh;

BECk,i = battery energy consumption in kWh for each truck k and tour i;

ETk,i = energy consumed at each tour in kWh for each truck k and tour i;

CPL = charger power level of 50 kW or 150 kW;

THBk,i = time at the home-base in hours for each truck k and tour i.

4.3.3.2 Scenario 2: Tour completion+TOU-EV-9 rates constraints

This constrained charging scenario considers the energy needed to complete the

next subsequent tour and also using TOU rates. As the home-base is located on a zipcode

covered by SCE, the Summer TOU rate used corresponds to TOU-EV-9 to charge MD

and HD EVs with a maximum demand higher than 500 kW, as shown in Table 4.1 [8]. As

presented in Equation 4.7, this model considers subsequent tour completion and TOU-EV-9

rates. In this scenario, the truck is charged only during off-peak energy rates. In the event

of not having enough energy to cover the next subsequent tour, the truck will be charged

regardless of the TOU price.

Where:

ETk,i+1 = energy to cover next tour in kWh for each truck k and tour i;

TOUk,i = TOU-EV-9 rate in $/kWh for each truck k and tour i;

op = off-peak TOU-EV-9 rate in $/kWh
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ECk,i =



0, if

after tour︷ ︸︸ ︷
(BECk,i−1 − ETk,i) ≥ ETk,i+1 and (TOUk,i ̸= op)

ETk,i+1, if (BECk,i−1 − ETk,i) ≥ ETk,i+1 and (TOUk,i = op)

and (CPL× THBk,iETk,i+1)

ETk,i+1 − (BECk,i−1 − ETk,i), if (CPL× THBk,i ≥ ETk,i+1 − (BECk,i−1 − ETk,i)

(CPL× THBk,i), if (CPL× THBk,i)︸ ︷︷ ︸
energy available

< ETk,i+1 − (BECk,i−1 − ETk,i)︸ ︷︷ ︸
energy needed

(4.7)

4.3.3.3 Scenario 3: Tour completion constraint

Similarly, for the Scenario 3, we only consider subsequent tour completion, as

presented in Equation 4.8. This means, that if the truck has enough battery to cover the

next subsequent tour, there is no charging. In case of insufficient energy to cover the next

subsequent tour, the truck will be charged based on the energy available.

ECk,i =



0, if

after tour︷ ︸︸ ︷
(BECk,i−1 − ETk,i) ≥ ETk,i+1

ETk,i+1 − (BECk,i−1 − ETk,i), if (CPL× THBk,i ≥ ETk,i+1 − (BECk,i−1 − ETk,i)

(CPL× THBk,i), if (CPL× THBk,i)︸ ︷︷ ︸
energy available

< ETk,i+1 − (BECk,i−1 − ETk,i)︸ ︷︷ ︸
energy needed

(4.8)

After getting the energy charged at the home-base for each scenario and truck
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and tour combination (i, k), energy was distributed into one-hour intervals to create the

aggregated charging load profile and multiplied by the corresponding TOU-EV-9 rate to

get the energy cost, percentage of tours completed, and number of chargers needed.

4.3.4 En-Route Opportunity Charging

Activity data at the terminal regions of the ports of Long Beach and Los Angeles

over 2 days (August 2-3, 2021) were analyzed for two selected trucks (Truck A and Truck

B) as an initial step to assess the necessity of providing en-route opportunity charging. To

calculate the SOC of the trucks, the following assumptions were made:

1. Energy performance efficiency for drayage trucks was adapted from [96]. It was as-

sumed a 60% local and 40% freeway operation, resulting in 3.72 kWh/mi for loaded

and 1.48 kWh/mi for unloaded trucks;

2. Trucks are unloaded when coming from the home-base and loaded when coming from

the port. The other statuses were manually assigned;

3. Battery capacity was adapted from [6] with a usable battery capacity of 300 kWh

assuming a 80% battery SOH protection;

4. 100% SOC at the beginning of the first trip; and

5. A 50 kW and 150 kW charger were used, neglecting charging losses.

Finally, two different scenarios were considered: potential en-route opportunity charging

at the home-base only, and potential en-route opportunity charging at the home-base and

warehouse stops.
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4.4 Results and Discussion

4.4.1 Identifying Trips and Tours using Two Stage Unsupervised Machine

Learning k-Means Clustering Model

4.4.1.1 k-Means Hyperparameter Optimization

The results of the sensitivity analysis for determining the optimal number of clus-

ters are shown in Figure 4.4. For the initial k-Means, the optimal number of clusters was

determined by calculating both the average time and the 99th percentile in minutes for

cluster 0 situated at the bottom (as seen in Figure 4.4 middle). This cluster represents the

truck constantly moving and does not indicate potential stops for the truck. This cluster

was subsequently excluded from the analysis. Therefore, with 13 modeled clusters, the

cluster designated for removal has a mean of 0.7 minutes, and 99% of the points stopped for

2.3 minutes or fewer (Figure 4.4 left). Increasing the total number of clusters to 14 causes

99% of the points in the cluster designated for removal to stop for 0.9 minutes or less, a

duration considerably shorter than the 3-minute threshold found in the literature [71, 70].

The result of the Elbow method to determine the optimal number of clusters for the second

k-Means model is shown in Figure 4.4-right.

Convex hulls computed as a results of the second k-means performed using only

GPS latitude and longitude are presented in Figure 4.5.
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Figure 4.4: Results of the first k-Means hyperparameter optimization (left), the time dif-
ferential plot (middle), and the second k-Means hyperparameter optimization (right) for
a fleet of 20 trucks using data from July 2021 to August 2022. The optimal numbers of
clusters for the first and second k-Means models were 13 and 20, respectively.
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Figure 4.5: Results of applying the second k-Means model to a fleet of 20 trucks using data
from July 2021 to August 2022. The 20 resulting clusters are represented by green dots and
enclosed in red convex hulls. Additionally, a manual convex hull was assigned to the data
to indicate the home base.

4.4.2 Intelligently Controlled Charging Model

4.4.2.1 Trip-and-Tour Identification

After obtaining the convex hulls for the stops of both trucks, trip-and-tour identi-

fication was conducted. Figure 4.6 presents a comparison of the locations visited by Trucks

0 to 19 from July 2021 to August 2022, emphasizing the variability in travel patterns across

the fleet. Some trucks, such as Truck 1, display more active travel patterns, while others,
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like Truck 13, show notably less activity. Moreover, it’s evident that certain trucks make

more intermediate stops between the home base (red dots) and the port (blue dots). This

variability is further highlighted in Table 4.2, which lists the number of trips and tours per

truck over one year.

Figure 4.6: Locations visited by Trucks 0 to 19 between July 2021 and August 2022. The
red dots represent a stop at the home base, while the blue dots represent a stop at the port.

Figure 4.7 displays the tour travel distance and cumulative distributions for a fleet

of 20 trucks operating at the San Pedro Bay ports from July 2021 to August 2022. It is

worth noting that all tours in the fleet have a travel distance less than the 275-mile range for

a truck with a 565 kWh battery capacity [6]. Achieving a 275-mile range would require an

assumed energy efficiency of 2 kWh per mile, but it is important to consider that drayage

trucks consume varying amounts of kWh per mile depending on factors such as cargo load

and road type (freeway or local) [95, 96]. Additionally, drayage trucks may not be able to

begin each tour with a 100% SOC due to the limited time available for charging between

consecutive tours, which underscores the need for an intelligently controlled charging model
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Table 4.2: Number of tours and trips per truck for a fleet of 20 trucks using data from July
2021 to August 2022

TruckId # of Tours # of trip

0 369 1273
1 411 1449
2 395 1281
3 316 1148
4 308 991
5 245 816
6 224 756
7 395 1395
8 299 970
9 418 1441
10 389 1333
11 309 1043
12 309 1009
13 204 793
14 335 1072
15 389 1469
16 237 754
17 357 1356
18 303 1121
19 336 1192
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Figure 4.7: Tour distance distribution (left) and normalized cumulative tour distance (right)
for a fleet of 20 trucks operating at the San Pedro Bay ports between July 2021 and August
2022. The figure also includes a threshold of 275 miles, as it has been suggested in [6] that
this is the expected range for a 565 kWh battery electric truck.
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4.4.2.2 Tour Completion Analysis

One of the primary constraints in the intelligently controlled charging model is the

completion of subsequent tours. Table 4.2 summarizes the percentage of tours completed

under the three SOC constrained scenarios.

Table 4.3: Total number of tours completed per constrained scenarios.

SOC N◦ Tours N◦ Tours % Tours
Constraint Optimal Sol. Infeasible Sol. Completed

5% 3563 153 95.9%
50% 3020 696 81.3%
80% 1806 1910 51.4%

It becomes evident that as the remaining SOC constraint becomes more aggressive,

the percentage of completed tours decreases. This is due to the model lacking optimal

solutions. The table also indicates the number of tours with optimal and infeasible solutions.

As shown in Figure 4.8, for a truck that spends 3 hours at the home-base, each axis (t1, t2,

t3) represents the hourly bin to be optimized. A tour with an infeasible solution indicates

that the available charging time does not satisfy the constraints in Equation 4.1, preventing

the model from completing the next tour, as highlighted by the red dot being outside the

cube. Consequently, a scenario with 5% reserved SOC after completing the subsequent tour

will result in 96% of tours being completed across the entire fleet. Results from Tanvir et

al. [67] indicate that BETs might complete up to 85% of the tours when opportunity charged

at the home base between consecutive tours. In light of this, our intelligently controlled

charging model suggests a potential to increase the tour completion rate to as much as 96%.

Furthermore, when juxtaposing the results with the normalized cumulative tour distance
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for this fleet (Figure 4.7), it implies that all tours should be completed. However, there

remain about 153 tours (4%) that will not be completed in one year.
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Infeasible Solution

Figure 4.8: Optimal (top) vs. Infeasible (bottom) solutions from the optimization model for
a truck that spends 3 hours at the home-base. Each axis (t1,t2,t3) represents the hourly bin
that needs to be optimized. Colormap represents the charging cost in $. Red dot represents
the solution given by the optimization model.
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The percentage of tours completed by each truck under the three modeled scenarios

is presented in Figure 4.9. It is evident that certain trucks completed more tours than

others. For example, while TruckId 11 and 12 both embarked on the same number of tours

(as detailed in Table 4.2), they differed in the number of trips made, with 1043 and 1009

trips, respectively. This variation in trips leads to a distinct energy consumption pattern,

influenced by the route taken by the truck and whether it is carrying cargo or not.
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Figure 4.9: Percentage of tours completed per truck under the three modeled scenarios for
a fleet of 20 trucks operating at the San Pedro Bay ports between July 2021 and August
2022.

4.4.2.3 Home-Base Load Analysis

Figure 4.10 displays the hourly home base load profile in kW generated by the

intelligent controlled charging model under the three remaining SOC constraints. This

zoomed-out figure highlights the 5% SOC constraint.

The daily aggregated load profile per month in kW, under the three different
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Figure 4.10: Hourly home base load profile in kW generated for the month of July 2021 for a
fleet of 20 trucks using the intelligent controlled charging model with three SOC constraints.
The zoom-out figure presents the hourly profile from July 2021 to August 2022 for the 5%
SOC constrained scenario.

scenarios considered, is presented in Figure 4.11. A seasonality pattern within each month

is evident. Patterns corresponding to weekdays are noticeable every approximately five days,

representing truck charging during the weekdays and minimal charging over the weekends.

Furthermore, a load seasonality in the energy charged can be observed during the Summer

months of July and August 2021. This seasonality might also be linked to the type of product

the drayage truck transports and its import patterns to the country during specific months

of the year. Comparing the three constrained SOC scenarios, the variability introduced

by the available charging time at the home base, and subsequently, the number of feasible

solutions is evident. This variability is highlighted by the vertical gap in kW between the

5%, 50%, and 80% cases.
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Figure 4.11: Aggregated daily load profile per month at the home base in kW for a fleet of
20 trucks using data from July 1, 2021 to June 30, 2022, showing a one-year seasonality.

4.4.2.4 Cost Analysis

Figure 4.12 presents a comparison of the cumulative charging costs from July 2021

to August 2022 for the three SOC constrained scenarios using the TOU-EV-9 rates detailed

in Table 4.1. The total cumulative charging cost for one year under the 5% SOC constraint

amounts to approximately $33,000, as outlined in Table 4.4. However, when contrasted

with the 80% SOC scenario, a decrease of 34% in charging cost (from $33,174 to $11,341)

is observed. Yet, this decrease does not correspond to an equivalent 44% reduction in the

number of tours completed. This discrepancy arises from the optimal solutions at each tour,

with the number of infeasible solutions not factored into the charging cost.

For the infeasible solutions, a delay cost of $26.7 per hour from [100] was used to
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Figure 4.12: Cumulative energy charging cost using the TOU-EV-9 rates for the three SOC
constrained scenarios from July 2021 to August 2022

compare optimal vs. infeasible tour solutions, with each tour being analyzed independently.

Total charging vs. delay costs are presented in Figure 4.13. This clearly indicates that the

scenario with 80% SOC has a significant total cost when delay is considered. Finally, the

5% SOC constraint resulted in a total charging and delay cost of about $40,000 per year,

whereas the 80% SOC led to almost double that amount.

The total cost per truckId is presented in Figure 4.14. Among them, TruckId 11

stands out with notably more variability than the others. This graph serves as a valuable

tool for pinpointing the trucks and routes that might benefit from earlier re-routing to

diminish delay costs.
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Figure 4.13: Charging vs. Delay costs for the three SOC constrained scenarios from July
2021 to August 2022.
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Figure 4.14: Charging vs. Delay costs for the three SOC constrained scenarios from July
2021 to August 2022 per TruckId.
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Table 4.4: Monthly energy charging cost from July 2021 to August 2022 considering the
three SOC constrained scenarios.

Year-Month 5% SOC 50% SOC 80% SOC

2021-07 $3,169.2 $2,137.9 $1,294.8
2021-08 $4,018.3 $2,376.9 $1,187.5
2021-09 $3,087.8 $1,896.5 $1,016.8
2021-10 $2,164.1 $1,099.1 $540.7
2021-11 $2,158.7 $868.6 $490.1
2021-12 $3,001.9 $1,870.4 $919.2
2022-01 $2,350.1 $1,757.1 $703.5
2022-02 $2,728.1 $2,143.5 $778.6
2022-03 $2,569.1 $2,326.9 $978.1
2022-04 $1,760.7 $1,659.7 $621.1
2022-05 $1,432.9 $1,270.5 $607.0
2022-06 $1,875.9 $1,336.5 $815.2
2022-07 $1,333.0 $1,056.5 $537.4
2022-08 $1,524.5 $1,419.5 $851.9
TOTAL $33,174.3 $23,219.7 $11,341.9

4.4.3 Home-Base Charging Load Profiles

4.4.3.1 Home-Base Load Profile Using a 50 kW Power Level

The aggregated home-base charging load is presented in Fig. 4.15 considering a

charging power level of 50 kW for the entire fleet. For this week, most of the charging occurs

during off-peak TOU-EV-9 and the charging load decreased significantly over the weekend

for all the modeled cases as there were no tours on Sunday August 8th.

4.4.3.2 Home-Base Load Profile Using a 150 kW Power Level

Similarly, an aggregated home-base charging load is presented in Fig. 4.16 consid-

ering a charging power level of 150 kW for the entire fleet. When comparing Fig. 4.15 and

Fig. 4.16, it is clearly seen the difference on the home-base load when using a higher power
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Figure 4.15: Load at the home-base from August 2nd to August 8th, 2021, using a power
level of 50 kW with a battery capacity of 565 kWh. Baseline charging load scenario is shown
as grey bars. Scenario 2 is showed using green line, and Scenario 3 is showed using purple
line. Shaded area in red represents Summer on-peak weekday TOU-EV-9 rate, and shaded
area in orange represents Summer mid-peak weekend TOU-EV-9 rate.

level, as the curves are less spread as more energy is charged per hour using a higher power

level.
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Figure 4.16: Load at the home-base from August 2nd to August 8th, 2021, using a power
level of 150 kW with a battery capacity of 565 kWh. Scenario 1 is shown as blue bars.
Scenario 2 is showed using black line. Scenario 3 is showed using red line. Shaded area
in red represents Summer on-peak weekday TOU-EV-9 rate, and shaded area in orange
represents Summer mid-peak weekend TOU-EV-9 rate.
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Based on the aggregated home-base charging profile for the fleet shown in Fig. 4.15

and Fig. 4.16, it is observed that higher charging energy peaks occur in the baseline charging

case (Scenario 1) with a power level of 150 kW. This is because the baseline strategy aims to

always charge the battery fully with the energy available. Thus, with a higher power level,

there is more energy (kWh) available per hour than using a lower power level. The home-

base peak charging loads decrease in most of the days for Scenario 2 and 3 at both power

levels as the trucks are not charged if they have enough energy to cover the next subsequent

tour and when the energy is expensive. From the figures, it can also be concluded that the

home-base energy loads of Scenario 2 (tour completion and TOU-EV-9 constraints) and

Scenario 3 (only tour completion constraint) are similar. This is expected, as our model (as

shown in Equation 4.7 and Equation 4.8) charges the battery enough to complete the next

subsequent tour regardless of the TOU-EV-9 rate in the cases where there is not enough

energy in the battery to complete the next tour. The TOU-EV-9 rate only plays a role

when there is sufficient energy to complete the next tour, as we charge only when there is

an off-peak TOU-EV-9 rate.

4.4.3.3 Energy Charging Cost at Different Scenarios and Power Levels

A comparison between cumulative energy charging cost using the TOU-EV-9 rate

at different power levels and for the three scenarios modeled is presented in Fig. 4.17. The

most expensive case corresponds to the baseline case (Scenario 1) and using a 150 kW power

level charger, followed by a 50 kW power level charger. This is followed by the 150 kW

Scenario 3, then the 150 kW Scenario 2. The least expensive cases uses a power level of 50
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Figure 4.17: Cumulative energy charging cost when comparing 50 kW and 150 kW power
levels for Scenario 1-3 for the fleet during August 2nd to August 8th, 2021.

kW in Scenarios 2 and 3. Table 4.5 summarizes the results for each modeled scenario.

Table 4.5: Summary of Results

Configuration % Tours Energy Charging No. Chargers
Completed Cost ($) Needed

50kW-baseline 0.906 4235.8 20
150kW-baseline 0.951 4515.5 16
50kW-Tour+TOU 0.768 3349.0 18
150kW-Tour+TOU 0.866 3711.1 13
50kW-Tour only 0.715 3359.9 17
150kW-Tour only 0.835 3851.0 13

In terms of energy cost, there is a decrease in the energy charging cost when

comparing the baseline charging case with the other cases. In the case of 50 kW charging

power, there is a 20.9% and 20.6% decrease in the energy charging cost when comparing the

baseline case with Scenario 2 and Scenario 3, respectively (shown in Table 4.5). This can

be clearly seen in Fig. 4.17, where these two models (green line represents Scenario 2 and

purple line represents Scenario 3) present a similar cumulative energy cost over the study
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period. This can be explained by the models charging the energy available rather than

the energy required to complete the next subsequent tour, as when using a lower power

level, there is less power available per hour to supply the energy required. Higher energy

charging costs are observed when increasing the power level from 50 kW to 150 kW for

both Scenario 2 and Scenario 3. A decrease in the energy charging costs of 18% and 15%

are observed when comparing the baseline case with Scenario 2 and Scenario 3 respectively,

using a power level of 150 kW. The decrease in energy costs is not as significant as the case

when using a 50 kW power level. However, the percentage of tours completed increases by

10% in the Scenario 2 and by 12% in the Scenario 3 just by using a higher power level.

Overall, the percentage of tours completed drops when compared to the baseline scenario.

The baseline case always tries to fully charge the battery of the trucks, whereas Scenario

2 and 3 are highly impacted by only supplying the battery enough energy to complete the

next subsequent tour. This highlights the importance of feeding the model with more look-

ahead tour information, as considering only the energy to complete the next subsequent

tour does not seem to be sufficient to increase the number of tours completed.

Finally, the number of chargers needed over the study period was obtained by

analyzing the aggregated load profile and the number of unique trucks per hour during

charging. The proposed models decrease the number of chargers needed by 2.5 and 3 on

average when using a power level of 50 kW and 150 kW, respectively, when compared to

their baseline cases. This metric was considered because a one-to-one charger-to-truck ratio

is often suggested as a straightforward strategy for electric truck adoption [79]. Our results

suggest that 13 chargers are needed when implementing the models using a power level of
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150kW, which is only about one-third of the 38 chargers that would have been potentially

needed if following the basic one-to-one charger-to-truck ratio strategy. Moreover, as prices

for a level 2 DC charger with a power level between 50 kW-150kW can range between

$50,000-$100,000 [101], strategies to reduce the number of chargers required and their cost

need to be explored and included in energy cost analyses.

4.4.4 En-Route Opportunity Charging

4.4.4.1 Trip-and-Tour Identification

Figure 4.18 compares the locations that Truck A and B visited during August 2-3,

2021. It is observed that Truck A visited the port, four stops, and also the home-base for a

longer period of time. On the contrary, Truck B visited the port, three stops, and its stops

at the home-base were shorter.

The trip-table for Truck B from August 2-3, 2021 is presented in Table 4.6. This

truck had 11 trips, represented by each row in the table, and 3 tours (from home-base to

home-base) over a two day period. Cumulative travel distance was 216 miles and cumulative

travel time was 5.2 hours for Truck B. On the other hand, cumulative travel distance was

118 miles and cumulative travel time was 3.6 hours for Truck A.

4.4.4.2 SOC Charging Scenarios

Figure 4.19 shows different modeled SOC scenarios for Trucks A and B. It is

observed that Truck A is able to complete all the trips without requiring en-route oppor-

tunity charging (Figure 4.19-a). However, Truck B shows a different case. When modeling
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Home-base Port Stop21 Stop0 Stop24 Stop5
Location
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Figure 4.18: Locations visited by Trucks A (top) and B (bottom) from August 2-3 2021.

the scenario of home-base only en-route opportunity charging with a 50 kW power level

(Figure 4.19-b), an improvement in the SOC is observed when compared to the no charging

scenario. However, its battery will be discharged before completing the fifth trip from Stop6

to Stop2. When modifying the en-route charging scenario at home-base+Stop6, about 100

kWh were added to the battery SOC as the truck spent about 2 hours in this stop (Stop6).
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Table 4.6: Trip-table for Truck B from August 2-3 2021.

Trip-Table: Truck B
Start End Travel Travel

Location Location distance (mi) time (min)

Home-base Port 6.854 13.403
Port Home-base 6.830 13.238

Home-base Stop16 4.572 8.535
Stop16 Stop6 5.441 12.032
Stop6 Stop2 82.318 97.838
Stop2 Port 76.494 102.145
Port Stop6 8.232 18.312
Stop6 Home-base 6.946 13.747

Home-base Stop6 8.577 14.527
Stop6 Stop16 5.507 11.697
Stop16 Home-base 4.212 7.908

Thus, the truck would be able to complete the fifth trip (Stop6 to Stop2) ending with a

-2% SOC by using its reserved battery capacity, but its battery will be discharged before

completing the next trip from Stop2 to the Port. Moreover, the truck did not spend enough

time at Stop2, so even if some en-route opportunity charging is added at this stop (home-

base+Stop6+Stop2 scenario), there is no significant improvement in SOC when using a 50

kW charger unless the truck spends more time at this stop.

Similarly, SOC scenarios were modeled for Truck B using en-route opportunity

charging at a higher power level of 150 kW. For the case of charging at the home-base only

(Figure 4.19-c), there is no significant difference in the SOC when using a power level of

50 or 150 kW because the truck spent enough time there to be able to fully recharge its

battery. Moreover, there is no significant improvement when increasing the power level at

Stop 6 from 50 to 150 kW. The truck did not consume a notable amount of energy from

previous trips and it is almost fully charged before starting the fifth trip. So the truck ends
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with a -2% SOC after the Stop6 to Stop2 trip, regardless of the power level that we have

in Stop6 because of the travel distance of the trip. In addition, a small SOC improvement

is observed when modeling the en-route opportunity charging scenario using a power level

of 150 kW at Stop2. Finally, as shown in Figure 4.19 (d), Truck B will be able to complete

all of its trips by using a 150 kW power level at Stop2 and by extending its stay at Stop2

from 0.11 to 1.07 hours recharging 161 kWh to its battery.

4.5 Chapter Conclusions

This chapter addressed significant gaps in the literature regarding in depth analysis

of drayage truck operations and intelligent charging models. A novel methodology utiliz-

ing ML techniques to identify the activity patterns of drayage trucks has been introduced,

paving the way for smarter logistics and operational efficiency. Moreover, this chapter pre-

sented an intelligently controlled charging model for BETs that aims to minimize charging

costs while optimizing the completion of subsequent tours. The results are promising, in-

dicating that maintaining a 5% SOC buffer after completing the next tour ensures 96% of

tours are completed across the fleet. While the research presented here is contextualized

by work at the ports of Los Angeles and Long Beach, the methodologies and models are

designed with adaptability in mind, allowing for application to other ports such as Houston,

Savannah, New York, etc., thereby offering a versatile solution to a global challenge in port

operations and electric truck management.

79



(a) Truck A (b) Truck B-50 kW

08
-02

 15

08
-02

 18

08
-02

 21

08
-03

 00

08
-03

 03

08
-03

 06

08
-03

 09

08
-03

 12

08
-03

 15

Start-date

0

20

40

60

80

100

SO
C 

(%
)

Truck A
Discharge threshold

08
-02

 15

08
-02

 18

08
-02

 21

08
-03

 00

08
-03

 03

08
-03

 06

08
-03

 09

08
-03

 12

08
-03

 15

08
-03

 18

Start-date

75

50

25

0

25

50

75

100

SO
C 

(%
)

Truck B_No_Chg
Truck B_HB
Truck B_HB+ST6
Truck B_HB+ST6+ST2
Discharge threshold

(c) Truck B-50 kW HB, (d) Truck B-50 kW HB,
and 150 kW at Stop6 and Stop2 150 kW at Stop6, modified Stop2

08
-02

 15

08
-02

 18

08
-02

 21

08
-03

 00

08
-03

 03

08
-03

 06

08
-03

 09

08
-03

 12

08
-03

 15

08
-03

 18

Start-date

75

50

25

0

25

50

75

100

SO
C 

(%
)

Truck B_No_Chg
Truck B_HB@50kW
HB+ST6@150kW
HB+ST6-ST2@150kW
Discharge threshold

08
-02

 15

08
-02

 18

08
-02

 21

08
-03

 00

08
-03

 03

08
-03

 06

08
-03

 09

08
-03

 12

08
-03

 15

08
-03

 18

Start-date

75

50

25

0

25

50

75

100

SO
C 

(%
)

161 kWh at Stop2
(1.07hrs@150kW)

Truck B_No_Chg
Truck B_HB@50kW
HB+ST6@150kW
HB+ST6@150kW+ST2_mod
Discharge threshold

Figure 4.19: SOC scenario for Truck A from August 2-3 2021 (a). SOC scenarios for Truck
B from August 2-3 2021 using a 50 kW charger (b). SOC scenarios for Truck B from August
2-3 2021 using a 50 kW charger at home-base and 150 kW charger at Stop6 and Stop2 (c).
SOC scenarios for Truck B from August 2-3 2021 using a 50kW charger at home-base, 150
kW charger at Stop6, and 150 kW at Stop2 but extending its stay from 0.11 to 1.07 hours
adding 161 kWh (d). Shaded red area represents the discharge threshold (HB=home-base,
No Chg=No Charging, ST6=Stop 6, ST2=Stop 2, ST2 mod= Stop 2 modified).
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Chapter 5

Conclusions and Future Work

5.1 Conclusions

The main contribution of the dissertation lies in the development of innovative

charging solutions for EVs, particularly addressing gaps in the literature related to EV

charging pricing strategies and intelligent charging models for HD trucks. It proposes

a data-driven, dynamic carbon-based pricing strategy to encourage EV charging during

times of renewable energy surplus, thereby aligning EV charging with renewable energy

production and local grid needs. Additionally, the dissertation investigates the impact of

BET charging loads on the electric power grid, laying the groundwork for future research

and the development of intelligent charging systems that could lead to a more sustainable

and efficient use of energy resources in the transportation sector.

Specifically, this dissertation has presented the following achievements:

• Introduction of a real-time, data-driven carbon-based pricing model tailored for EV
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charging. This model prioritizes periods of high renewable energy availability and

integrates considerations of local solar PV variations, building power dynamics, and

a TOU pricing framework. Furthermore, it leverages ML to achieve day-ahead and

three-hour-ahead forecasts, identifying specific energy consumption patterns.

• Comprehensive analysis of trip-and-tour patterns shown by BETs in drayage opera-

tions at the San Pedro Bay ports. Through data-driven clustering techniques, energy

efficiency—based on whether the vehicles are loaded or unloaded—has been adapted

from current literature. This adaptation has been key in gaining valuable insights

into the activity patterns of these trucks. Our simulations, which explored various

charging scenarios, have provided a significant understanding of the SOC, particularly

when considering potential en-route opportunity charging at designated power levels.

• Development of a cutting-edge, intelligently controlled charging model for BETs, made

with the dual goals of maximizing tour completion while minimizing charging costs,

all within the constraints of TOU energy rates. The efficacy of this model was un-

derscored by a one year evaluation of real activity data from a fleet operating at the

Ports of Los Angeles and Long Beach. To demonstrate its robustness, we conducted

a sensitivity analysis comparing reserved SOC scenarios of 5%, 50%, and 80%.

5.2 Future Work

While this dissertation has produced many positive outcomes, there are still several

unresolved problems that future work should address, especially in the area of intelligent

charging and pricing strategies for electric vehicle fleets, particularly for MD and HD vehi-
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cles.

First, data-driven carbon-based pricing could shift loads and incentivize smart

charging behavior, supported further by policy, regulatory, and societal efforts. One po-

tential future direction could involve introducing a grid resiliency fee to enhance the grid’s

robustness and security. Additionally, a net surplus rate might compensate for Net Energy

Metering (NEM) tariffs when onsite-produced electricity exceeds the on-site load. Another

avenue for exploration might be the integration of additional data sources into the ML

model, such as battery storage rack data and EV charging statistics. A test bed could be

established to incorporate the carbon-based pricing forecast into the level-2 EV chargers

located at CE-CERT to evaluate this pricing strategy. The ultimate objective would be to

assess changes in driver charging behavior by studying their willingness to pay.

Second, for a deeper understanding of electrification in MD and HD vehicles, it is

crucial to identify trip-and-tour activity patterns and simulate en-route opportunity charg-

ing scenarios. One possible future direction is expanding the analysis to different fleets.

Utilizing a global set of stops for the entire truck fleet can help in exploring alternative

charging solutions and understanding queuing activity patterns, which are vital steps mov-

ing forward. Lastly, the strategic location of charging stations should be evaluated to

determine which stops need conversion to electric vehicle charging stations, ensuring the

optimal operation of battery electric drayage trucks and infrastructure planning.

Finally, it is clear that a substantial portion of drayage truck tours will require ad-

ditional solutions for a successful electrified transition. Future modeling might contemplate

BETs with extended ranges, introduce faster charging mechanisms, and re-route BETs to
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account for their driving range as well as the necessary charging durations for subsequent

tour completions. Moreover, addressing existing gaps and creating models for more pre-

cise estimates of trip-and-tour energy consumption are essential. The model proposed in

this dissertation lays the groundwork for intelligent charging solutions tailored for BETs,

aligning with California’s vision for zero-emission drayage trucks. As this model continues

to evolve, it should accommodate more fleet scenarios. The scope of analysis could also

broaden to encompass factors such as temperature conditions, battery degradation, and

battery cell imbalances, providing a more comprehensive perspective.

5.3 Selected Publications Resulting from this Research
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