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Analysis of Replication Control Protocols 

Darrell D. E. Long 
University of California, Santa Cruz 

darrell@cis.ucsc.edu 

Abstract 

In m n t  years many replication control pro- 
tocols have been proposed, but too often these 
protocols are presented with insufficient evi- 
dence to demonstrate superiority over exist- 
ing protocols. In this article, some simple 
analytical tools are pmented that allow repli- 
cation control protocols to be compared. A 
dynmnic voting protocol is used as an example. 
Keywords: fault tolerance, replication, data 
management . 

1 Introduction 
Too often replication control protocols are pre- 
sented with insufficient analysis to compare 
them to existing protocols. Several tools ex- 
ist for studying the performance of replication 
control protocols. These include Markovanal- 
ysis (the focus of this article), combinatorial 
arguments and discrete event simulation. 

Each of these methods provides some level 
of insight, but each also has its limitations. 
For example, Markov analysis is incapable 
of modeling network partitions in the most 
general case. Combinatorial analysis neglects 
recovery states where a site may be opera- 
tional but unable to grant access to the data 
object. Discrete event simulation can model 
partitionable networks, but is constrained to 
providing only numeric results for specific 
system parameters. 

Common mea" of dependability in- 
clude reliability, which is the probability that 

a replicated data object will remain continu- 
ously accessible over a fixed time period, and 
mtm'lubilify, which is the steady-state prob- 
ability that the data object is accessible at 
any given moment. Availability has mxived 
much attention, in part because its analysis is 
more tractable than that of reliability. 

In this article, Markov analysis is used to 
estimate both performance measms. The 
optimktic dynamic voting protocol (ODV) [41 is 
used as an example, though these techniques 
are applicable to most replication control pro- 
tocols. 

1.1 Optimistic Dynamic Voting 
The optimistic dynamic voting protocol (ODV) 
is a variant of the dynamic-linear voting pro- 
tocol (DLV) 111 that mods at each access the 
names of the participating sites instead of a 
simple count. This is sufficient to e n s m  mu- 
tualconsistency among the replicas of the data 
object, and makes the protocol more amenable 
to extensions such as witnesses [3] and regenn- 
ation 1521. Since ODV maintains system state 
information at each access, its performance, 
like that of DLV, is related to the access rate. 

There are thrw pieces of information that 
must be maintained at each site to implement 
ODV. The partition set, representing the set 
of sites that participated in the last successful 
operation including the site, is used to deter- 
mine the required quorum for the next access. 
The partition sets are maintained when ei- 
ther a read or write occurs, and are brought 
up-to-date when a site recovers from a failure. 
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The version number represents the number 
of writes accepted by the replica, and the op- 
eration number repnxnts the number of suc- 
cessful accesses to the replica. 

The sites holding a current version of the 
partition set, determined by the operation 
numbers, are called the quorum set. If the quo- 
rum set repmsents a majority of the previous 
quorum the access q u e s t  will be granted. If 
there is a tie, a total ordering on the set of sites 
is used to decide if access will be granted. 

2 Analytic Models 
The system model consists of a set of sites 
with independent failure modes connected by 
a network that is assumed not to fail. When 
a site fails, repair is immediately initiated. 
Should several sites fail, the repair process 
will be performed in parallel. Site failures are 
assumed to be exponentially distributed with 
mean A, and repairs with mean p. Access re- 
quests are characterized by a Poisson process 
with mean n. 

Fail- of the communication network are 
not considered since doing so would result in 
models with an intractable number of states. 
Thus, this analysis applies to environments 
where network partitions are impossible or 
have a negligible probability. 

2.1 Availability 
In the case of replicated data objects, availabil- 
ity represents the steady-state probability that 
the replication control protocol will allow ac- 
cess to the data object, and strongly depends 
on the replication control protocol. 

Definition21 The availability, dp(n), of a 
data object consisting of n replicas managed by 
protocol P is the steady-state probability of the 
data olject being in a state where the protocol will 
grant access. 

The availability provided by ODV is char- 
acterized by the rate at which accesses occur. 
When the accesses are frequent, the informa- 
tion about the system state is closer to the 

truth, improving the availability of the repli- 
cated data object. 

The state transition diagram for three repli- 
cas is shown in f i p  1. The states are labeled 
by ordered pairs when? the first coordinate 
repnxnts the number of sites which are be- 
lieved to be available, and the second the 
actual number of available sites. The states 
marked with a bar represent states where ac- 
cess would be denied. 

The transitions between states fall into sev- 
eral categories: failure, m v e r y  and access. 
Transitions such as (3,3) -+ (3,2), repmsent a 
site failwe. Bansitions such as (2,2) -+ (3,3), 
repment a site movering from a failure. Ac- 
cess transitions such as (3,2) -+ (2,2), occur 
when an access q u e s t  is granted. 

The probability of the system being in an 
available state ( i , j )  is represented by pi,j, 
and of being in an unavailable state by 
$i,j. The multing equations, along with the 
boundary condition E,,, pi j  + C. . $i,j = 1, ‘ d  can be solved using standard techniques. 

The availability is given by the sum of prob- 
abilities of being in a state where access would 
be granted, and for three replicas is given by: 

- €(3), p3 + 3$ + 4p  + 1 d o ~ v ( 3 )  = 
(P + v4 

where 

P3 
(P + V4(95 + 2P + 1) ((3) = 

with p = 
For the sake of comparison, consider the 

availability provided by majority consensus 

and 4 = 1. 

voting (MCV), 

for n odd 131, and by DLV with perfect system 
state information (41, 

p3 + 3$+ 4p + 1 
d ~ ~ v ( 3 )  = 

(P + * 

Since limg,, <( n) = 0, the availability pm- 
vided by ODV quickly converges to that of 
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F i p  1: State Transition Diagram for Sites 

instantaneous DLV. Even for modest access 
rates, the advantage of using ODV over using 
MCV can be seen. Even when state informa- 
tion is exchanged only at 'pcovery time ODV 
is an impmvement over MCV. 

F i p  2 shows the availabilities provided 
with fow replicas when MCV, instantaneous 
DLV, and ODV are employed. As expected, the 
performance of ODV depends on the access 
rate, and lies between that of the other two 
pmtocols. 

A hierafihy can be established for avail- 
ability afforded by each of these protocols. In 
general, dDLv(n) > Aoov(n) > dMcv(n) ,  
n 2 3. 

2.1.1 'Ikansient Availability 

of a replicated data object can be modeled 
using the same state transition diagram em- 
ployed for availability, by relaxing the steady- 
state assumption and using the resulting sys- 
tem of explicit differential equations [71. 

For example, a single host can be modeled 
by, 

dpo = pq( t )  - Ap(t) 
dt * = Ap(t) - pq( t )  
dt 

with initial conditions p(0) = l , q ( O )  = 0. 
Here p ( t )  is the probability of the host be- 
ing operational at time t ,  and q( t )  of it being 
in a failed state. The solution to this system 
of equations is given by 

€( t>  
For some protocols, the transient behavior P A 
may be of inteBt. The transient availability dt)  = - + [ ( t ) i  d t )  = - - 

A + P  A + P  
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A e - * ( A + P )  

a t ) =  A + p  . 

When A, p > 0, the hi,, t( t)  = 0 converges 
at an exponential rate. Thus, a single site 
quickly Eaches steady-state. 

For larger systems, the resulting system of 
differential equation will be complex. Nu- 
merical techniques should be used to obtain 
the solutions since a direct method for ob- 
taining a closed-form solution may not exist. 
Even if a closed-form solution could be found, 
it is unlikely to provide any insight into the 
behavior of the system. 

2.2 Reliability 
Reliability is a measwe of the behavior of 
a system under transition, and its analysis 
is much less tractable than availability. For 

many applications, it is a more important 
measwe than availability. These applications 
are characterized by the property that any 
interruption of service is intolerable. 

Definition 2.2 The EliabilityRp(n, t )  ofa data 
object composed of n replicas managed by proto- 
col P is  probability that the system will operate 
correctly mer a continuous interval of duration t 
given that all n replicas were operating correctly 
at t = 0. 

The same set of stochastic hypotheses are 
necessary to model reliability. The main dif- 
ference is that steady-statebehavior cannot be 
considered since only the first time the wpli- 
cated data object becomes unavailable is of 
intemt. 

The differential equations describing the 
behavior of a wplicated data object can be 
derived f" the state-transition flow rate 
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diagrams. A replicated data object is in state 
Oifithasbeeninaccessibleat somepoint in the 
past. Thus, no transitions are permitted f” 
state 0, since only the behavior of the system 
prior to the first total failure is of intemt. 

For small numbers of sites, closed-form so- 
lutions for the reliability of some of the pro- 
tocols can be obtained f” the differential- 
difference equations. Less tractable systems 
canbeboth simulatedandsolvednumerically. 

Systems of diffenmtial equations such as 
these impose a fundamental limitation on any 
numerical solution since there are no tran- 
sitions f” the failed state. The resulting 
systems of linear diffenmtial equations must 
have a zem eigenvalue, and since the remain- 
ing eigenvalues are all negative the system is 
“infinitely stiff“ 161. 

The state-transition flow rate diagram for 
ODV is shown in f i p  3. The transitions 
among the available states Rmain the same as 
for the availability model, with the exception 
of transitions to a failed state. All failed states 
have been merged into a single state since only 
the time until the first failure is of interest. 

The graph shown in f i p  4, presents the 
reliability of four replicas managed by ODV. 
Several values of the access rate q5 have been 
chosen, in particular, q5 = 0,1,5,10,00. When 
q5 = 00 the ODV protocol provides the same re- 
liability as DLV with perfect state information. 
The value of p has been set at 0.05, but the re- 
lationship between protocols holds for other 
values as well. An important observation is 
that the effect of the access rate is greater on 
reliability than availability. 
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F i p  3: State Transition Diagram for Thn?e Sites 
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F i p  4: Reliability of ODV with Four Replicas 
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