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Pose Estimation with Lidar Odometry and Cellular Pseudoranges

Joe Khalife1, Sonya Ragothaman1, and Zaher M. Kassas2

Abstract— A pose estimation framework by fusing light de-
tection and ranging (lidar) odometry measurements and cellular
pseudoranges using an extended Kalman filter is proposed.
Iterative closest point (ICP) is used to solve for the relative
pose between lidar scans. A maximum likelihood estimator is
developed for lidar scan registration. The proposed framework
works with few ICP iterations; hence, can be used for real-
time applications. The framework is tested experimentally, and
it is demonstrated that the two-dimensional position root mean
square error obtained with ICP only can be reduced by 93.58%
by fusing lidar odometry and cellular pseudoranges.

I. INTRODUCTION

Light detection and ranging (lidar) sensors can be used for
mapping [1]–[3] or for odometry measurements by solving
for the relative pose between consecutive scans [4]–[6]. The
vehicle’s trajectory can be reconstructed by combining these
odometry measurements. This approach suffers from two
main challenges: (1) the pose estimation error will drift
over time, rendering the estimate unreliable and (2) the
reconstructed trajectory will be in a local frame that is not
necessarily aligned with the global frame. The first challenge
is inherent to all dead-reckoning (DR) systems. For lidar
sensors, this drift can be reduced by pre-processing the scans
and smoothing the estimate over the trajectory [7], [8]. This
however increases the computational burden and does not
allow for real-time implementations. One way to correct
for this drift is to use GPS measurements which provide
a pose estimate with respect to a global frame [9]. However,
GPS signals may become unreliable in environments such
as indoor or deep urban environments, where GPS coverage
is sparse. In contrast, signals of opportunity (SOPs), such
as cellular, digital television, and AM/FM radio, have a
high received power in urban environments compared to
GPS signals. Research in exploitation of such signals for
navigation has revealed their potential as an alternative or
complement to GPS [10]–[13]. In [14], cellular signals were
used to aid an inertial navigation system (INS) in the absence
of GPS and establish bounds on the estimation error.

One challenge for using cellular signals for navigation
is the unavailability of published receiver architectures that
are capable of extracting navigation observables from these
signals. Recently, software-defined radio (SDR) architectures
were proposed for extracting pseudorange measurements
from CDMA [12] and LTE [13] signals. In cellular net-
works, base stations, referred to as base transceiver stations
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(BTSs) in CDMA systems and eNodeBs in LTE systems,
are assigned a unique ID which can be decoded by the
receiver [12], [13]. Subsequently, the receiver can lookup
the coordinates of the BTS or eNodeB from which it is
drawing pseudorange measurements, either from a local or
cloud-hosted database, and solve for its position in the global
frame. These coordinates could be obtained in various ways,
including surveying, satellite imagery, or radio mapping [15],
[16]. While the position of the BTSs or eNodeBs are fixed
and could be stored in a database and made available to the
navigating receiver, the BTSs or eNodeBs clock error states
(bias and drift) are dynamic and stochastic; therefore, they
must be continuously estimated.

This paper considers the following problem. A moving
vehicle equipped with a two-axis lidar sensor and a cellular
SOP receiver (CDMA and LTE) is estimating its pose in
an outdoor environment. The objective is two-fold. First,
the fusion of lidar odometry and cellular pseudoranges is
investigated and the resulting pose estimation performance
is assessed. Second, the performance gain over using lidar
odometry only is studied. The vehicle is equipped with
an integrated GPS-inertial navigation system (GPS-INS) to
produce ground truth results. Lidar odometry is obtained by
registering consecutive three–dimensional (3–D) laser scans
using an iterative closest point (ICP) approach [17]. Although
ICP has a closed form solution for the relative pose, it does
not employ an optimal estimator nor returns an estimate of
the estimation error covariance [18], which is important when
fusing the lidar odometry measurements with cellular SOPs.

This paper makes two contributions. First, a framework
for fusing lidar odometry measurements and cellular pseu-
doranges using an extended Kalman filter (EKF) is proposed.
Second, a maximum likelihood 3–D laser scan registration
method is proposed, which also estimates the covariance of
the relative pose estimation error. This will be useful when
propagating the covariance of the absolute pose estimation
error in the EKF. Experimental results show that the proposed
framework reduces the 2–D position root mean square error
(RMSE) of the ICP only method by 93.58%.

The remainder of the paper is organized as follows. Sec-
tion II gives an overview of the framework and provides all
the model descriptions. Section III discusses lidar odometry
and a maximum likelihood approach for point registration.
Section IV presents the EKF model for fusing lidar odometry
and cellular pseudoranges. Section V provides experimental
results that show a vehicle estimating its pose using real
lidar measurements and real cellular signals. Section VI gives
concluding remarks.
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II. FRAMEWORK OVERVIEW AND MODEL DESCRIPTION

This section gives an overview of the framework and
presents the dynamics model of the vehicle-mounted receiver
and cellular SOP as well as the measurement model of the
lidar and the cellular pseudoranges.

A. Framework Overview

The paper considers the following problem. A moving
vehicle equipped with a (1) lidar sensor and (2) cellular
receiver is present in a cellular SOP environment with
known transmitter locations. The vehicle is estimating its
own pose and the clock biases and clock drifts of the
receiver and cellular SOPs’ clock error states. The lidar
sensor is used for odometry measurements and the cellular
receiver is producing cellular pseudorange measurements.
The odometry and pseudorange measurements are fused in an
EKF. An ICP algorithm is employed to find the relative pose
of the vehicle between consecutive lidar scans. This relative
pose is used as an odometry measurement to propagate
the global pose of the vehicle. The cellular receiver is
producing pseudorange measurements to Ns ambient cellular
SOPs with known transmitter locations. These pseudoranges
are used to update the pose estimate. The pose estimation
framework is illustrated in Fig. 1.

Lidar scans

ICP

Propagation Update Cellular

Pseudoranges

EKF

Odometry Cellular SOPs

Locations

Fig. 1. Framework for pose estimation with lidar odometry and cellular
pseudoranges.

B. SOP Dynamics Model

The cellular SOPs emanate from spatially-stationary ter-
restrial BTSs or eNodeBs, and their states will consist of
their known 3-D positions and unknown clock error states,
namely the clock bias and clock drift. Hence, the state of

the n-th SOP is given by xsn =
[
rTsn , x

T

clk,sn

]T
, where

rsn = [xsn , ysn , zsn ]
T is the 3-D position vector of the

n-th BTS or eNodeB and xclk,sn �

[
cδtsn , cδ̇tsn

]T
is the

clock error state of the n-th cellular SOP where δtsn and
δ̇tsn are the clock bias and clock drift, respectively, and c is
the speed-of-light. The n-th cellular SOP’s dynamics can be
described by the discrete-time (DT) state space model

xsn (k + 1) = Fs xsn(k) +wsn(k), n = 1, . . . , Ns,

where Fs = diag [I2×2, Fclk], wsn is a DT zero-mean white
noise sequence with covariance Qsn = diag [02×2, Qclk,sn ],

Fclk=

[
1 T

0 1

]
, Qclk,sn=c2

[
Sδtsn

T+Sδ̇tsn

T 3

3 Sδ̇tsn

T 2

2

Sδ̇tsn

T 2

2 Sδ̇tsn
T

]
,

where T is the sampling time and Sδtsn
and Sδ̇tsn

are the
power spectra of the process noise of the clock bias and clock

drift, respectively. These spectra can be related to the power-
law coefficients {hα}

2
α=−2, which have been shown through

laboratory experiments to be adequate to characterize the
power spectral density of the fractional frequency deviation
y(t) of an oscillator from nominal frequency, which takes
the form Sy(f) =

∑2
α=−2 hαf

α [19]. It is common to
approximate the clock error dynamics by considering only
the frequency random walk coefficient h−2 and the white
frequency coefficient h0, which lead to Sδtsn

≈
h0,sn

2 and
Sδ̇tsn

≈ 2π2h−2,sn .

C. Vehicle-Mounted Receiver Dynamics Model

The state of the vehicle-mounted navigating receiver is

given by xr �

[
xT

B,x
T

clk,r

]T
, where xB is the vehicle’s

pose and xclk,r �

[
cδtr, cδ̇tr

]T
is the receiver’s clock error

state. The vehicle’s pose is given by

xB �
[
G
Bq

T, rTr
]T

,

where G
Bq is the 4-D unit quaternion vector in vector-scalar

form that represents the orientation of the vehicle’s body
B in a global frame G (e.g., the Earth-centered Earth-fixed
(ECEF) coordinate frame) and rr = [xr, yr, zr]

T is the 3-D
position of the vehicle in the global frame. The orientation
of the vehicle will evolve in DT according to the kinematic
model given by

G
Bk+1

q = G
Bk

q ⊗ Bk

Bk+1
q, (1)

where G
Bk

q represents the orientation of the vehicle body
frame in the global frame at time k, Bk

Bk+1
q represents the

relative rotation of the vehicle body frame from time-step k

to k+1, and ⊗ is the quaternion multiplication operator. The
vehicle’s position evolves according to the kinematic model
given by

rr(k + 1) = rr(k) +R
[
G
Bk

q
]
BkrBk+1

, (2)

where R [q] is the 3-D rotation matrix constructed from the
4-D quaternion vector q and BkrBk+1

is the position of the
vehicle at time k + 1 expressed in the vehicle body frame
at time k, i.e., BkrBk+1

represents the vehicle’s translation
between time steps k and k + 1. The receiver’s clock state
evolves according to the same DT model as the cellular
SOP’s clock state, except that h0,sn and h−2,sn are now
replaced with h0,r and h−2,r, respectively.

D. Clock State Difference Dynamics

Although the SOP locations are assumed to be known,
their clock states are unknown, dynamic, and stochastic;
hence, they must be estimated continuously. A pseudorange
can be parameterized by the difference between the receiver’s
and the SOP’s clock biases [20]. Therefore, one only needs
to estimate the difference in clock biases and clock drifts
Δxclkn

, specifically

Δxclkn
� xclk,r − xclk,sn =

[
cΔδtn, cΔδ̇tn

]T
,
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where Δδtn � δtr−δtsn and Δδ̇tn � δ̇tr− δ̇tsn . The set of

clock state differences Δxclk �

[
ΔxT

clk1
, . . . ,ΔxT

clkNs

]T
can be expressed as

Δxclk = Txclk,

xclk �

⎡
⎢⎢⎢⎣

xclk,r

xclk,s1
...

xclk,sNs

⎤
⎥⎥⎥⎦ , T �

⎡
⎢⎢⎢⎣

I −I 0 . . . 0

I 0 −I . . . 0
...

...
...

. . .
...

I 0 0 . . . −I

⎤
⎥⎥⎥⎦ ,

where I is the 2 × 2 identity matrix. Subsequently, the
dynamics of Δxclk in DT is given by

Δxclk(k + 1) = ΦclkΔxclk(k) +wclk(k), (3)

where Φclk � diag [Fclk, . . . ,Fclk] and wclk is a zero-mean
DT random vector with covariance Qclk = TQclk,r,sT

T,
where Qclk,r,s � diag

[
Qclk,r,Qclk,s1 , . . . ,Qclk,sNs

]
.

E. Lidar Measurement Model

Each lidar scan consists of relative position measurements
to L points in the environment. The relative position mea-
surement to the i-th point can be expressed as

zli(k) =
Bkrli + vli(k), (4)

where Bkrli is the 3-D position of the i-th point expressed
in the vehicle body frame at time step k and vli is the mea-
surement noise, which is modeled as a zero-mean Gaussian
random vector with E

[
vli(k)v

T

li
(k′)

]
= Cli δkk′ , where δkk′

is the Kronecker delta function.

F. Cellular Pseudorange Measurement Model

The cellular pseudorange measurement made by the re-
ceiver on the n-th SOP BTS or eNodeB, after discretization
and mild approximations discussed in [20], is given by

zsn(k) = ‖rr(k)− rsn(k)‖2 + cΔδtn(k) + vsn , (5)

where vsn is the measurement noise, which is modeled as a
DT zero-mean white Gaussian sequence with variance σ2

sn
.

III. LIDAR ODOMETRY

This section describes the steps for producing odometry
data, namely the relative pose of the vehicle between lidar
scans.

A. ICP Algorithm

The ICP algorithm and its variants involve two main steps
at their core: (1) finding the point correspondence and (2)
registering the corresponding points [17]. ICP algorithms
are iterative, i.e., given an initial relative pose guess, steps
(1) and (2) are repeated until convergence. In this paper,
a simple approach is employed for step (1), which is the
mutual consistency check: given two sets of scans Pk and
Pk+1, and two points pk

i ∈ P
k and pk+1

i′ ∈ Pk+1, then pk
i

and pk+1
i′ are corresponding points if

argmin
p
k
j
∈Pk

∥∥pk+1
i′ −pk

j

∥∥
2
=pk

i and argmin
p
k+1

j
∈Pk+1

∥∥pk
i −pk+1

j

∥∥
2
=pk+1

i′ .

There exists several methods to perform step (2) [4], [6]. In
this paper, a maximum likelihood approach for registering
the points is developed.

B. Point Registration Using Maximum Likelihood Estimation

The parameters to be estimated are xl �[
Bk

Bk+1
qT,BkrTBk+1

]T
. After determining the point

correspondence, the following relation holds

Bkrli =
BkrBk+1

+ Rk
Bk+1rli , (6)

where Rk � R
[
Bk

Bk+1
q
]
. Consequently, the relative position

measurement to the i-th feature can aslo be expressed as

zli(k) =
BkrBk+1

+Rk zli(k+1)+vli(k)−Rk vli(k+1).

Given the estimate x̂l �

[
Bk

Bk+1
q̂
T,Bk r̂

T

Bk+1

]T
, the measure-

ment estimate can be expressed as

ẑli(k) =
Bk r̂Bk+1

+ R̂k zli(k + 1),

where R̂k � R
[
Bk

Bk+1
q̂
]
. The residual νli(k) � zli(k) −

ẑli(k) is therefore given by

νli(k) =
Bk r̃Bk+1

+ R̃k zli(k + 1) + ni(k),

where Bk r̃Bk+1
� BkrBk+1

−Bk r̂Bk+1
, R̃k � Rk−R̂k, and

ni � vli(k) −Rk vli(k + 1) is a DT zero-mean Gaussian
random vector with covariance approximated by Cni

(k) =
Cli + R̂kCliR̂

T

k . Using the small angle approximation, the
rotation matrix Rk can be approximated with

Rk ≈
(
I+ �θ̃l×�

)
R̂k, (7)

where θ̃l is the 3-axis error vector and �v×� is the skew-
symmetric matrix formed by vector v ∈ R

3. Hence, the
residual can be expressed as

νli(k) ≈ Bk r̃Bk+1
+ �θ̃l×�R̂k zli(k + 1) + ni(k)

= Bk r̃Bk+1
− �R̂k zli(k + 1)×�θ̃l + ni(k)

= Hli x̃l + ni(k),

Hli �

[
−�R̂k zli(k + 1)×� I

]
, x̃l �

[
θ̃l

Bk r̃Bk+1

]
.

Since the lidar measurement noise is Gaussian and inde-
pendent, then maximizing the likelihood function will be
equivalent to

minimize
x̃l

Np∑
i=1

νT

li
(k)C−1

ni
(k)νli(k),

where Np is the total number of corresponding points. This
minimization step is performed iteratively (Gauss-Newton
method) until the estimates converge, and the estimates are
updated after each iteration according to

Bk r̂
(t+1)
Bk+1

= Bk r̂
(t)
Bk+1

+ Bk r̃
(t)
Bk+1

,

Bk

Bk+1
q̂
(t+1) = Bk

Bk+1
q̃(t) ⊗ Bk

Bk+1
q̂
(t),
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where Bk

Bk+1
q̃(t)

�

[
1
2

(
θ̃
(t)

l

)T

,

√
1− 1

4

(
θ̃
(t)

l

)T

θ̃
(t)

l

]T

, and

θ̃
(t)

l and Bk r̃
(t)
Bk+1

are the corrections computed at iteration
t according to[

θ̃
(t)

l
Bk r̃

(t)
Bk+1

]
= Q

(t)
l

⎡
⎣Np∑

i=1

(
H

(t)
li

)T (
C(t)

ni
(k)

)−1

νli(k)

⎤
⎦ ,

where Q
(t)
l =

[
Np∑
i=1

(
H

(t)
li

)T (
C

(t)
ni (k)

)−1

H
(t)
li

]−1

and

H
(t)
li

=
[
−�R

[
Bk

Bk+1
q̂
(t)
]
zli(k + 1)×� I

]
. After conver-

gence, an estimate x̂l =
[
Bk

Bk+1
q̂
T,Bk r̂

T

Bk+1

]T
is obtained.

The resulting estimation error x̃l =
[
θ̃
T

l ,
Bk r̃TBk+1

]T
is zero-

mean and has a covariance Ql.

IV. EKF MODEL

In this section, the EKF framework that fuses lidar odom-
etry and cellular pseudoranges is developed.

A. State Vector and EKF Error State Model

The state vector x comprises the vehicle’s pose
and the differences of clock error states, i.e., x �[
xT

B,ΔxT

clk

]T
. The EKF produces an estimate x̂(k|k) �

E

[
x(k)

∣∣∣{zs(j)}
k

j=1

]
of x(k), and an associated estimation

error covariance P(k|k) � E

[
x̃(k|k) x̃T(k|k)

]
where zs �[

zs1 , . . . , zsNs

]T
. The error state x̃ is defined as

x̃ =
[
x̃T

B, Δ̃xT

clk

]T
,

where x̃B =
[
θ̃
T

, r̃Tr

]T
. The position and clock errors are

defined as the standard additive error, i.e., r̃r � rr− r̂r and
Δ̃xclk � Δxclk − Δ̂xclk. The orientation error is related
through the quaternion product

G
Bq = δq ⊗ G

B q̂, (8)

where the error quaternion δq is the small deviation of the
estimate G

B q̂ from the true orientation G
Bq and is given by

δq =

[
1
2 θ̃

T

,

√
1− 1

4 θ̃
T

θ̃

]T
. Similarly to (7), this error can

be used to approximate the true orientation with

R
[
G
Bq

]
≈

(
I+ �θ̃×�

)
R

[
G
B q̂

]
.

B. State Estimate and Covariance Propagation

The propagation of the state estimate follows directly from
(1), (2), and (3), i.e.,

G
Bk+1|k

q̂ = G
Bk|k

q̂ ⊗ Bk

Bk+1
q̂, (9)

r̂r(k + 1|k) = r̂r(k|k) +R
[
G
Bk|k

q̂
]
Bk r̂Bk+1

, (10)

Δ̂xclk(k + 1|k) = ΦclkΔ̂xclk(k|k), (11)

where Bk

Bk+1
q̂ and Bk r̂Bk+1

are obtained from the ICP al-
gorithm discussed in Section III. By linearizing equations
(9)–(11) around the state estimate, it can be shown that the
error state dynamics can be approximated with

x̃B(k + 1|k) ≈ ΦBx̃B(k|k) +Glx̃l(k), (12)

ΦB �

[
I 0

−�R̂Bk

Bk r̂Bk+1
×� I

]
, Gl �

[
R̂Bk

0

0 R̂Bk

]
,

where R̂Bk
= R

[
G
Bk|k

q̂
]
. The overall estimation error

covariance is propagated according to

Pk+1|k = ΦPk|kΦ
T +GQGT,

Φ =

[
ΦB 0

0 Φclk

]
, G =

[
Gl 0

0 I

]
, Q =

[
Ql 0

0 Qclk

]
.

C. State and Covariance Update

The measurement prediction is given by

ẑsn(k + 1|k) = ‖r̂r(k + 1|k)− rsn‖2 + cΔ̂δtn(k + 1|k).

Therefore, the innovation vector is calculated according to

νs(k + 1|k) = zs(k + 1)− ẑs(k + 1|k),

where ẑs(k + 1|k) �
[
ẑs1(k + 1|k), . . . , ẑsNs

(k + 1|k)
]T

.
The Kalman gain K is computed according to

K = Pk+1|kH
T

sS
−1,

where S = HsPk+1|kH
T

s +Σs is the innovation covariance

and Σs = diag
[
σ2
s1
, . . . , σ2

sNs

]
is the measurement noise

covariance. The measurement Jacobian Hs is taken with
respect to the error state and is given by

Hs � [Hqp Hclk] , Hqp �

[
hqp1

. . . hqpNs

]T
,

Hclk � diag
[
hT

clk, . . . ,h
T

clk

]
, hqpn

�
[
01×3 1T

sn

]T
,

1sn �

[
(r̂r(k + 1|k)− rsn)

‖r̂r(k + 1|k)− rsn‖2

]
, hclk � [1 0]

T
.

The position and clock states are updated by adding the
corresponding correction terms obtained by multiplying the
innovation vector by the Kalman gain. The orientation state
is updated similarly to (8), where the left quaternion vector
is obtained from the correction terms corresponding to the
orientation state.

V. EXPERIMENTAL RESULTS

In this section, experimental results showing a car nav-
igating with lidar odometry and cellular pseudoranges are
presented.

A. Experimental Setup

A car was equipped with a Velodyne HDL-64E lidar
sensor. The lidar has a 360-degree field of view in the
azimuth and a vertical field of view of +2 degrees to -8.33
degrees, and was set to rotate at 15 Hz. Each laser scan
returns 88,889 points in 3–D space. In order to achieve real-
time, each third scan is processed and only 0.5% of the total
points in each scan are used. Moreover, since large planar
areas degrade the ICP solution, the points that are too close
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to the ground (within 50 cm) were discarded. The ground
plane, which is assumed to remain constant in the lidar
frame, was calculated prior to the experiment. An average of
380 points per scan remain after the selection. An example
of this point selection scheme is shown in Fig. 2.

Good points Bad points Remaining points

(a) (b)

Fig. 2. Example of the point selection scheme from lidar scans.

The car was also equipped with two cellular antennas to
acquire and track signals from nearby: (a) cellular CDMA
BTSs and (b) LTE eNodeBs. The CDMA and LTE antennas
used for the experiment were consumer-grade 800/1900
MHz cellular antennas. The signals were simultaneously
down-mixed and synchronously sampled via National In-
struments’s (NI) dual-channel universal software radio pe-
ripheral (USRP) RIO, driven by a GPS-disciplined oscillator
(GSPDO). The receivers were tuned to the cellular carrier
frequency 882.75 MHz for CDMA, which is a channel
allocated for U.S. cellular provider Verizon Wireless, and
1955 MHz for LTE, which is a channel allocated for U.S.
cellular provider AT&T. Samples of the received signals were
stored for off-line post-processing. The SDRs developed in
[12] and [13] were used to produce cellular pseudoranges.
Over the course of the experiment, the vehicle-mounted
receiver was listening to the same 3 cellular SOPs: 2 CDMA
BTSs and 1 LTE eNodeB with known positions. Fig. 3 shows
the experimental hardware setup, the environment layout, and
the true trajectory traversed by the car.

CDMA
LTE

BTS 1

CDMA
BTS 2

eNodeB
Vehicle’s true trajectory

USRP RIO

StorageIntegrated
GPS-INS

Cellular antennasGPS antenna

Lidar

GPS cut off point

Fig. 3. A car was equipped with a lidar sensor, an integrated GPS-INS,
cellular antennas and a USRP. The car traversed a suburban area collecting
GPS, lidar, and inertial measurement unit (IMU) measurements and cellular
SOP signals from two CDMA BTSs and one LTE eNodeB.

The true trajectory of the car was obtained from an

independent on-board integrated GPS–INS. The car traversed
a total trajectory of 1.454 Km. To simulate a GPS cut off,
the navigation solution obtained from the integrated GPS–
INS was used for the first 454 m only, and for the remaining
1 Km of the total trajectory, it was assumed that the car had
access only to lidar data and pseudorange measurements to
three cellular SOPs. While GPS signals were not used in the
EKF for estimating the pose of the car, they were still used
by the on-board integrated GPS–INS to get the ground truth.
The state of the vehicle right before GPS was cut off was
used to initialize the EKF.

B. Results

Fig. 4 shows pose estimation results using ICP only and
using ICP and three cellular SOPs. The number of iterations
in the Gauss-Newton solver was set to 5, which is the
number of iterations usually required by the algorithm to
converge, and the maximum number of iterations in the
ICP algorithm was set to 40. The ICP program ran at half
the real-time speed. The RMSE using ICP only was found
to be 150.20 m for the 3–D position, whereas the RMSE
using ICP and 3 cellular SOPs was 29.63 m. The RMSE
of the 2–D position (x y RMSE) was 149.72 m for ICP
only and 9.61 m for ICP and 3 cellular SOPs. The small
vertical positioning error resulting from using ICP only is
justified by the small variation in the vertical direction of
the car’s trajectory. In contrast, when using ICP and cellular
SOPs, the vertical error becomes significant, which is due to
the poor vertical dilution of precision inherent to terrestrial
SOPs (there is minimal diversity in the BTSs’ and eNodeB’s
vertical positions). However, using cellular SOPs reduced the
2–D RMSE to less than 6.7% of the 2–D RMSE obtained
using ICP only. The 2–D solution is more precise in this case
since the horizontal dilution of precision is very good (there
is a significant diversity in the BTSs’ and eNodeB’s 2–D
positions). Subsequently, a 2–D position was obtained using
ICP and three cellular SOPs. In this case, the height of the
car was assumed to be known and constant. The 2–D RMSE
using ICP only was calculated to be 151.18 m, whereas the
2–D RMSE using ICP and 3 cellular SOPs was 8.21 m.

True 3–D trajectory (GPS–INS)

ICP only

ICP

Estimated trajectory

(3–D)

+
3 cellular SOPs

(3–D)

ICP
+

3 cellular SOPs
(2–D)

(b) (c)(a)

Fig. 4. Experimental results showing the true vehicle 3–D trajectory and
the estimated vehicle trajectory: (a) 3–D solution using ICP only, (b) 3–D
solution using ICP and three cellular SOPs, and (c) 2–D solution using ICP
and three cellular SOPs.

Next, the proposed framework was tested in 2–D space
only by varying the maximum number of iterations in the ICP
algorithm. Fig. 5 shows the 2–D solutions, and the RMSE
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values are summarized in Table I. It can be seen from Fig.
5 and Table I that while the quality of the ICP only solution
varies dramatically with the maximum number of iterations,
it does not change much when three cellular SOPs are used.
Moreover, the program ran in real-time for a maximum of
10 iterations or less.

ICP only ICP only + 3 SOPs

(a) (b)

Maximum number of ICP iterations: 20105True Trajectory

(2–D) (2–D)

Fig. 5. Experimental results showing (a) the 2–D solution using ICP only
and (b) the 2–D solution using ICP and three cellular SOPs for 5, 10, and
20 maximum ICP iterations.

TABLE I

SUMMARY OF EXPERIMENTAL RESULTS

2–D RMSE (m)

Max. number of
ICP iterations

ICP only ICP + 3 cellular
SOPs

5 287.94 10.22

10 218.05 9.07

20 171.6 8.50

40 151.18 8.21

VI. CONCLUSION

A framework for pose estimation that fuses lidar odometry
and cellular pseudoranges was proposed. The framework
consists of an EKF that uses lidar odometry to propagate the
pose of the vehicle and uses cellular pseudoranges to update
the estimates in order to: (1) eliminate the drift arising from
integrating noisy odometry measurements and (2) provide
an absolute pose estimate in a global frame. An ICP algo-
rithm is employed to extract odemetry measurements from
lidar scans. A simple mutual consistency check is used to
establish point correspondence. Subsequently, a maximum
likelihood approach for registering lidar scans is developed.
This method also allows the estimation of the covariance of
the odometry data estimation error, which is important for
propagating the pose estimation error covariance in the EKF.
Moreover, experimental results demonstrating the proposed
framework are presented. Over a 1 Km trajectory, the 2–D
RMSE of the ICP only solution was 151.18 m, whereas the
2–D RMSE of ICP and 3 cellular pseudoranges was 8.21
m. Experimental results show that reducing the maximum
number of ICP iterations does not have a considerable effect
on the ICP and cellular solution, whereas this degrades the
ICP only solution dramatically.
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