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Early identification of patients admitted to hospital for covid-19 
at risk of clinical deterioration: model development and multisite 
external validation study
Fahad Kamran,1,* Shengpu Tang,1,* Erkin Otles,2,3 Dustin S McEvoy,4 Sameh N Saleh,5,6  
Jen Gong,7 Benjamin Y Li,1,3 Sayon Dutta,4,8 Xinran Liu,9 Richard J Medford,5,6  
Thomas S Valley,10,11 Lauren R West,12 Karandeep Singh,10,13 Seth Blumberg,9,14  
John P Donnelly,10,13 Erica S Shenoy,12,15,16 John Z Ayanian,10,11 Brahmajee K Nallamothu,10,11 
Michael W Sjoding,10,11,† Jenna Wiens1,10,†

AbstrAct
Objective
To create and validate a simple and transferable 
machine learning model from electronic health record 
data to accurately predict clinical deterioration in 
patients with covid-19 across institutions, through 
use of a novel paradigm for model development and 
code sharing.
Design
Retrospective cohort study.
setting
One US hospital during 2015-21 was used for model 
training and internal validation. External validation 
was conducted on patients admitted to hospital 
with covid-19 at 12 other US medical centers during 
2020-21.
ParticiPants
33 119 adults (≥18 years) admitted to hospital with 
respiratory distress or covid-19.
Main OutcOMe Measures
An ensemble of linear models was trained on the 
development cohort to predict a composite outcome 
of clinical deterioration within the first five days of 
hospital admission, defined as in-hospital mortality 
or any of three treatments indicating severe illness: 
mechanical ventilation, heated high flow nasal 
cannula, or intravenous vasopressors. The model was 
based on nine clinical and personal characteristic 

variables selected from 2686 variables available in 
the electronic health record. Internal and external 
validation performance was measured using the 
area under the receiver operating characteristic 
curve (AUROC) and the expected calibration error—
the difference between predicted risk and actual 
risk. Potential bed day savings were estimated by 
calculating how many bed days hospitals could save 
per patient if low risk patients identified by the model 
were discharged early.
results
9291 covid-19 related hospital admissions at 13 
medical centers were used for model validation, 
of which 1510 (16.3%) were related to the primary 
outcome. When the model was applied to the internal 
validation cohort, it achieved an AUROC of 0.80 (95% 
confidence interval 0.77 to 0.84) and an expected 
calibration error of 0.01 (95% confidence interval 
0.00 to 0.02). Performance was consistent when 
validated in the 12 external medical centers (AUROC 
range 0.77-0.84), across subgroups of sex, age, race, 
and ethnicity (AUROC range 0.78-0.84), and across 
quarters (AUROC range 0.73-0.83). Using the model to 
triage low risk patients could potentially save up to 7.8 
bed days per patient resulting from early discharge.
cOnclusiOn
A model to predict clinical deterioration was 
developed rapidly in response to the covid-19 
pandemic at a single hospital, was applied externally 
without the sharing of data, and performed well across 
multiple medical centers, patient subgroups, and 
time periods, showing its potential as a tool for use in 
optimizing healthcare resources.

Introduction
Risk stratification models that provide advance warning 
of patients at high risk of clinical deterioration during 
hospital admission could help care teams manage 
resources, including interventions, hospital beds, and 
staffing.1 2 For example, knowing how many and which 
patients will require ventilators could prompt hospitals 
to increase ventilator supply while care teams start to 
allocate ventilators to patients most in need.3 Beyond 
identifying high risk patients, such models could 
also help to identify low risk patients (eg, those who 
are unlikely to deteriorate) as candidates for early 
discharge (<48 hours from admission), potentially 
freeing up hospital resources.4-7
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Despite the potential use of risk stratification models 
in resource allocation, few successful examples exist. 
Most notably, strong generalization performance (that 
is, how well a model will perform across different 
patient populations) is fundamental to realizing 
the potential benefits of risk models in clinical care. 
Yet generalization performance is often entirely 
overlooked when predictive models are developed and 
validated in healthcare.8-14 For example, recent work 
found that only 5% of articles on predictive modeling 
in PubMed mention external validation in either 
the title or the abstract.9 This is partly because most 
approaches to external validation require data sharing 
agreements.15-18 In the small numbers of cases in 
which data sharing agreements have been successfully 
established, validation was either limited in scope19-22 
(eg, focused on a single geographical region) or the 
model performed poorly once applied to a population 
that differed from the development cohort.23 24 Thus, a 
critical need exists for an accurate, simple, and open 
source method for patient risk stratification that can 
generalize across hospitals and patient populations.

In this study, we developed and validated an open 
source model, the Michigan Critical Care Utilization and 
Risk Evaluation System (M-CURES), to predict clinical 
deterioration in patients using routinely available data 
extracted from electronic health records. The model 
is designed to be embedded into an electronic health 
record system, automatically producing updated risk 
scores over the course of a patient’s hospital admission 
in set intervals based on available data. We externally 
validated this risk model across multiple dimensions 
while preserving data privacy and forgoing the need 
for data sharing across healthcare institutions. To 
evaluate the effectiveness of the model in settings 
where risk stratification could be highly beneficial, we 
focused on patients admitted to hospital with covid-19 
in 13 US medical centers. This disease represents 
an important case study, given that the increases 
in hospital admissions during the pandemic have 
strained hospital resources on a global scale25-27; some 
hospitals have been forced to cancel as much as 85% 
of elective surgical procedures to free up resources.28 29 
Owing to the limited number of people with covid-19 
at the beginning of the pandemic, we trained our 
model on a different (but related) cohort of patients—
those with respiratory distress. We hypothesized that 
a simple model based on a handful of variables would 
generalize across diverse patient cohorts.

Methods
Model development and reporting followed the 
Transparent Reporting of a multivariable prediction 
model for Individual Prognosis Or Diagnosis (TRIPOD) 
guidelines.30 31 The eMethods 1 section in the 
supplemental file provides additional details on the 
methodology.

Outcome
The model was trained to predict a composite outcome 
of clinical deterioration, defined as in-hospital 

mortality or any of three treatments indicating severe 
illness: invasive mechanical ventilation, heated high 
flow nasal cannula, or intravenous vasopressors. 
The outcome time was defined as the earliest (if any) 
of these events within the first five days of hospital 
admission. Supplemental eMethods 2 describes 
additional implementation details. As critical care 
treatments can often be administered throughout a 
hospital, we focused on a definition centered around 
what care indicates potential critical illness and 
deterioration rather than intensive care unit (ICU) 
transfers. In a sensitivity analysis, we also considered 
a stricter definition of deterioration where heated high 
flow nasal cannulation was not included among the 
outcomes (see supplemental eFigure 4).

study cohorts
Development cohort—The model was trained on adults 
(≥18 years) admitted to hospital at Michigan Medicine, 
the academic medical center of the University of 
Michigan, during the five years from 1 January 2015 to 
31 December 2019. Specifically, the model was trained 
on unique hospital admissions rather than unique 
patients, as a particular patient might have multiple 
admissions. We included all admissions pertaining 
to patients with respiratory distress—that is, those 
admitted through the emergency department who 
received supplemental oxygen support. We excluded 
hospital admissions in which the patient met the 
outcome before or at the time of receiving supplemental 
oxygen, as no prediction of clinical decompensation 
was needed.

Internal validation cohort—The model was internally 
validated on adults (≥18 years) admitted to hospital at 
Michigan Medicine from 1 March 2020 to 28 February 
2021 who required supplemental oxygen and had a 
diagnosis of covid-19. To identify hospital admissions 
pertaining to patients with covid-19 from retrospective 
data, we included those with either a positive laboratory 
test result for SARS-CoV-2 or a recorded ICD-10 code 
(international classification of diseases, 10th revision) 
for covid-19 without a negative laboratory test result 
to identify transfer patients who received a diagnosis 
of covid-19 at another healthcare facility. A randomly 
selected subset of 100 hospital admissions was used 
for variable selection and excluded from evaluation.

External validation cohorts—The external validation 
cohorts included adults (≥18 years) admitted to 
hospital at 12 external medical centers from 1 March 
2020 to 28 February 2021 who required supplemental 
oxygen and had a diagnosis of covid-19. These 
medical centers represent both large academic medical 
centers and small to mid-size community hospitals in 
regions geographically distinct from the development 
institution (Midwest), including the northeast, west, 
and south regions of the US. Inclusion criteria were 
similar to those used for the internal validation cohort. 
Six sites with fewer than 100 patient admissions 
that met the primary outcome were combined into a 
single cohort when performing evaluation, resulting 
in a total of seven external validation cohorts (see 
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supplemental eMethods 2). Institution specific results 
were anonymized.

Cohort comparison—We compared the internal 
validation cohort with the development cohort and 
with each of the external validation cohorts across 
personal characteristics and outcomes, using χ2 
tests for homogeneity with a Bonferroni correction 
for multiple comparisons, at a significance level of 
α=0.001.

Model development and evaluation
Variable selection and feature engineering—Based 
on data extracted from the electronic health record, 
we developed a model to predict the primary 
outcome every four hours (at set time points; 
see supplemental eFigure 1). All variables in the 
electronic health record were automatically extracted 
without conditioning on the outcome of the patient 
encounter. The model was intentionally designed to 
be easily integrated into the electronic health record 
and perform automated risk calculation at intervals 
of four hours using clinical data as the information 
becomes available. We used clinical knowledge and 
data driven feature selection to reduce the input space 
in the electronic health record from 2686 variables 
(including personal characteristics, laboratory test 
results, and data recorded in nursing flowsheets) 
to nine variables. First, we excluded variables with 
a high level of missingness (see supplemental 
eMethods 1). Next, based on clinical expertise, we 
removed variables with the potential to be spuriously 
correlated with the outcome.32 In addition, variables 
that relied on existing deterioration indices or 
composite scores (eg, the SOFA (sequential organ 
failure assessment) score33) were removed, owing 
to the potential for inconsistencies or lack of 
availability across healthcare systems. Then, using 
100 randomly selected patient admissions from the 
internal validation cohort, we used permutation 
importance34  35 and forward selection36 to further 
reduce the variable set (see supplemental eMethods 
1). The final nine variables included age, respiratory 
rate, oxygen saturation, oxygen flow rate, pulse 
oximetry type (eg, continuous, intermittent), head-of-
bed position (eg, at 30°), position of patient during 
blood pressure measurement (standing, sitting, 
lying), venous blood gas pH, and partial pressure of 
carbon dioxide in arterial blood. We used FIDDLE 
(Flexible Data Driven Pipeline),37 an open source 
preprocessing pipeline for structured electronic 
health record data, to map the nine data elements 
to 88 binary features (each with a value of 0 or 1) 
describing every four hour window. The features were 
used as input to the machine learning model and 
included summary information about each variable 
(eg, the minimum, maximum, and mean respiratory 
rate within a window) and indicators for missingness 
(eg, whether respiratory rate was measured within 
a window). This form of preprocessing allowed for 
a variable’s missingness to be explicitly encoded in 
the model prediction, without the need for imputing 

missing values using data from previous windows or 
from other patients (see supplemental eMethods 1).

Model training—An ensemble of regularized logistic 
regression models was trained to map patient features 
from each four hour window to an estimate of clinical 
deterioration risk. From the development cohort, a 
single four hour window was randomly sampled for 
each hospital admission to train a logistic regression 
model. For patient hospital admissions in which the 
outcome occurred, only windows prior to the one 
before the outcome were used for training, ensuring 
the outcome (or any proxies) had not been observed 
in the training data. We repeated the process 500 
times, leading to 500 models, the outputs of which 
were averaged to create a final prediction. Models 
were trained to predict whether a patient admitted to 
hospital would experience the primary outcome within 
five days of admission (see supplemental eMethods 1 
for further details).

Internal validation—We measured the discriminative 
performance of the model using the area under the 
receiver operating characteristics curve (AUROC) and 
the area under the precision-recall curve. Models were 
evaluated from the first full window of data, with model 
predictions beginning in the window with the first 
vital signs recorded for a patient admitted to hospital. 
The model aims to support clinical decision making 
prospectively, during which a risk score is recomputed 
every four hours, and the care team decides whether to 
intervene once the admitted patient reaches a certain 
score. For this reason, we performed all evaluations at 
the hospital admission level, rather than at the level 
of four hour windows (see supplemental eMethods 1). 
We assessed model calibration using reliability curves 
and expected calibration error based on quintiles of 
predicted risk—that is, the average absolute difference 
between predicted risk and observed risk.38  39 
Calibration was evaluated at the level of four hour 
windows to measure how well each prediction aligned 
with absolute risk. As a baseline, in the internal 
validation cohort we compared the model with a 
common proprietary model, the Epic Deterioration 
Index. This index is currently implemented in hundreds 
of hospitals across the US40 and is also designed to 
be automatically calculated in the background of an 
electronic health record system. Though the index was 
developed before the pandemic, its availability has 
resulted in widespread use and validation efforts for 
patients with covid-19.41-44

External validation—Research teams at each 
collaborating institution applied the inclusion and 
exclusion criteria locally to identify an external 
validation cohort at their institution, and they applied 
the outcome definition to determine which of the 
patients admitted to hospital experienced clinical 
deterioration (see supplemental eMethods 2). They 
were then given the names and descriptions of the 
nine clinical and personal characteristic variables, as 
well as the expected values and categories of these 
variables (see supplemental eMethods 3). These teams 
then independently extracted and mapped these 
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variables to match the expected values and categories, 
so that the data might be saved in a format to enable 
identical preprocessing. In most cases these mappings 
were straightforward—for example, vital signs such as 
respiratory rate were recorded in a consistent manner 
across institutions. In cases when variables could 
not be mapped exactly, however, we worked together 
toward reasonable mappings. For example, head-of-
bed positions of less than 20° at certain institutions 
were mapped to a head-of-bed position of 15° to be 
compatible with the preprocessing and model code. 
After preprocessing had taken place, each team 
independently applied the same model and evaluation 
code and reported results as summary statistics. As 
with the internal validation, the model was evaluated 
for both discriminative and calibration performance 
in each external cohort. Internal performance was 
compared with external performance using a bootstrap 
resampling test by computing 95% confidence 
intervals of the difference in performance, adjusted 
by Bonferroni correction. For all cohorts, we also 
conducted an analysis of lead time—that is, how long 
in advance our model could identify a patient before 
he or she experienced the outcome (see supplemental 
eFigure 5).

Assessing model generalizability across time and 
subgroups—To further evaluate model performance 
across time, we measured the AUROC and area under 
the precision-recall curve scores for every quarter (three 
month periods) between March 2020 and February 
2021 within each validation cohort. Performance 
was also evaluated across different subgroups as the 
mean (and standard deviation) of AUROC scores across 
cohorts for subgroups of sex, age, race, and ethnicity 
(see supplemental eMethods 1 for categorizations). 
Within each cohort, we used the bootstrap resampling 
test to compare subgroup performance with overall 
performance.

Identifying low risk patients—To further examine how 
the model might be applied in hospitals for resource 
allocation, we evaluated the model for its ability to 
identify hospital admissions in which patients did 
not develop the outcome (throughout the remainder 
of the hospital stay) after 48 hours of observation. For 
these patients, we considered the average of their first 
11 risk scores (representing 48 hours, excluding the 
first incomplete four hour window) since admission. 
This average risk score was then used to identify 
patients who were low risk throughout the remainder 
of their hospital stay and could be considered good 
candidates for early discharge to facilities providing 
lower acuity care, such as a temporary (field) hospital, 
which can be especially helpful in surge settings.45 
For each validation cohort, the percentage of patient 
hospital admissions correctly identified as low risk was 
calculated subject to a negative predictive value ≥95% 
(ie, of the patient hospital admissions identified as 
low risk, ≤5% met the outcome). From this estimate, 
the number of bed days that potentially could be saved 
if these patients had been discharged at 48 hours was 
reported (see supplemental eMethods 1).

implementation details and code sharing statement
All analyses were performed in Python 3.5.246 using 

the numpy,47 pandas,48 49 and sklearn50 packages. 
Code for data preprocessing and model evaluation 
was packaged, and each institution ran the same 
pipeline locally and independently. So that other 
institutions can validate and use the model, all code 
and documentation are available online at https://
github.com/MLD3/M-CURES.

Patient and public involvement
This study was conducted in rapid response to the 
covid-19 pandemic, a public health emergency of 
international concern. Neither patients nor members 
of the public were directly involved in the design, 
conduct, or reporting of this research.

results
The development cohort (n=24 419 patients) included 
35 040 hospital admissions pertaining to patients 
admitted with respiratory distress during 2015-19 at a 
single institution, 3757 (10.7%) of whom experienced 
the primary outcome, a composite of in-hospital 
mortality or any of three treatments indicating severe 
illness: mechanical ventilation, heated high flow 
nasal cannula, and intravenous vasopressors (see 
supplemental eTable 2). The internal validation cohort 
(n=887 patients) included 956 hospital admissions for 
covid-19, 206 (21.6%) of which concerned the primary 
outcome (table 1). Patients admitted to hospital in 
the internal validation cohort were similar in age 
and sex to those of the development cohort but were 
more likely to self-report their race as Black (19.6% v 
11.3%) (see supplemental eTable 2). Combined, the 
external validation cohorts consisted of 8335 hospital 
admissions, 1304 (15.6%) of which concerned the 
primary outcome. The external validation cohorts 
differed from the internal validation cohort in at least 
one personal characteristic dimension (sex, age, race, 
or ethnicity) (table 1; supplemental eTable 4). For 
example, the proportions of Hispanic or Latino patients 
were significantly higher, ranging from 13.5% to 
29.0%, compared with 3.6% in the internal validation 
cohort; in four external cohorts a significantly larger 
proportion were very elderly patients (>85 years), with 
one cohort skewed towards being much older (22.3% 
v 7.3%). Externally, primary outcome rates varied from 
13.4% to 19.5%. In addition, the reason for meeting 
the primary outcome varied significantly across 
hospitals (see supplemental eTable 5).

Supplemental eFigure 2 presents the parameters of 
the final learnt model, and eTable 1 shows all model 
coefficients as a comma separated values file. This 
file can be loaded into a computer program and used 
to automate model prediction and is not intended to 
be readable by humans (hence the number of digits 
after the decimal place). The model showed good 
overall performance in both internal and external 
validation. When the model was applied to the internal 
validation cohort, it substantially outperformed the 
Epic Deterioration Index, achieving an AUROC of 0.80 

https://github.com/MLD3/M-CURES
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(95% confidence interval 0.77 to 0.84) v 0.66 (0.62 
to 0.70), area under the precision-recall curve of 0.55 
(95% confidence interval 0.48 to 0.63) v 0.31 (0.26 
to 0.36), and expected calibration error of 0.01 (95% 
confidence interval 0.00 to 0.02) v 0.31 (0.30 to 0.32) 
(see supplemental eFigure 3). External validation 
resulted in similar performance, with AUROCs ranging 
from 0.77 to 0.84, area under the precision-recall curve 
ranging from 0.34 to 0.57, and expected calibration 
errors ranging from 0.02 to 0.04 (fig 1). The AUROC 
across external institutions did not differ significantly 
from the internal validation AUROC (supplemental 
eTable 6) and had an average of 0.81.

Across time (fig 2; supplemental eTable 7) the 
model performed consistently in all validation cohorts 
throughout the four quarters, with AUROCs >0.7 and 
area under the precision-recall curves >0.2 in most 
cases. The exception was during June to August 2020, 
where compared with the overall performance of each 
cohort, two cohorts showed a decrease in AUROC 
(from 0.79 to 0.57 and from 0.77 to 0.58) and one 

cohort showed a decrease in area under the precision-
recall curve (from 0.42 to 0.17), but the differences 
were not statistically significant (see supplemental 
eTable 8). Across subgroups based on personal 
characteristics, the model displayed consistent 
discriminative performance in terms of AUROC (fig 3; 
supplemental eTable 9); subgroup performance did 
not vary significantly from the overall performance 
when evaluated within specific sex, age, and race or 
ethnicity subpopulations (see supplemental eTable 
10). In one external cohort, the model performed 
significantly better on patients who self-reported their 
race as Asian (as defined by the US Census Bureau51) 
compared with patients who self-reported their race as 
White (see supplementary eTable 11).

In terms of resource allocation and planning, 
the model was able to accurately identify low risk 
patients after 48 hours of observation in both the 
internal and the external cohorts. At best, the model 
could correctly triage up to 41.6% of low risk patients 
admitted to hospital with covid-19 to lower acuity 

table 1 | characteristics of internal and external validation cohorts of adults admitted to hospital with covid-19 (see supplemental etable 1 for 
characteristics of the development cohort). values are numbers (percentages) unless stated otherwise

cohort

internal 
 validation 
 cohort* (n=887)

external validation cohorts†

a (n=2161) b (n=1252) c (n=1180) D (n=1009) e (n=909) F (n=747) g (n=555)
No of hospital admissions 956 2320 1320 1256 1073 965 794 607
Median (IQR) age (years) 64 (52-75) 63 (50-76) 62 (50-73) 68 (56-79) 65 (53-76) 69 (58-80) 73 (59-84) 62 (48-75)
Age group (years):
 18-25 <25 52 (2.2) <25 <25 <25 <25 <25 <25
 26-45 129 (13.5) 398 (17.2) 225 (17.1) 159 (12.7) 159 (14.8) 77 (8.0) 74 (9.3) 114 (18.8)
 46-65 374 (39.1) 800 (34.5) 518 (39.2) 380 (30.3) 358 (33.4) 327 (33.9) 204 (25.7) 215 (35.4)
 66-85 365 (38.2) 873 (37.6) 497 (37.7) 539 (42.9) 435 (40.5) 412 (42.7) 331 (41.7) 184 (30.3)
 >85 70 (7.3) 197 (8.5) 57 (4.3) 159 (12.7) 97 (9.0) 145 (15.0) 177 (22.3) 74 (12.2)
Sex:
 Women 420 (43.9) 993 (42.8) 612 (46.3) 564 (44.9) 533 (49.7) 445 (46.1) 363 (45.7) 313 (51.6)
 Men 536 (56.1) 1327 (57.2) 709 (53.7) 692 (55.1) 540 (50.3) 520 (53.9) 431 (54.3) 294 (48.4)
Race‡:
 White 649 (67.9) 1364 (58.8) 733 (55.6) 935 (74.4) 589 (54.9) 636 (65.9) 584 (73.6) 214 (35.3)
 Black 187 (19.6) 190 (8.2) 332 (25.2) 123 (9.8) 234 (21.8) 135 (14.0) 49 (6.2) 62 (10.2)
 Asian§ 30 (3.1) 80 (3.4) 29 (2.2) 51 (4.1) 39 (3.6) <25 39 (4.9) 135 (22.2)
  Other or unknown¶ 90 (9.4) 686 (29.6) 226 (17.1) 147 (11.7) 211 (19.7) 168 (17.4) 122 (15.4) 196 (32.3)
Ethnicity:
 Hispanic or Latino 34 (3.6) 587 (25.3) 379 (28.7) 350 (27.9) 210 (19.6) 138 (14.3) 107 (13.5) 176 (29.0)
  Non-Hispanic or non-Latino 883 (92.4) 1569 (67.6) 915 (69.3) 875 (69.7) 841 (78.4) 783 (81.1) 637 (80.2) 414 (68.2)
 Other or unknown 39 (4.1) 164 (7.1) 26 (1.8) 31 (2.5) <25 44 (4.6) 50 (6.3) <25
Median (IQR) length of stay (hours) 138 (83-261) 160 (95-284) 141 (96-257) 136 (93-235) 167 (100-287) 143 (92-234) 154 (95-256) 183 (113-324)
Outcome ever:
 Death 60 (6.3) 197 (8.5) 108 (8.2) 125 (10.0) 96 (8.9) 93 (9.6) 123 (15.5) 42 (6.9)
  Mechanical ventilation 98 (10.3) 259 (11.2) 142 (10.7) 135 (10.7) 116 (10.8) 69 (7.2) 69 (8.7) 52 (8.6)
  Intravenous vasopressors 87 (9.1) 299 (12.9) 152 (11.5) 139 (11.1) 125 (11.6) 65 (6.7) 74 (9.3) 70 (11.5)
  Heated high flow nasal cannula 218 (22.4) 132 (5.7) 263 (19.9) 121 (9.6) 95 (8.9) 99 (10.3) 106 (13.4) 101 (16.6)
Primary outcome ≤5 days 206 (21.6) 311 (13.4) 249 (18.8) 206 (16.4) 155 (14.4) 136 (14.1) 155 (19.5) 92 (15.2)
Reason for primary outcome (% of outcomes):
 Death 5 (2.4) 34 (10.9) 4 (1.6) 21 (10.2) 16 (10.3) 25 (18.4) 37 (23.9) 2 (2.2)
  Mechanical ventilation 20 (9.7) 89 (28.6) 25 (10.0) 52 (25.2) 52 (33.5) 22 (16.2) 18 (11.6) 8 (8.7)
  Intravenous vasopressors 9 (4.4) 95 (30.5) 18 (7.2) 33 (16.0) 26 (16.8) 10 (7.4) 21 (13.5) 16 (17.4)
  Heated high flow nasal cannula 172 (83.5) 93 (29.9) 202 (81.1) 100 (48.5) 61 (39.4) 79 (58.1) 79 (51.0) 66 (71.7)
IQR=interquartile range.
*Patients with covid-19 admitted to one institution during 2020-21.
†Patients admitted with covid-19 during 2020-21 at 12 external medical centers. Six sites with fewer than 100 patients that met the primary outcome were combined into a single cohort when 
performing evaluation, resulting in seven external validation cohorts.
‡Race was self-identified by patients or their guardian, with options: American Indian or Alaska Native, Asian, Black, native Hawaiian or other Pacific Islander, White, other, patient refused, or 
unknown. 
§As defined by the US Census Bureau,51 the Asian race refers to people having origins in any of the original peoples of the Far East, Southeast Asia, or the Indian subcontinent including, for 
example, Cambodia, China, India, Japan, Korea, Malaysia, Pakistan, the Philippine Islands, Thailand, and Vietnam.
¶Includes American Indian or Alaskan, native Hawaiian or other Pacific Islander, other, unknown, or patient refused.
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care, with a potential saving of 5.2 bed days for each 
early discharge. At other institutions, the model could 
potentially save 7.8 bed days, while correctly triaging 
fewer patients admitted to hospital as low risk (fig 
4). The model achieved this performance level while 
maintaining a negative predictive value of at least 
95%—that is, of those admitted to hospital who were 
identified as low risk patients, 5% or fewer met the 
primary outcome.

discussion
Accurately predicting the deterioration of patients can 
assist clinicians in risk assessment during a patient’s 
hospital admission by identifying those who might 
need ICU level care in advance of deterioration.52-54 In 
scenarios with a surge in admissions, hospitals might 
use predictions to manage limited resources, such as 
beds, by triaging low risk patients to lower acuity care. 
This has spurred considerable efforts in developing 
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prediction models for the prognosis of covid-19, as 
shown in a living systematic review.12 Despite these 
efforts, however, generalization performance, or the 
performance of the model on new patient populations, 
is often overlooked when such models are developed 
and evaluated. To this end, we developed an open 
source patient risk stratification model that uses nine 
routinely collected personal characteristic and clinical 
variables from a patient’s electronic health record 
for prediction of clinical deterioration. Compared 
with previous deterioration indices that have failed 
to generalize across multiple patient cohorts,23  55 
the model achieved excellent discriminative 
performance in five validation cohorts, and acceptable 
discriminative performance in the remaining three, all 
while achieving strong calibration performance.56

External validation can highlight blind spots when 
the validation cohort differs substantially from the 
development cohort, including clinical conditions (eg, 
covid-19 is a new disease); personal characteristics, 
such as race and ethnicity; clinical workflows; and 
number of beds in the hospital. Ensuring consistency 
of features across both patient populations and 
different institutions remains challenging, even in the 
most basic settings. For example, differences in clinical 
workflows across hospitals could result in different 
documentation practices or different monitoring 
strategies (eg, intermittent versus continuous pulse 
oximetry measurement), which could in turn affect 
the usefulness of these variables. Despite the likely 

differences in clinical practice across hospitals, our 
proposed model performed well across institutions, 
suggesting that these variables capture certain aspects 
of illness severity that are generalizable. The model’s 
strong generalizability might be attributed to several 
design choices. First, we utilized a separate but related 
development cohort for training. This idea, known as 
transfer learning, allowed us to utilize a large cohort 
of patients for training.57 58 Moreover, the clinician-
informed data driven approach to feature selection and 
a rigorous approach to internal validation contributed 
to the strong generalization performance of the model.

We also evaluated performance on specific 
subgroups (based on age, sex, race, and ethnicity) 
and across time.59 60 Ensuring consistent performance 
across such subgroups can help mitigate biases 
against certain vulnerable populations.61-63 Despite 
an underrepresentation of Hispanic and Latino 
patients in the development cohort compared with 
the external validation cohorts, model performance 
in this subgroup was consistent with performance 
in people of non-Hispanic and Latino ethnicity. At 
several points during the pandemic, changes in the 
patient population presenting with severe disease and 
changes to clinical workflows could have impacted 
model performance. For example, timings of surges 
in admissions and outcome rates differed throughout 
regions of the US owing to factors such as local policies 
and lockdown timings.64-67 These changes could have 
resulted in a modest decline in model performance 
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at two sites in the summer of 2020. Beyond surge 
settings, the treatments, availability of vaccines, and 
outcome rates likely have an impact on how risk models 
might perform.68-73 In particular, model performance 
stabilized in the autumn and winter surges, which 
could indicate a convergence in treatment of covid-19.

Our evaluation of the model’s performance focused 
on two relevant clinical use cases: identifying high risk 
patients who might need critical care interventions 
and identifying low risk patients who might be 
candidates for transfer to lower acuity settings. As a 
clinical risk indicator, the model could be displayed 
within the electronic health record near vital signs to 
provide clinicians with summary information about 
a patient’s status without prespecifying a threshold 
recommending action. Alternatively, an institution 
might decide to use the model to support a rapid 
response team that evaluates patients at high risk 
for clinical decompensation. In such a scenario, the 
threshold chosen to trigger an evaluation would 
depend, in part, on the number of evaluations the team 
could perform during a shift. Ultimately, decisions 
on how the model will inform patient care should be 
largely driven by local needs, resource constraints, and 
available interventions, as well as by an institution’s 
tolerance of false positives and false negatives.

strengths and limitations of this study
Unlike previous work on the external validation of 
patient risk stratification models,22 our approach 
did not rely on sharing data across multiple sources. 
Instead, we developed the model using data from 
a single institution and then shared the code with 
collaborators in external institutions who then applied 
the model to their data using their own computing 
platforms. This approach has many benefits. The 
sharing and aggregation of data that contain protected 
health information (eg, dates) from 12 healthcare 
systems into a single repository would have required 
extensive data use agreements and additional 
computational infrastructure and added substantial 
delays to model evaluation. Maintaining patient 
data internally further mitigates the potential risk 
of data access breaches. In addition to distributing 
the workload and evaluation process, this approach 
reduced the chance of errors because each team was 
most familiar with its own data and thus less likely 
to make incorrect assumptions when identifying the 
cohort, model variables, and outcomes.

The success of this paradigm relied on several 
design decisions early in the process as well as 
continued collaboration throughout. First, the number 
of variables used by the model was limited, ensuring 
that all variables could be reliably identified and 
validated at each institution. Beyond model inputs, it 
was equally crucial to validate inclusion and exclusion 
criteria and outcome definitions. To this end, we 
worked closely with both clinicians and informaticists 
from each institution to establish accurate definitions. 
Finally, we developed a code workflow with common 
input and output formats and shared detailed 

documentation. This in turn allowed for quick iteration 
among institutions, facilitating debugging.

The data driven approach for feature selection 
resulted in features that might not immediately align 
with clinical intuition, though still represent important 
aspects of a patient’s illness, and can help in predicting 
the outcome. For example, both head-of-bed position 
and the patient’s position during blood pressure 
measurement might indicate aspects of patient illness 
severity that are not captured by other data. A blood 
pressure reading taken in a standing position might 
indicate a healthy patient who can tolerate such a 
maneuver. Strong external validation performance 
ensured that these variables captured aspects of illness 
that generalized across multiple institutions.

The current analysis should be interpreted in the 
context of its study design. Importantly, a single 
electronic health record software provider (Epic 
Systems; Verona, WI) was used across all medical 
centers. This commonality between institutions 
facilitated model validation. Despite a common 
electronic health record vendor being used, however, 
local implementation of each electronic health record 
system requires local knowledge of institutions, which 
was a feat of our multisite team approach. To further 
ensure the model can generalize to more institutions, 
researchers should focus on validating the model in 
healthcare systems utilizing different electronic health 
record systems. Moreover, the model was developed 
and validated on adults with respiratory distress and a 
diagnosis of covid-19 in distinct geographical regions 
across the US. We focused on covid-19 owing to the 
ongoing strain on hospital resources created by the 
pandemic.25-29 The model may or may not apply to 
patients with respiratory distress without a covid-19 
diagnosis, in other regions of the US (eg, mountain 
west and northwest) or other countries. Furthermore, 
when we estimated potential bed days saved resulting 
from the triage of low risk patients, we assumed that 
those patients could be safely discharged at 48 hours. 
Other reasons might, however, exist as to why a 
patient needs to remain in hospital, preventing early 
discharge. The model may be particularly effective 
in identifying those patients who can be discharged 
especially when lower acuity care centers are available 
for transfer of patients. Finally, the composite outcome 
we considered was developed early in the pandemic 
based on clinical workflows and treatments at the 
time. As treatments evolve, outcome definitions might 
change that could affect model performance. Without 
implementation into clinical practice, it remains 
unknown whether the use of such a model has an 
impact on clinical or operational outcomes, such as 
early discharge planning.

comparison with other studies
As a baseline, we compared our model with the Epic 
Deterioration Index in the internal validation cohort 
and found favorable performance. Although additional 
baselines (such as the 4C mortality and deterioration 
models21 22) exist, they are not directly comparable with 
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our proposed model. Most importantly, the intended 
use of the 4C models differs from that of our model. 
The 4C models were designed as a bedside calculator 
for estimating a patient’s risk at one point in time and 
inputs must be provided by the clinician (allowing for 
potential subjectivity for some features) and are not 
automatically extracted from the electronic health 
records. In contrast, our model automatically estimates 
risk at regular intervals throughout a patient’s hospital 
admission without any extra effort from a clinician. 
Despite the perceived simplicity of the 4C models, it is 
challenging to collect some of the necessary variables 
in an automated fashion. For example, extracting 
comorbidities from electronic health record data 
through ICD codes can be error prone and inconsistent 
across institutions.74 75 Therefore, we focused on the 
comparison with the Epic Deterioration Index, which 
operates in a similar manner to our model and was 
already implemented at the development institution.

conclusions and policy implications
This study represents an important step toward 
building and externally validating models for 
identifying patients at both high and low risk of clinical 
deterioration during their hospital stay. The model 
generalized across a variety of institutions, subgroups, 
and time periods. Our method for external validation 
alleviates potential concerns surrounding patient 
privacy by forgoing the need for data sharing while 
still allowing for realistic and accurate evaluations 
of a model within different patient settings. Thus, 
the implications are twofold; the work here can help 
develop models to predict patient deterioration within 
a single institution, and the work can promote external 
validation and multicenter collaborations without the 
need for data sharing agreements.
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