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Abstract· 

We consider the motion of particles and scalar flow in the defect­
turbulent regime of the complex Ginzburg-Landau field. We find that the 
particle motion is diffusion-like at large time scales, whereas the motion 
is dominated by trapping of particles by -defects of the field at short time 
scales. Consequently the diffusion constant is constrained. For relative 
motion of two particles we find that at a: relative distance s the distribu­
tion of ds2 f dt is exponential rather than ·Gaussian as would be the case for 
Brownian motion. 

· Particles are kicked around in a turbulent flow like helium balloons in a hur­
ricane [1]. Their complicated and unpredictable individual and relative motion 
differ from the Brownian ideal in important ways and present a host of outstand­
ing problems [1, 2, 3, 4, 5]. Likewise, the related issue of a turbulently-advected 
passive scalar presents it~ own analytical difficulties [6, 7, 8]. The class of turbu­
lence studied here, defect turbulence, occurs in spatially-extended systems near 
the threshold of a Hopf bifurcation [9, 10]. In two dimensions, it is characterized 
by the motion, creation and annihilation of point defects (vortices). 

We have undertaken a study of particle motion in the background of defect 
turbulence. We use the complex Ginzburg-Landau equation, 

8tA(z, t) = A(z, t)- (1 + ia)IA(z, t)l 2 A(z, t) + (1 + i,B)\72 A(z, t), (1) 

for the dynamics. of the underlying (complex) amplitude field A(z, t). Here a and 
.B are real numbers, and we take A = Rei<P. Of crucial importance are the defects 
of the phase field, i.e. the singularities of </>(z, t), where the modulus is identically 
zero: R(z, t) = 0. Depending on the values of a and .B (Fig. 1), the vortices 
either appear in a frozen state, where spiral waves in the phase </>(z, t) wind 
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around fixed vortex cores, or in a turbulent state where the vortices move rapidly 
and are annihilated and created in vortex-antivortex pairs [10, 11, 12, 13]. The 
vortices are characterized by their vorticity. The phase gradient points towards 
the vortex core, except in the area close to the core. There, the gradient lines 
spiral around the core counterclockwise for vortices of positive vorticity, and 
clockwise for negative vorticity. 

The particle is given a velocity 

dr 
v =cit= rv <P(r, t) {2) 

where r(t) is the particle position, and the coefficient r is treated as an adjustable 
parameter (which can be positive or negative). The particle has no inertia in this 
scheme, the equation of motion being purely dissipative. We are interested in 
the trajectory and the statistics of particle motion when the underlying field is 
turbulent. However, for the purposes of illustration, we first consider the particle 
in the frozen state, where the influence of the defects is clearly discerned and 
understood. · 

Eqs. ( 1) and ( 2) were discretized using the coupled-map approximation dis­
cussed in [11]. We used a 128x 128-lattice with periodic boundary conditions, and 
random initial conditions (A is random within the unit circle). In all cases, we 
let the system achieve a steady-state vortex density before recording data. The 
phase. gradient at the (off-lattice) particle position r in Eq. {2) was interpolated 
from four first-order phase gradients at the four nearest lattice sites. 

The motion of the particle in the field of one or a few vortices is the basis 
by which we understand the more complicated particle motions in the turbulent 
case. It follows from the choice of the equation of motion (2) that the particle 
is attracted to the vortices when r is positive, and repelled by them when r is 
negative. In the frozen vortex state, the particle will either spiral into a vortex 
and be trapped, or it will follow the domain walls separating the spiral waves 
until it gets stuck at a junction of three domain walls. In our numerical simu­
lations on a lattice, the spiraling motion into a vortex is eventually replaced by 
a circulating motion around the vortex core. The phase gradient diverges in the 
center of the vortex, so in a continuum, the particle velocity keeps increasing. 
This (unphysical) divergence can be removed·by multiplying the right hand side 
of Eq. (2) by IAI or IAI2

. 

In the turbulent regime, and for r positive, the particle is still attracted to the 
vortices and tries to move with them. The lifetime of a vortex in the turbulent 
field is finite, however, so the particle will eventually be abandoned and must 
then find and stick to another vortex. The amount of time the particle spends 
near a vortex increases with the absolute value of r, since increasing If I means 
increasing the velocity of the particle, thereby enabling it to follow the motion of 
the vortex for a longer period of time. When f is sufficiently large, the particle 
is trapped by the vortex until the vortex undergoes annihilation. 
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Figures 2a and 2b show the traces of a particle moving at f = 1 and f = 10. 
We·used a:= 1 and /3 = -2 (open circle in Fig. 1). Complete trapping is observed 
for r = 10. For negative f, the particle is repelled by the vortices, so no trapping 
is observed (Fig. 2c). 

The intriguing combination of vortex pinning and the motion between the 
vortices is even more emphasized when plotting the time variation of the "energy" 
€ = v 2 • This is shown in Fig. 3, revealing a very intermittent behavior. As 
seen, c is large while the particle is trapped by a vortex, indicating that the 
phase gradients close to the vortices are large. When the particle moves between 
vortices, c decreases drastically to a small value. 

To study self-diffusion, we consider the mean square displacement < ~r2 > 
of the particle as a function of the time interval ~t. In Fig. 4a < ~r2 > is 
plotted versus ~t on double-logarithmic scale for f = 1, 10, 100. The inset 
shows a longer run for r = -1.2. At low ~t we find that the motion is ballistic, 
< ~r2 >ex: (D.t) 2 , while at large time intervals the motion seems to approach 
normal diffusion, < ~r2 >= DD.t where D is the self-diffusion constant. 

Figure 4b shows the diffusion constant D obtained as a function of f. When 
If I < < 1, we find that D ex: f 2

. The appropriate physical picture in this case 
is that of a particle being kicked about by an underlying random vector field. 
In this picture, a squared displacement of< ~r2 > will be proportional to ~t, 
with a prefactor proportional to f 2 < IV 4>1 2 >. As the value of r increases, 
the vortex trapping of particles becomes more efficient, and a hump develops in 
the mean square displacement curve (Fig._ ·4a). Only well above the time the 
particle is trapped by a vortex the diffusion law is recovered. The trapping effect 
indicates that the self-diffusion constant eventuaily is limited to that of the vortex 
diffusion. Accordingly, at large f we find that the velocity of the particle is large 
enough to follow any motion of the vortices. Thus, it is solely the underlying field 
dynamics that determines the dynamics of the particle. In this case, (If I > > 1), 
D is independent of r, as seen in Fig. 4b. 

The motion of one particle relative to another in a turbulent field is called 
Richardson diffusion. If s = r2 - r 1 denotes the position of particle 2 relative 
to particle 1, an important question in the field of turbulence is the dependence 
of D(s) =< ds2 jdt >on the distances= lsi. If D(s) is constant, the relative 
motion is diffusion-like. In general, two advected particles will probe velocity 
correlations on scales of order their separation. 

In order to determine D( s) we follow two routes: One is the Eulerian, where 
two lattice points a distances apart is selected, and at any given time two particles 
are launched and followed for one time step to determine ds 2 j dt. The other route 
is the Lagrangian, where two particles are launched and followed in time, sampling 
ds 2 jdt as a function oft. From the first D(s) is obtained directly, averaging over 
time. From the second approach, the values of ds2 jdt for various values of s has 
to be collected from many traces of particle pairs, or from very long traces, where 
the pair of particles are a distance s apart many times. 
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Figure 5a shows a semi-logarithmic plot of the distribution P( D) for s = 75 
and ·s = 200 obtained from the Lagrangian approach. The mean value is very 
small compared to the width of the distribution, so no conclusive results are 
obtained for the s dependence of D( s). This is also the case for the Eulerian 
approach. However, P(D) is clearly not Gaussian, as is found for Brownian 
motion. Rather the distributions fall off exponentially. We find that the width 
increases linearly with s for both the Lagrangian and the Eulerian approach 
(Fig. 5b). 

We find when launching many particles that these in the course of time merge 
[14]. To illustrate the effective particle field, we comment on adding a passive 
scalar field to Eq. ( 1). 

(3) 

Figure 6 shows the particle concentration in grey code. We have used a non-zero 
diffusivity K = 1, and the velocity v = V ¢. It is clear that the concentration 
is not homogeneous. Rather, spikes are observed in the particle concentration 
corresponding to the location of the vortices. for the velocity v = - V ¢ the con­
centration is at its maximum at boundaries between the domains of the vortices. 

In conclusion, we have analyzed particle motion in the two-dimensional Ginz­
burg-Landau field. On long time scales the motion seems to be diffusion-like. 
However, the trajectories are heavily constrained by trapping at vortices, which 
puts an upper limit on the diffusion constant. The trapping gives rise to an inter­
mittent behavior of the energy ex v 2 • We haye also considered relative diffusion, 
and we find that the distribution of ds2 jdt for a given s is exponential rather 
than Gaussian as is the case for Brownian motion. 

This work was supported by the Novo-Nordisk Foundation, the Danish Nat­
ural Science Research Council, and the Danish Research Academy. 
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Figure Captions 

Figure 1: Phase diagram indicating frozen and turbulent state. The open circle 
indicates the values used in the simulations (a = 1, {3 = - 2). 

Figure 2: Particle traces in the turbulent state, system size 128 x 128, for the 
parameter values (a) r = 1, (b) r = 10, (c) r = -1. 

Figure 3: Energy c = v 2 (t). 

Figure 4: (a) The mean square distance < ~r2 > versus t for r = 1 (small 
circles), r = 10 (diamonds), and r = 100 (big circles). System size 128 X 128. 
Inset: < ~r2 > versus t for r = -1.2. (b) The self-diffusion coefficient D as a 
function of the parameter If!, double-logarithmic scale. r < o: triangles, r > o: 
circles. 

Figure 5: (a) Distribution P(D) for the Lagrangian approach. Distances between 
particles ares= 75 (open circles) and s = 200 (black circles) for the parameter 
f = 1. b) Width <7(s) of the distribution functions for the Eulerian (diamonds) 
and the Lagrangian approach (black circles) .. ·f =:= 10. 

Figure 6: Particle concentration in grey code for the case of a passive scalar. 
Black is maximum. The velocity field is given by v = V ¢, the system size is 
256 x 256 and the diffusivity is "' = 1. 
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