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ABSTRACT OF THE THESIS

Machine Learning-Based Predictive Control of an Electrically-Heated Steam Methane Reforming

Process

by

Yifei Wang

Master of Science in Chemical Engineering

University of California, Los Angeles, 2024

Professor Panagiotis D. Christofides, Chair

Hydrogen plays a crucial role in improving sustainability and offering a clean and efficient

energy carrier that significantly reduces greenhouse gas emissions. However, the primary method

of industrial hydrogen production, steam methane reforming (SMR), relies on the combustion of

hydrocarbons as the heating source for the reforming reactions, resulting in significant carbon

emissions. To address this issue, an experimental setup of an electrically-heated steam methane

reformer (e-SMR) has been constructed at UCLA, and a lumped first-principle dynamic process

model was built based on parameters estimated from the experimental data in a previous study.

Subsequently, the first-principle dynamic process model was implemented into the computational
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model predictive control (MPC) scheme, successfully driving the hydrogen production rate to the

desired setpoint. While these works are important and pave the way for developing MPC for large-

scale e-SMR processes, the first-principle process model may not accurately reflect the actual

process behavior, particularly as the process behavior changes with time. Therefore, the develop-

ment and establishment of an adaptive data-driven approach for implementing model predictive

control in the e-SMR process is necessary. To address this need, the present work investigates

the construction of recurrent neural network (RNN) models for an e-SMR process in-depth, uti-

lizing data from an experimentally-validated first-principle model. Specifically, a long short-term

memory (LSTM) layer was utilized in the RNN model to effectively capture the complex corre-

lations present in long-term sequential data. Subsequently, this LSTM-based RNN process model

was employed to design an MPC, and its performance was evaluated through comparison with

proportional-integral (PI) control. To address potential disturbances and variability in a typical

e-SMR process, three distinct approaches were developed: MPC with an integrator, MPC with

real-time online retraining (transfer learning), and offset-free MPC. These approaches effectively

eliminated the offset caused by disturbances. Overall, this study underscores the effectiveness of

utilizing RNN models to capture process dynamics in an experimental e-SMR process. It also out-

lines strategies for employing RNN-based control and multiple approaches to address disturbances

in general processes with partially infrequent and delayed measurement feedback. This approach

is particularly valuable in scenarios where developing first-principle models for a new process may

be challenging.
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Chapter 1

Introduction

Hydrogen (H2) is recognized for its clean and efficient emissions properties and is crucial in

addressing global climate change and supporting the urgent energy revolution [1]. As an ideal

energy carrier [2], hydrogen substantially contributes to the establishment of environmentally

friendly industries, offering a sustainable alternative to traditional fossil fuels. Moreover, its piv-

otal roles in transportation [3], manufacturing [4], energy storage and production [5] underscore

its significant contribution to decarbonization. However, in modern industry, nearly 95% of H2

is produced through steam methane reforming (SMR) [6]. Steam methane reforming is a classic

industrial process used to produce hydrogen from natural gas. During the traditional SMR reaction

process, the combustion of fossil fuels creates the high temperatures required to heat the reactions

in large-volume industrial reactors, which significantly contributes to greenhouse gas accumula-

tion and climate change. To address this issue, a novel electrically-heated SMR (e-SMR) system

is considered as an alternative green hydrogen production method. Instead of utilizing heat from
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natural gas combustion, electricity is used as the energy source to heat the reformer. This elec-

tricity is generated from various clean energy sources, including solar energy, wind power, and

hydropower [7]. Therefore, substantially decreased carbon emissions are achieved since no carbon

is generated to supply the necessary heat for the e-SMR. Additionally, when compared to conven-

tional SMR reactors, [8] also mentioned enhanced catalytic performance in an e-SMR setup due

to direct heating of the catalyst. Moreover, electrification can eliminate the need for a combustion

furnace, resulting in a significantly reduced reactor volume [9].

To build an energy plant based around an e-SMR unit, a controller must be designed to main-

tain a stable hydrogen production rate, addressing challenges such as start-up procedures, catalyst

deactivation, and setpoint modulation. At UCLA, the experimental setup for the e-SMR was con-

structed for e-SMR-based hydrogen production in an experimental process, and research work

was conducted to achieve the desired hydrogen production using model predictive control (MPC)

based on first-principle models, leading to a successful experimental implementation and desired

control behavior [10, 11, 12]. While the integration of the first-principle model with the MPC con-

troller effectively drives the output to the desired setpoint in previous studies, the predictions of the

first-principle model may not fully reflect the complexities of real experimental processes. The dis-

crepancies arise from assumptions made in constructing the first-principle model, which neglected

crucial factors inherent in real reaction processes, such as mass transfer phenomena and catalyst

deactivation. These uncertainties emphasize the necessity of developing alternative approaches to

accurately simulate the real process. Therefore, a data-based approach for MPC implementation

in the e-SMR process is investigated in this study.

With the advancements in computational power and the development of sophisticated algo-
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rithms in the era of big data, the evolution of machine learning has gained significant attention

in the process modeling area. Over the past decades, the machine learning technique has evolved

from a research-oriented area to a field with various real-world applications, such as healthcare,

finance, manufacturing, etc [13]. Among various architectures of machine learning techniques,

neural networks have emerged as one of the most powerful due to their ability to learn and model

non-linear and complex data patterns. The common types of neural networks include feed-forward

neural networks (FNNs), recurrent neural networks (RNNs), and convolutional neural networks

(CNNs) [14]. Specifically, RNNs have gained significant popularity for modeling a broad class of

nonlinear dynamical systems. The origins of the RNN model date back to the 1980s, marked by

the invention of Hopfield networks for the purpose of pattern recognition [15]. Since then, vari-

ous types of RNNs have been extensively developed for applications such as pattern recognition

and natural language processing. Today, with the rapid advancement of computational resources

and the availability of open-source neural network libraries and frameworks like TensorFlow and

Keras, RNNs have been leveraged as one of the most effective methods to solve regression and

classification problems in engineering fields [16]. For example, [17] describes the development of

a neural network-based detection system designed to identify cyberattacks in chemical processes.

[18] used RNNs and other netwroks in an MPC scheme to improve the efficiency and quality of

a cooling crystallization process. [19] introduced an RNN-based MPC framework for a plasma

etching process.

Compared to feed-forward and other types of neural networks with single-directional connec-

tions between input and output vector, RNNs exhibit advantages due to their additional recurrent

connections formed between sequential data, which preserve the memory of the previous layer.
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This characteristic allows RNNs to effectively process and learn the information between data

points while accounting for time dependency, making them particularly suited for tasks such as

natural language processing, time series prediction, and pattern recognition [14]. Moreover, the

distinctive architecture leverages RNNs to capture the dynamic behavior of the target process in a

way conceptually similar to the nonlinear state-space ordinary differential equation models, mak-

ing them a valid alternative to the first-principle model [20]. Although a basic RNN model can

be more effective for simulating time-dependent processes than other neural network models, their

structural simplicity may be insufficient to accurately capture highly complex processes with long-

term data dependencies. Today, various types of modern RNN-based process models have been

developed and incorporated into MPC schemes to enable long-term control actions on sequential

data. The common architectures of the modern RNN-based process model are long short-term

memory (LSTM), gated-recurrent unit (GRU), and Encoder-decoder. LSTM and GRU use a sim-

ilar gate mechanism to regulate information flow and manage the long-term time dependencies in

sequential data. According to a study conducted by [21], an LSTM and GRU model accurately pre-

dicted process outputs and achieved desired control behaviors to a similar extent when integrated

with an MPC scheme for controlling two chemical reactors. The Encoder-Decoder is a type of

special RNN model incorporating two RNN models in series. Compared to traditional RNNs, the

Encoder-Decoder RNN performs better in processing long-term sequential data by using a more

flexible time window size of input and output [22]. Moreover, a study conducted by [23] found that

the Encoder-Decoder outperforms LSTM-based and GRU-based RNNs in simulating dynamic pro-

cesses that involve numerous long-term dependencies. Even though the Encoder-Decoder neural

network model overcomes certain limitations of traditional RNN models, it also has a higher com-
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putational cost while an LSTM-based RNN model is adequate at capturing most of the dynamic

process behavior [24].

In the field of chemical engineering, machine learning techniques can also make significant

contributions. In a study conducted by [25], the LSTM-based RNN process model trained on

experimental data was implemented into a multi-input-multi-output (MIMO) control scheme to

regulate ethylene and carbon monoxide production in a rotating cylinder electrode reactor for car-

bon dioxide (CO2) electrochemical reduction, achieving effective closed-loop control and approved

the feasibility of RNNs in the chemical engineering context. Nevertheless, there has been limited

research on using RNNs to simulate the e-SMR processes, despite their ability to accurately ap-

proximate complex dynamics and non-linearities without the knowledge of the underlying physics

and chemistry principles behind the process. Thus, this area presents an opportunity for further

exploration, which could make further advancements.

Based on these considerations, RNN-based model predictive control emerges as a promising

approach for the e-SMR process. However, various unforeseen phenomena can occur during the e-

SMR process. Notably, carbon formation (coking) is a prevalent issue that can deteriorate catalyst

performance [26, 27, 28]. These changes introduce disturbances to the actual e-SMR process,

resulting in inaccuracies in the RNN model. Therefore, strategies designed to address disturbances

in an e-SMR process MPC scheme are required.

To address disturbances in an MPC scheme, several approaches have been developed. One

widely used method in early MPC algorithms is MPC combined with an integrator, which elim-

inates offset by adding extra control action derived from error integration [29]. [30] discussed

embedding integrators within designed models, while [31] applied integrators in dynamic matrix
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control (DMC). The offset-free approach is a more recent innovation for eliminating disturbance-

induced offset compared to conventional methods. Various disturbance models have been explored

and incorporated into this strategy (e.g., [32] and [33]). Specifically, the offset-free strategy em-

ploys additional disturbance states and a disturbance observer to estimate and counteract distur-

bances [34], thereby effectively addressing offsets. Beyond these general methods, online retrain-

ing using transfer learning offers another solution based on the properties of RNNs. This approach

involves retraining the pre-trained RNN model with real-time data, adapting it to current conditions

to manage offset [35, 36]. By continuously updating the RNN model with new data, the control

system can effectively respond to disturbances and maintain desired performance levels. These

methodologies handle disturbances within an MPC scheme sufficiently and can be applied to the

e-SMR process.

In this study, we aim to explore the application of a machine learning-based model to re-

place the first-principle model within an MPC framework for process control. Specifically, an

RNN model will be constructed based on the data generated from the first-principle model to cap-

ture the underlying pattern, which introduces a solid theoretical background of the actual e-SMR

experiment. Subsequently, the RNN-based process model will be employed in an MPC scheme

to estimate the initial condition of the controller and forecast the future state values of the pro-

cess variables as a predictive model within time horizons. Considering disturbances in an e-SMR

process, three approaches of RNN-based MPC schemes are emphasized for eliminating the final

offset: MPC combined with an integrator, MPC with transfer learning, and offset-free MPC. These

approaches will be analyzed based on their control performance. Our primary objective is to in-

vestigate the application of the RNN-based process models in the context of hydrogen production
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and control.
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Chapter 2

Preliminaries

2.1 Notations

The notation x ∈ R5 represents the vector of state variables, involving flow rates with deriva-

tion form (Fi − Fsp) of methane (CH4), carbon monoxide (CO), hydrogen, carbon dioxide and the

averaged reactor temperature (T − Tsp). The notation x⊺ represents the transpose of the vector x.

The notation x̂ is the predicted vector of state variables. The notation x̄ is the predicted vector

of state variables combined with the error tracking terms (θ). The notation u ∈ R1 represents

the vector of the control action, involving the electric current with derivation form (I − Isp). The

notation u⊺ represents the transpose of the vector u. A function f(x) belongs to the class C1 if it

exhibits continuous differentiability along its domain. F (·) is the model to be used to estimate state

values. F̄ (·) is the modified model to be used to estimate state values. The notation ŷ represents

the deviation form of the target output vector predicted by the model. The notation ỹ represents

the deviation form of measured target output.
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2.2 Process Overview

In our previous work, an electrically heated steam methane reformer was built to convert

methane to hydrogen gas carbon emission-free from heating [10]. In the electrically heated SMR

setup, methane, water steam, and argon (Ar) gas are fed to a tubular reactor under different tem-

peratures and pressures to react and produce hydrogen gas. The overall chemical reactions can be

written as follows:

Steam methane reforming : CH4 + H2O ⇌ 3H2 + CO, ∆H298 = 206.1 kJ ·mol−1 (2.1a)

Water gas shift : CO + H2O ⇌ CO2 + H2, ∆H298 = −41.15 kJ ·mol−1 (2.1b)

where steam methane reforming and water gas shift reactions are involved. Steam methane re-

forming is a strongly endothermic reaction that converts methane and water to hydrogen and car-

bon monoxide, and the water gas shift is a slightly exothermic reaction that converts the carbon

monoxide and water to carbon dioxide and hydrogen gas. Large amounts of energy are needed

to initialize the steam methane reforming reaction [37, 38, 39, 40], and a highly active Ni-based

catalyst is used in the reactor under high reaction temperatures to reduce activation energies and

increase the net SMR reaction rate.

The e-SMR process of interest outlined in Fig. 2.1 describes the transformation of methane

and steam reactants to carbon monoxide, carbon dioxide, and hydrogen products. Though the

experimental argon input is neglected in the RNN model developed in this study, the inert gas is

used as a tracer in the experiments for volumetric flow rate monitoring. Temperature measurements

are taken at the inlet and outlet of the reformer and are recorded on a per-second basis with a
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set of two thermocouples (TC). The average of these experimental temperature measurements is

utilized for modeling the reactor temperature. A DC power supply sends electrical energy through

the outer wall of the experimental reformer which generates the required energy input for the

SMR reactions in the form of resistive-heat, also known as joule-heating. Temperature control in

the reformer is achieved with a proportional-integral (PI) controller that modulates the electrical

current input using a first-order algorithm that has been derived and tested by [10]. A nickel-

embedded zirconia washcoat catalyst resides along the inner walls of the reformer to lower the

activation energies of the SMR and WGS reactions. The synthesis procedure for the washcoat was

developed and modeled by [11]. After the product gas mixture exits the reformer tube, the mixture

enters a steam condenser that removes unreacted water vapor to prepare the gasses for analysis in

a gas chromatography device (GC). Mole fractions of each product species are measured in a TCD

column as a means for quantifying the compositions of the gas products.

To capture the dynamic behavior of the e-SMR process, a lumped-parameter dynamic model

was constructed in [10] based on the reaction kinetics developed in [41]. SMR, WGS, and gas

species adsorption kinetic parameters were experimentally validated in [10, 11]. Due to the rela-

tively small scale of the experimental setup, the first-principle model is built based on a simplified

modeling approach, which approximates the tubular reactor as a continuously stirred tank reactor

(CSTR). In the case of a lumped parameter model, the first-principle model is built based on the

mass balance of each chemical species to simulate a gas-phase CSTR. Due to the temperature de-

pendency of the reaction rates, the energy balance was also employed in the first-principle model

to estimate the kinetic parameters. Additionally, Pq = FRT is held at all times to satisfy the ideal

gas law within the flow system reactor, where P is the pressure, q is the volumetric flow rate, F is

10
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Figure 2.1: Process schematic of the electrified steam methane reformer at UCLA.

the molar flow rate, R is the universal gas constant and T is the reactor temperature. The details

about the reaction kinetics and the mass balance equations can be found in [10].

Remark 1. The flow rate of each gas species exiting the reactor is measured using GC and quan-

tified in standard cubic centimeters per minute (SCCM). Considering the 15-minute analysis time

and 3-minute cooling period of the GC, an 18-minute sampling interval and a 15-minute delay are

factored into the process. Consequently, the gas measurement is characterized by infrequent and

delayed data acquisition.
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2.3 Model Predictive Control

Model predictive control works by using a mathematical model of a system to predict its

future behavior over a set time horizon. At each control step, MPC solves an optimization problem

to determine the sequence of control actions that will minimize a predefined cost function, which

typically includes terms for tracking desired outputs and minimizing control efforts, while satis-

fying any constraints on inputs and outputs. Once the optimal sequence is determined, only the

first control action is implemented, and the process is repeated at the next time step with updated

system information, effectively moving the prediction horizon forward and continuously adjusting

the control actions [42]. One form of the MPC mathematical formulation is represented by the

following equations:

J = min
u

∫ tk+Nh

tk

L(ŷ(t),u(t)) dt (2.2a)

s.t. ˙̂x(t) = F (x̂(t),u(t)) = f(x̂(t)) + g(x̂(t))u(t), x̂(tk) = x(tk) (2.2b)

ŷ(t) = h(x̂(t)) (2.2c)

L(ŷ(t),u(t)) = ŷ⊺(t)Aŷ(t) + u⊺(t)Bu(t) (2.2d)

t ∈ [tk, tk+Nh
) (2.2e)

||u(tk)− u(tk−1)|| ≤ uc (2.2f)

u(t) ∈ U ∀t ∈ (tk, tk+Nh
) (2.2g)

where u is the control input vector, which is also a variable in the optimization problem, Nh is the

horizon length, L is the objective function to be optimized, which measures the difference between

12



the setpoint and controlled output prediction over the horizons, x̂ is the predicted vector of all state

variables by the model, ŷ is the target output vector predicted by the model and F (·) is the model

to be used to estimate state values over the horizon. A and B are positive definite weight matrices

for the output target values and manipulated control input, respectively. The objective of the MPC

is to find the optimal control input to minimize the difference between the model predictions and

setpoint. It is crucial to emphasize that this optimization problem is solved under the rate of change

and magnitude constraints on the control input vector (Eq. 2.2f, Eq. 2.2g). Specifically, Eq. 2.2f is

employed to ensure that the control input change remains within a practically desired range, while

Eq. 2.2g is implemented to ensure the calculated control action values adhere to specific limits.

2.4 Offset-Free Model Predictive Control

Offset-free model predictive control is a control strategy that aims to regulate the output from

the system to a desired reference while simultaneously estimating and compensating for unknown

disturbances or offsets. Compared with the traditional MPC scheme, an additional term (θ) is

incorporated to augment the system model by tracking the accumulation of the error between the

real data and estimated values, which solves the steady-state errors resulting from model-plant

mismatch or disturbances. Hence, the model is modified by this error accumulation term as shown

below [34, 43]:

˙̂x(t) = F (x̂(t),u(t)) +Gθθ(t) (2.3a)

θ̇(t) = 0 (2.3b)
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where θ is the error accumulation term with its corresponding coefficient, Gθ. This augmented

model can be further written as follows:

˙̄x(t) = F̄ (x̄(t),u(t)) (2.4a)

˙̄x(t) =

 ˙̄x(t)

θ̇

 (2.4b)

F̄ (x̄(t),u(t)) =

F (x̂(t),u(t)) +Gθθ(t)

0

 (2.4c)

This modification subsequently utilizes the updated model in the control scheme. To estimate the

current augmented term in real time and improve the estimation of other state variables in the state

vector, a Luenberger observer is employed.

˙̄x(t) = F̄ (x̄(t),u(t)) +K [ỹ(tn)− ȳ(tn)] (2.5a)

K =

Ky

Kθ

 (2.5b)

where K is the gain matrix of the Luenberger observer, ỹ is the measured output, ŷ is the es-

timated output, and tn is the measurement time instant. A constant error between measurement

and estimation is assumed for the interval between two consecutive measurements, and the θ can

be deemed as the integral of this error. Consequently, the model undergoes continuous correction

until no mismatch between measurement and estimation is achieved. The estimated state vector

is utilized for the initial values of the predictions in the MPC. In the present work, the offset-free

MPC concept is combined with the use of neural network models in MPC and it is applied to the
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electrified SMR model under disturbances in a later section.
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Chapter 3

Recurrent neural network model

The recurrent neural network is a type of machine learning-based process model that has

been widely applied for modeling nonlinear dynamic processes. Unlike other neural network (NN)

process models, the RNN process model can memorize the information from a previous input in

the sequence and predict the output based on the ordinal correlation between different time steps.

Due to this advantage, the RNN process models are more suitable to simulate dynamic processes

involving time-dependent data compared to other NN models. Furthermore, the feedback loop in

the RNN models that enables the capture of the model’s dynamic behavior over time is similar

to how non-linear first-principle models describe the process behavior [24]. Therefore, the RNN

models are better options than other NN process models for simulating time-dependent dynamic

processes. In our study, an LSTM-based RNN process model is built to capture the behavior of a

first-principle-based model built in our prior work [10], which is a model constructed to simulate

the dynamic behavior of the e-SMR process. Additionally, the LSTM-based RNN process model

is used as an initial condition estimator for the MPC controller, and also as a predicting model in

16



the MPC schemes to predict the flow rates of hydrogen products within prediction horizons based

on previously known reaction states, which will be discussed in later chapters. In this section,

the architecture of an LSTM-based RNN process model is discussed in detail in the following

order: Section. 3.1 describes the data generation and preprocessing, Section. 3.2 describes model

construction and hyperparameter tuning, Section. 3.3 describes the model training and evaluation

process, and Section. 3.4 describes the transfer learning method.

3.1 Data Generation and Preprocessing

3.1.1 Data Generation

In our previous study published in [10], a first-principle-based process model was built based

on chemical engineering fundamental principles that included a mole balance and energy balance

around a CSTR control volume. In this work, the first-principle-based process model was used to

simulate the real experimental process in our MPC scheme. Thus, the data used to train, validate,

and test the RNN model is generated from the open-loop simulation using the first-principle model.

Specifically, the first-principle model generates reaction states at each time step within a defined

time interval, starting from different initial conditions. Subsequently, the data is transformed into

the desired format to train the RNN model. To consider different scenarios and improve the gen-

eralization of the model, a wide range of initial conditions (10,000 initial conditions of 7 input

variables: concentrations of CH4, CO, CO2, H2O, H2, Ar, and the reactor temperature (T)) are ap-

plied to the first-principle model to conduct the open-loop simulations for twenty seconds. These

results are collected as the dynamic behavior of the simulated experimental process starting at dif-
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ferent initial conditions. Several limits and bounds for each input variable were applied to the data

generalization process to make the 10,000 initial conditions conceptually reasonable according to

the understanding of the e-SMR process principles. For example, the ideal gas law principle and

its derivative correlation between the mole fraction and the concentration of each chemical species

involved in the reactor are used to determine the initial concentrations of each chemical species, as

shown in Eq. 3.1:

P

R · T
= Ctotal (3.1a)

CCH4 = Ctotal ·XCH4 (3.1b)

CCO = Ctotal ·XCO (3.1c)

CCO2 = Ctotal ·XCO2 (3.1d)

CH2O = Ctotal ·XH2O (3.1e)

CH2 = Ctotal ·XH2 (3.1f)

CAr = Ctotal ·XAr (3.1g)

XCH4 +XCO +XCO2 +XH2O +XH2 +XAr = 1 (3.1h)

where P , n, and T are the pressure, number of moles, and temperature within the reactor. C i is the

concentration of the species i, and X i is the mole fraction of the species i, respectively. The mole

fraction of each species is constrained between 0 and 1. The initial conditions of the electric current

are 24 and 31 A, and the initial temperature conditions are constrained between 482 ◦C and 743 ◦C.

According to Eq. 3.1, the sum of the initial concentrations of each chemical species is equal to the
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total concentration, which requires the sum of the fraction of each chemical species to be 1 to obey

the ideal gas law principle. Moreover, the first-principle process model utilizes concentrations as

variables whereas the RNN model uses flow rates as variables. Thus, the concentration variables

generated from the first-principle model are converted to flow rates before being applied to the

RNN model. This conversion from concentration to flow rates involves another important factor

that affects the quality of training data for the RNN: the volumetric flow rate. The equation of

volumetric flow rate (q) is shown as:

q =
FT0 + 2r1W

P
RT

+
VR

T

dT

dt
(3.2)

where FT0 is the total inlet molar flow rate, r1 is the reaction rate of Eq. 2.1a, VR is the reactor vol-

ume. The details of the equation can be found in [12]. Based on the volumetric flow rate equation,

an additional condition requiring the calculated volumetric flow rate to be positive is applied to

the initial condition-generating process. The open-loop simulation data-generation process yields

200,000 data points of the flow rates of CH4, CO, CO2, H2O, H2, Ar, reactor temperature, and

electric current values.

3.1.2 Data Preprocessing

For a sequential forecasting task, the data must be processed in the model in batches rather

than single sequences [24]. The sliding window technique is employed to separate and extract the

RNN input and output data from the 200,000 data points generated from the first-principle model

and arrange them into the desired dimensions for the training process. The sliding function is a data
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processing technique that is widely used for preprocessing time-dependent data sets. In our case,

the window size is 10, which is set to equal the time length of the RNN input, and the step size is 1.

Specifically, the sliding-window technique is applied to the dataset by shifting a ten-second time

window one-time step at a time across the 200,000 data points collected from the first-principle-

based process model. The fixed time window of ten seconds allows the sliding window technique

to extract the reaction states from i seconds to i + 9 seconds time step as a ten-second scale RNN

input data, and the reaction states at i + 10 seconds time step as a one-second scale output data,

where i ∈ {0, 1, 2, 3, . . . , n− 9} for n data. Through this approach, the data points are separated

into the size of (105, 10, 6) as an RNN input and (105, 1, 5) as an output, where the first index

refers to the number of ten-second scale RNN input data sets generated using the sliding window

technique, the second index represents the size of the time window, and the third index represents

the number of RNN input/output variables. Following this data arrangement, the model will learn

to predict the state variables at the immediate time step based on the known data from the previous

ten seconds as the RNN input.

When constructing an RNN model, it is essential to separate the dataset into training and

testing sets. Additionally, a separate validation set is recommended for tuning hyperparameters

to optimize model performance. In our study, the data is split into training, validation, and test-

ing datasets by the train-testing split technique. A split ratio of 70/15/15 gives the RNN model

70,000 training inputs/outputs to update the weights and biases, 15000 validation inputs/outputs

to adjust the hyperparameter of the model, and 15000 testing inputs/outputs to evaluate the model

performance on unseen data. The data split helps to prevent data leakage, which can occur when

information outside of the training data, such as mean or standard deviation, influences the training
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process and eventually results in a false reflection of the model performance on unseen data [24].

Data normalization is an essential preprocessing step that transforms data to a reasonable

scale, enhancing the quality of the training process. Variations in the dataset can significantly

disrupt the learning process, leading to poor model performance due to exploding or vanishing

gradients. Normalization mitigates these variations, stabilizing gradients, improving model gen-

eralization, and increasing the convergence rate during optimization. In our case, the dataset is

normalized using the Min-Max scaling method, which scales the data between 0 and 1 according

to the following equation:

znormalzied =
z − zmin

zmax − zmin

(fmax − fmin) + fmin (3.3)

where zmax is the maximum value within the dataset, zmin is the minimum value within the dataset,

z is the target data point, fmax is the user-defined maximum value of the data after scaling, and

fmin is the user-defined minimum value of the data after scaling. In our case, fmax is 1 and fmin

is 0. The Min-Max scaler is fitted to the training dataset and subsequently applied to transform the

training, testing, and validation datasets. This process scales the original data to a range between

0 and 1, eventually improving the training process while preserving the original data distribution.

Remark 2. The data preprocessing process in our study remains simple due to the high quality of

data generated by the validated first-principle model. In scenarios where a first-principle model is

unavailable and noisy experimental data must be utilized, additional data processing techniques

may be necessary to combat the noise and improve the training efficiency.
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3.2 Model Construction and Hyperparameter Tuning

3.2.1 Model Structure

Depending on the complexity of the dynamic behavior of the process to capture, different

neural network models may be applied. Among neural networks, the FNN model is the simplest

neural network model that computes the weights and outputs of neurons by propagating the infor-

mation in one direction from input to output. The simple learning algorithm and basic architecture

make it easy to construct and implement FNNs; however, this type of neural network is limited

to capturing complex dynamic behavior involving ordinal datasets. Compared to the FNN model,

the RNN model computes the sequence of hidden states and updates the weights by including

time as an additional factor to account for the time-dependent property. In other words, the RNN

model is considered a two-dimensional model that includes time as an additional factor while the

FNN model is one-dimensional [24]. Like any other type of neural network model, the learning

algorithm behind the RNN model consists of two steps: the forward pass and the backward pass.

In the forward pass, the RNN model regulates the flow of information between layers, between

different time steps, and passes the information down to the output layer to make a final prediction.

In the backward pass, the RNN model back propagates the difference between the predicted out-

put and the true value of the target to update weight parameters. For this reason, the RNN model

has been a popular option to study time series data and is also suitable for this study. However,

as the sequence length of input data increases and the weight matrices become larger in the stan-

dard RNN model, the output may diverge, leading to either extremely large (gradient exploding)

or small (gradient vanishing) gradient estimations during backpropagation. One solution to solve
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this issue is to truncate the gradient at certain time steps to prevent large matrix computations

and divergent eigenvalues, yet this may result in losing information from earlier steps [24]. The

LSTM-based RNN model is a special type of RNN model that replaces the normal recurrent units

with LSTM units to solve the gradient vanishing/exploding issue by utilizing an additional cell

state and achieve better performance compared to standard RNN models [25]. According to [21],

the LSTM-based RNN model performed better than a standard RNN model as a process model in

the MPC scheme to stimulate the experiment process. Thus, an LSTM-based RNN model is used

in our study to capture the nonlinear dynamic behavior of the first-principle model. In this section,

the construction, learning algorithm, and hyperparameter tuning of an LSTM-based RNN model

are explained.

The RNN process model used in our study is constructed by four layers: an input layer, an

LSTM layer, an output layer, and a reshape layer, as shown in Fig. 3.1. The input layer serves

as the entry of the RNN model, accepting sequential data in the form of time-dependent inputs.

The size of our input data is (10,6), representing six input variables (I , T , F CH4 , FH2 , F CO2 , and

F CO) over ten seconds. The LSTM layer is composed of 180 neurons to capture the long-term time

dependencies of the sequential data. The selection of the number of neurons will be discussed in

detail in Section 3.2.2. After the LSTM layer, the dense layer receives all the active neurons from

the output of the LSTM layer and transforms them into the final outputs. Eventually, the reshape

layer transforms the final output into the desired data size (1,5), representing five output variables

including T , F CH4 , FH2 , F CO2 , and F CO at one-time step.

Among these layers, the LSTM layer is the key factor in capturing the time-dependent data

pattern [44]. LSTM units are designed to overcome the limitations of traditional RNN models, such
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Figure 3.1: The structure of the RNN model.

as the vanishing and exploding gradient problems [45]. Compared to the basic recurrent units, the

LSTM unit uses an additional memory cell state, a candidate cell state, and a gate mechanism

involving three gates (forget gate, input gate, and output gate) to control the flow of information

and update the parameters between different time steps [14]. A structure diagram of the LSTM

unit showing the correlation between states and gates can be seen in Fig. 3.2. In the LSTM unit,

the memory cell state and candidate cell state help to save the relevant information and allow

the LSTM layers to learn long short-term dependencies in sequential data more efficiently than

traditional recurrent units. The gate mechanism involving the forget, input and output gate is

also crucial in the LSTM unit to determine the extent of the information to memory or discard.
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According to Fig. 3.2, the C l
t−1 and H l

t−1 are the memory cell state and hidden state from the

Figure 3.2: The structure of an LSTM unit.

previous time step, Xt, C l
t and H l

t are the input, cell state, and hidden state at the current time step.

For a better understanding of concepts, the math expression of the memory cell state C t, candidate

cell state, and hidden state of the LSTM unit can be shown as follows:

Ĉt = tanh(XtWx +H l
t−1Wh + bc) (3.4a)

Ct = ft · Ct−1 + it · Ĉt (3.4b)

Ht = ot · tanh(Ct) (3.4c)

where Wc and bc are the weight matrix and the bias term of the candidate cell state. Based on

Fig. 3.2 and Eq. 3.4, the candidate cell state Ĉt is determined by applying a hyperbolic tangent
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activation function (tanh) to the weighted sum of the RNN input vector at current time step Xt,

the hidden state at previous time step Ht−1 and the candidate cell-corresponded biased term bc.

The cell state at the current time steps Ct is computed based on the cell state at the previous time

step Ct−1 and Ĉt, which is the candidate cell state at the current time step. Additionally, ft is the

forget gate, and it is the input gate. The hidden state at the current time step Ht is computed based

on the current cell state Ct and ot output gate. The hyperbolic tangent activation function used

to compute the candidate cell state and hidden state will return a value between -1 and 1, which

helps to stabilize the training process and also captures both positive (increasing) and negative

(decreasing) changes from the current RNN input and previous hidden states. Unlike the cell states

and hidden states, math formulations of the forget, input, and output gates use a sigmoid activation

and incorporate the current RNN input vector and previous hidden states according to the equation:

ft = σ(XtWxf +H l
t−1Whf + bf ) (3.5a)

it = σ(XtWxi +H l
t−1Whi + bi) (3.5b)

ot = σ(XtWxo +H l
t−1Who + bo) (3.5c)

where ft, it, and ot are the forget gate, input gate, and output gate. According to Fig.3.2 and Eq.3.5,

the forget gate is determined by the weighted sum of the current input vector X t and previous

hidden states H t-1, where each is multiplied by their corresponding weight parameters W i, and

is supplemented by the bias term bi, then passed through a sigmoid activation function, which

eventually returns a value between 0 and 1. The forget gate determines how much information

is kept or discarded from the previous cell state. The input gate and output gate share the same
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math formulation as the forget gate which involves the current RNN input vector, previous hidden

states, corresponding weights, and biases. Different from the forget gate, the input gate decides

how much new information from the current candidate cell state should be added to the cell state,

whereas the output gate decides how much of the information restored in the cell state should be

passed to the next hidden states. Depending on the value returned by the sigmoid function, each

gate decides how much of the information will be discarded or passed down, where 0 indicates all

the information will be discarded and 1 means all the information will be kept and passed to the

next step.

Remark 3. In our study, a simple RNN structure with one LSTM layer is used to adequately

capture the relatively simple behavior of the process. Typically, the number of layers required in

an RNN depends on the complexity of the target process. For a more complex process, more than

one layer might be necessary to accurately capture the underlying dynamics. While increasing

the number of layers can improve the model performance based on large datasets, it also raises

the risk of over-fitting, where the model learns the training data too well and performs poorly on

new data. Using fewer layers, on the other hand, may result in poor model performance which

is incapable of capturing the actual correlation between data points. Thus, finding the optimal

balance in the number of layers is crucial for achieving strong model performance and preventing

over-fitting.

Remark 4. The dropout layer, which randomly deactivates neurons to improve model performance

on unseen data, is a common regularization technique to prevent over-fitting [46]. In our study,

various RNN models were tested with different dropout rates. The best model performance was
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observed with a dropout rate of zero, resulting in a loss function error at the scale of 10-8. This

minimal error suggests that the model learns more effectively without dropout. Therefore, the

dropout layer was not utilized in our model. In scenarios where there are high levels of data noise,

the dropout layer may be crucial to be utilized in the model.

3.2.2 Hyperparameter Tuning

Hyperparameter tuning is another important step in constructing the architecture of the RNN

model. Hyperparameters are the parameter settings defined by users in the machine learning model.

For example, the number of layers, neurons, epochs, type of optimizer, batch size, and many other

parameters are used to build the model. Searching for the optimal hyperparameter is crucial in

improving the model performance. Common methods for hyperparameter tuning include random

search, grid search, Bayesian optimization, etc. [47]. Grid search and random search are two

common hyperparameter tuning approaches. Grid search finds the optimal hyperparameter by

evaluating the model performance based on all combinations of possible hyperparameters within

a user-defined region and saving the one with the best performance. Random search, on the other

hand, evaluates the model based on a few randomly selected combinations of hyperparameters.

According to [48], random search is more efficient than grid search because it prioritizes tuning

hyperparameters that have a greater impact on model performance, optimizing the search process

by focusing on key parameters rather than all possible combinations. Thus, the random search

method is used to determine the number of parameters in this study due to the advantage of its

lower computational power demands and higher efficiency compared to other methods. In this

section, various hyperparameters and their approach are discussed.
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The number of neurons is critical in determining the learning capacity and complexity of the

model, where more neurons yield a model that can capture more complex processes, yet require

more computational time and power and also may encounter the issue of vanishing gradient [24].

Conversely, fewer neurons simplify the model, requiring less computation yet possibly limiting its

ability to capture complex patterns. In the LSTM layer, 180 neurons are used to capture the time

dependencies of the data, which is determined by the random search method. According to Table

3.1, models containing 64, 128, 180, and 200 neurons are constructed, and the mean squared error

(MSE) of training and testing data are compared. The model with the smallest training and testing

MSE (3.39 × 10-8 and 3.74 × 10-8, respectively) is found with 180 neurons, which is decided to

be the optimal unit number used in the LSTM layer in our model.

Table 3.1: Testing and Training MSE for Different Neurons.

Number of Neurons Training Mean Squared Error Validation Mean Squared Error
64 1.62× 10−7 1.69× 10−7

128 4.59× 10−8 4.89× 10−8

180 3.39× 10−8 3.74× 10−8

200 4.53× 10−8 5.10× 10−8

In the output layer, six dense units are used corresponding to the number of output variables.

The hyperbolic tangent is used as the activation function in the LSTM layer to regulate the cell

state updates. The sigmoid activation function is used as the activation function in the dense

layer to interpret the RNN input in terms of probability, and eventually transform the probability

into meaningful output. The number of epochs used in the RNN model refers to the number

of iterations of a complete training process through the entire data set. One epoch indicates the

model has learned every training data point one time. The model can be evaluated through epochs
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based on validation loss, or MSE value, to determine whether the model is still improving. Since

the EarlyStop function is used in our model, the learning process will end early when the training

MSE stops improving for 15 epochs. In our case, the maximum number of epochs used is 100. The

batch size refers to the number of data samples processed by RNN to make predictions and update

weights in one forward and backward pass of the model. Typically, a small batch size provides

more frequent updates to the weights but results in noisier gradient estimates. In contrast, a large

batch size updates the weights less frequently but yields more accurate gradient estimates. In our

case, the default batch size for TensorFlow/Keras (32) is used. The number of layers, neurons,

mini-batch, and epochs are determined by the random search method.

The optimizer plays an important role in the model structure as a hyperparameter. It updates

the weights in the neural network to minimize the value of the loss function in the training pro-

cess. Common optimizers include stochastic gradient descent (SGD), RMSprop, and Adam [24].

Adam optimizer is a type of optimizer that combines the advantages of SGD and RMSprop op-

timizer, enabling it to adapt the learning rate for different parameters based on the gradient and

also momentum to smooth the optimization process [49]. Thus, Adam optimizes the process more

robustly and efficiently compared to other optimization methods. In our study, we used the Adam

optimizer, shown in the equation form:

mt = βmt−1 + (1− β)∇E (3.6a)

ν = γν + (1− γ)∇2E (3.6b)

ω = ω − α√
ν + ϵ

m (3.6c)

where ω is the weight, ν is the velocity term, m is the momentum of the gradient, γ and β are
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the hyperparameters of the momentum and decay rate, ϵ is a coefficient (10-8), α is the learning

rate, and E is the cost function. According to equation Eq. 3.6, the momentum improves the

convergence rate in the learning process by accelerating the gradient vector in the correct direction

based on the past gradients. The velocity term introduces the ability of the adaptive learning rate

to adjust the weight-updating process according to the magnitude of the gradient by incorporating

a squared gradient. Thus, the Adam optimizer can find the optimal learning rate according to past

gradient estimation while conducting a faster convergence.

Remark 5. The learning rate refers to the step size to update the weights in the direction of

gradients in each epoch during optimization. A small learning rate will slow the convergence

process, while a large learning rate might skip the optimal points. Therefore, Adam optimizer

can be a good option to find the optimal learning rate based on past gradient estimation which is

affected by the batch size, due to its adaptive learning rate characteristic.

3.3 Model Training and Evaluation Process

After preprocessing the data and determining the right model architecture, the training pro-

cess of the RNN model proceeds to learn the underlying pattern of the training data. As previously

mentioned, the RNN model captures the information from training data and passes them down

layer by layer to make the predictions in the forward pass and update the weights to minimize

the error in the backward pass during the training process. With the validation data used in the

training process, the model performance on the unseen data can be monitored during the training

process. This validation data evaluation can help to determine whether the model is over-fit or
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under-fit based on the validation loss, which can also guide the adjustment of the hyperparameters.

In the training process, we used 70,000 input/output, 15,000 input/output, and 15,000 input/output

as training data, validation data, and testing data, respectively.

To evaluate the model performance and guide the weight updating in the training process,

the loss function is applied in the RNN model to determine the error of the training model in

terms of the average squared difference between the model predictions and actual results. During

the training process, the loss function is minimized to improve the model accuracy by updating

the weights in the opposite direction of the gradient in the backpropagation step. The common

types of loss functions are mean absolute error (MAE), mean squared logarithmic error (MSLE),

and mean square error (MSE) [24]. In our model, the MSE loss function is used to evaluate and

improve model performance based on training and validation data, where the MSE loss function

could be shown in the equation:

MSE =
1

Nt

Nt∑
i=1

(
y(i) − ŷ(i)

)2 (3.7)

where Nt is the number of the training data, y(i) is the value of the training data, and ŷ(i) is the

predicted value of the training data. MSE is a common type of loss function for regression tasks.

Like other loss functions, the MSE loss function computes the difference between the predicted

value and the actual value in the forward pass and minimizes the difference by adjusting the weights

according to the gradient of the loss function in the backward pass.

During the training process, the training MSE loss decreases as more epochs pass. The MSE

loss function also plays an important role in solving over-fitting and saving the best model by

32



incorporating EarlyStopping and ModelCheckpoint functionalities. The over-fitting issue occurs

when the training MSE loss decreases yet the validation MSE loss increases during the training

process, indicating poor model performance on unseen data. EarlyStopping is a technique that

monitors the validation MSE as a metric and stops the training process once it does not improve.

Our training process stopped at 77 epochs, with no MSE loss improvement from the previous 15

epochs. ModelCheckpoint is a technique that records the model during the training process and

saves the best model based on metrics. In our case, the ModelCheckpoint saves the best model

after the MSE validation loss ceases to improve.

To prevent over-fitting, L1 and L2 regularization techniques are commonly applied in training

neural network models [50]. Both L1 and L2 techniques effectively solve the over-fitting issue by

applying different Lp norms to penalize the cost function and reduce the large weight parameter. L1

regularization typically eliminates very small weights making the weight matrix more sparse, while

L2 regularization adds a penalty term to the cost function to prevent large weights (outliers) from

dominating [24]. L2 regularization is typically more effective with larger datasets, maintaining

model complexity and improving generalization without eliminating any values. In our study, we

applied various L2 parameters within the LSTM layer using a random search method to evaluate

its effectiveness. The best model performance is achieved with a L2 regularization parameter set

to 0, indicating a sufficient model performance without the need for additional regularization in

our study. This outcome is attributed to the high quality and abundance of data in our training

process. In scenarios where data is limited in amounts and highly affected by noise, additional

regularization techniques may be considered to prevent over-fitting.

The training and validation MSE are 3.39 × 10-8 and 3.74 × 10-8, respectively. The similarity

33



between the tiny errors of training and testing data exhibits the successful training process and

good model performance on the unseen data. More testing data for each RNN input variable (I ,

T , F CH4 , FH2 , F CO2 , and F CO) generated in open-loop simulations using the first-principle model

to build step change, ramp change, and sinusoidal data trends, are employed to further evaluate

the model performance. The comparisons between the RNN and first-principle predictions in a

closed-loop simulation are shown in Fig. 3.3 and 3.4. In the beginning, the RNN model is initiated

by the testing data. For each time step, the flow rate of each gas species and temperature obtained

from the RNN output is fed back to the RNN model. The electric current is updated using the

testing data at each time step. In Fig. 3.3 and 3.4, the RNN model is evaluated based on step

change, ramp change trends, and sinusoidal type data. The close alignment between the RNN

predictions and the reference value illustrates the high accuracy of the model. Small differences

between RNN predictions and first-principle predictions can be observed at step changes in Fig.

3.3. For a step change, the first-principle prediction reaches the steady state immediately, whereas

the RNN prediction takes longer to reach the steady-state conditions. The discrepancy between

the RNN and first-principle model predictions arises from the designated input shape of the RNN

model and the approach of data extraction in the data preprocessing process. Since RNN and first-

principle predictions closely align, with small averaged relative errors (0.32% for Fig. 3.3 and

1.05% for Fig. 3.4), the difference in the model errors is negligible.
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(a) Temperature.

Figure 3.3: RNN model predictions of the flow rates of CH4, H2O, H2, CO and temperature com-
pared to first-principle model predictions based on step change and ramp change reference data.
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Figure 3.4: RNN model predictions of the concentrations of CH4, H2O, H2, CO and temperature
compared to first-principle model predictions based on sinusoidal reference data.
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To test the feasibility of this RNN model in the MPC scheme, the prediction of the RNN was

compared to the first-principle model in a scenario of the MPC scheme. In Fig. 3.5, the RNN

predictions of each output variable are compared to the first-principle predictions within two pre-

diction horizons with a 5-second sampling time to align with the scope and duration of the control

actions in our MPC scheme. Also, the electric current in the RNN input is increased by 0.01 A

(maximum limit change per control action) at the beginning of the second prediction horizon to

simulate the condition of the electric current as a control variable in our MPC scheme. Based

on Fig. 3.5, the comparisons of the flow rates of CH4, H2, CO2, CO, and temperature are made

between two models. The close alignments between the RNN predictions and the first-principle

predictions demonstrate the reliability of the RNN model to be utilized in MPC. Moreover, both

RNN and first-principle predictions slightly increase at the beginning of the second horizon (at 5

seconds), in response to the electric current increase. However, it should be noted that the maxi-

mum difference occurs at the beginning of each horizon, which is noticeably observed at t = 0 s

and t = 5 s in the figures of hydrogen flow rate and temperature. This difference gradually reduces

over time as the RNN predictions converge to the first-principle predictions at the end of each hori-

zon. This observation shows a similarity to the variations between RNN and first-principle model

observed in Fig. 3.3 and 3.4 when the electric current undergoes a step change, confirming that

our RNN model takes a slightly longer lag to response compared to the first-principle model with

the electric current change. Nevertheless, the difference between the predictions of the two models

is sufficiently small (within an average relative error of 0.3%) and can be considered insignificant.

To evaluate the generalization capability of the RNN model, five different initial conditions are

applied to the scenario. Table. 3.2 presents the average relative errors of the five output variables
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for the RNN. The small average relative error for all five initial conditions demonstrates the good

generalization capability of our RNN model. Overall, the results demonstrate the accuracy of the

RNN model, indicating its learning capacity to fully capture the underlying pattern of the data and

the validation of using the RNN model to predict the system behavior and aim control actions in

the MPC scheme.
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Figure 3.5: Comparison of RNN and first-principle predictions within two horizons of MPC.
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Table 3.2: Average relative errors of FCH4 , FH2 , FCO2 , FCO, and T started at different initial
conditions.

Initial Conditions Average Relative Error (%)
Initial Condition 1 0.216
Initial Condition 2 0.219
Initial Condition 3 0.163
Initial Condition 4 0.209
Initial Condition 5 0.188

3.4 Transfer Learning Method

After the training and evaluation process, the predictions of the LSTM-based RNN model

and the first-principle process model exhibit close correspondence according to the small MSE

value determined based on training and testing data, indicating the accuracy of the RNN model in

capturing the dynamic behavior of the first-principle model. However, the discrepancies between

the true experiment results and the first-principle model predictions can be observed due to several

factors, including simplifications and assumptions made in the mathematical formulations of the

first-principle model, or unknown phenomena of the real experiment. Ideally, an RNN model

should be built using real experimental data to capture the actual process behavior, yet the amount

of experimental data is insufficient to build an RNN model most of the time. The transfer learning

method is an approach used in machine-learning modeling that utilizes prior knowledge from a

pre-trained model and combines it with new, albeit limited, data to train a new model. Thus, the

transfer learning method is employed to refine the pre-trained RNN model with limited new data

and align the model predictions closer with the actual experiment results. The common application

of the transfer learning method is to improve model performance in detecting operational faults of

industrial processes, particularly in multimode chemical processes where the experiment results
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and the number of available data points vary for different initial conditions [51, 52]. The utilization

of the transfer learning method requires the new target process to share similar configurations with

the process captured by the pre-trained model. By transferring the prior knowledge from the pre-

trained model, the transfer learning method can generalize the model and achieve new tasks while

saving training time. In this study, the transfer learning method is used in the real-time online

retraining MPC scheme to reduce the discrepancies between the predictions of the RNN model

and actual experiment results. In this section, the transfer learning method is conducted on the pre-

trained RNN model with a small set of experimental data to ensure its effectiveness in the real-time

online retraining MPC scheme.

In the transfer learning method, the weight initialization is an important step to utilize the prior

information by initializing the weights and biases of the new model using the weights and biases of

the pre-trained model [53]. If the number of the state variables or control variables changes in the

new model, the weights of the pre-trained model need to be modified before being used to initial-

ize the parameters of the new model. In such cases, new fully-connected layers need to be added

before and after the input and output layers to adapt to the new data dimensions. In our objective,

the transfer learning method is used to compensate for the disturbance that caused the unexpected

discrepancies between the pre-trained model and the real process. Thus, the dimensions of the

input and output of the new model are the same as the pre-trained model, meaning the weights

of the pre-trained model can be used without further modifications [54]. In the transfer learning

process, the pre-trained RNN model is fine-tuned with experimental data directly, without adding

new layers. Over 30,000 experimental data points, which are generated by the first-principle model

including disturbance, are used for fine-tuning the new model with a learning rate of 10-6. All the
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hyperparameters remained the same as the pre-trained RNN model. After the fine-tuning process,

the result is shown in Fig. 3.6, where the predictions of the transfer learning-based RNN model

are compared to those from the pre-trained RNN model, and the simulation results under distur-

bances. According to Fig. 3.6a to Fig. 3.6d, the flow rates of each chemical species predicted

by the transfer learning-based RNN model show closer modeling of the simulation results under

disturbances compared to the pre-trained model predictions, indicating the transfer learning-based

RNN model effectively captures the process behavior. In Fig. 3.6e and Fig. 3.6f, the temperature

predictions also show a better correspondence to the target values compared the the pre-trained

model predictions at the final steady state. This result validates the effectiveness of the transfer

learning method in solving the disturbance encountered in our case.
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(a) Flow rates of CO.
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(b) Flow rates of H2.
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(c) Flow rates of CO2.
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(d) Flow rates of CH4.
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(e) Temperature.
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(f) Temperature zoom in.

Figure 3.6: Impact of the transfer learning method on a reference RNN model for capturing real
experimental trends, with the flow rates of CH4, H2O, H2, CO and temperature as the output vari-
ables.

Remark 6. When additional state and control variables are taken into account in the new task,
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new fully connected layers are added before and after the input and output layers of the pre-trained

model to create a new model that adopts the new variable dimension. Typically, the procedure of

the transfer-learning method starts with only training the newly added layers by setting the pre-

trained layers to non-trainable. This step saves the prior information of the pre-trained model in

the new model while introducing the new data trends into the newly added layers. Subsequently,

the fine-tuning process further trains the new model by setting the pre-trained layers to be train-

able and the newly added layers to be non-trainable. To prevent dramatically losing the prior

information from the pre-trained layers, the learning rate used in the fine-tuning process is tuned

to be small, typically 10-5 [55]. As mentioned in previous sections, a small learning rate causes a

slow convergence rate and eventually results in a long period of the training process. Therefore,

small experiment data sets are used to fine-tune the pre-trained layers.
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Chapter 4

Recurrent Neural Network Model-Based

Predictive Control

In this section, an RNN-based model predictive controller is specifically designed to regulate

the H2 production rate by adjusting the electric current input through the DC power supply. A

method to address the challenges of infrequent and delayed measurement feedback is developed.

The performance of this model predictive control strategy is then evaluated by comparing it to a PI

controller.

The mathematical formulation of MPC is shown in Eq. 2.2. Specifically, derivation forms

of flow rates of CH4, CO, H2, and CO2 measured by the GC, and the average reactor temperature

measured by a TC are set as the vector of state variables, represented as x. The manipulated

electric current with derivation form actuated by DC power is the control action represented as u.

This MPC is designed with predictions of two horizons, each lasting 5 seconds. In each horizon,

the RNN predicts the vector of state variables based on the previous vector of state values and

control actions. y is the process output target with deviation form required to be controlled, which
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is the vector of H2 production rate. u and y are scalars instead of vectors since u and y only refer

to one element for each.

As discussed in Section 1, catalyst sintering is a common phenomenon in an e-SMR process

with a Ni-based catalyst. This issue is accelerated by higher reactor temperature change rates.

Therefore, it is crucial to set a limit to the reactor temperature. According to [12], the correspond-

ing electric current constraint is defined in Eq. 2.2f, where uc is set to 0.01 A per control action

interval, to restrict the temperature change rate not exceeding 6 ◦C/min. Eq. 2.2g ensures that

the electric current magnitude is larger than 0 A and smaller than 40 A, maintaining the feasibil-

ity of the operational electric current range and ensuring the safe working of the entire system.

Based on the constraint and bound, the optimization problem is conducted to minimize the differ-

ence between the H2 production rate and electric current with their corresponding setpoints within

receding horizons (Eq. 2.2d).

This optimization problem is solved by sequential quadratic programming (SQP), a type of

optimization technique widely used for solving constrained non-linear optimization problems. By

using the SQP method, the original non-linear optimization problem is transformed into a series of

quadratic programming sub-problems. The constraints are linearized at each iteration. By solving

these new convex quadratic programming sub-problems with linearized constraints in each itera-

tion, the search direction is determined. This search direction is then used to update the solution

estimates, which progressively lead to the optimal solution. Due to its strong local convergence

properties, SQP can accurately approximate the optimal solution with high efficiency, especially

when provided with good initial guesses. Thus, the SQP is a good option for saving computational

time in solving optimization problems that have well-defined constraints and a reasonable initial
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guess. In particular, a 5-second control time interval is selected to ensure the optimization process

completes before the subsequent control action calculation.

To implement this designed controller in regulating H2 production rate for an e-SMR process,

a close-loop MPC scheme is developed, which is illustrated in Fig. 4.1. The electric current (Impc)

computed by the RNN-based model predictive controller is implemented in the actual process, with

the resulting behavior detected by the GC and TC. In the simulation, the real process is modeled

using the lumped parameter-based dynamic model described in 2.2. Given an 18-minute sampling

interval of the GC, frequent species flow rate feedback from the measurement cannot be provided

to the MPC. Therefore, the RNN is employed to estimate flow rates every second, based on the

same implemented control action (Impc). For each second, the flow rate predictions are based on

the flow rates of CH4, CO, H2, and CO2 from previous RNN estimations, and reactor temperature

values are extracted from the TC, which has a sampling time of 1 second. These estimated flow

rates incorporated with the temperature measurements from TC serve as feedback information for

the MPC. The simulated flow rate measurement data from the GC are utilized to correct the RNN

estimation and feedback to MPC. However, the input of the RNN requires data per second, while

the measurement data is reported only once every 18 minutes.

To address this issue, the flow rate data between each discrete measurement point (18 minutes)

is estimated on a per-second basis, leveraging the temperature measurements recorded at each

second. This estimation is determined based on the strong correlation between the behaviors of

all flow rates and the reactor temperature at each time interval. Given the rapid dynamics of the

designed e-SMR process according to [10] and [12], the flow rates quickly reach a steady state

corresponding to the new temperature value whenever the temperature changes, which indicates a
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Figure 4.1: Closed-loop RNN-based model predictive control scheme to regulate the H2 production
rate for the e-SMR process.

strong correlation between temperature and flow rates and demonstrates that temperature can be

used to estimate flow rates accurately. In detail, a polynomial regression method is utilized and

conducted by the following steps [56]:

• Data preparation: The GC measurement data obtained every 18 minutes are collected in

a dataset. Additionally, the corresponding reactor temperature values for each GC mea-

surement are also recorded, considering a 15-minute time delay. Consequently, the dataset

containing all simulated GC measurements and the dataset containing their corresponding

reactor temperatures are established. To ensure the accuracy of the polynomial regression,

the data generation process is triggered when the number of GC collection times exceeds

three.

• Feature engineering: Feature engineering is the process of creating new features or trans-

forming existing features to improve the performance of fitting. Specifically, the reactor

temperature values are transformed to the third-order polynomial. This third-order polyno-
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mial is selected according to the complexity of the system.

• Linear regression: After transforming the feature, a linear regression method is employed to

predict the trend of H2 production rate behavior concerning the variations in the transformed

temperature values.

• Data generation: Based on the linear relationship observed between the featured temperature

and H2 production rate, and real-time temperature data captured every second across three

consecutive GC datasets, the H2 production rate is computed for each interpolated data point.

This computation results in a total of 1080 data points for flow rates of each gas species.

Following these steps, the pre-trained RNN model utilized in MPC optimization problem and in

the initial condition estimations will be replaced by the retrained RNN. Additionally, based on this

retrained RNN, flow rates of all gas species per second can be estimated. Considering the time

delay, the RNN input at the time step of 15 minutes ago can be obtained by combining the last 10

consecutive estimated flow rates of all gas species (10 consecutive seconds) from the polynomial

function results with the 10 temperature measurements and 10 electric currents from the same

time step (10 consecutive seconds 15 min ago). The retrained RNN model subsequently simulates

forward in 15-minute intervals, using these data as the initial condition, continuously updating its

predictions by feeding its output back into the input until it reaches the present time step. These

predictions at the current time step are further utilized as the corrected MPC initial conditions and

corrected RNN input

To evaluate the performance of the RNN-based model predictive controller, the MPC is exe-

cuted over 120 min, with the control action starting at 2 min. The setpoint for the H2 production
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rate is 120 SCCM. The initial conditions for the RNN model are 25.0 A, 514 ◦C, 30.2 SCCM,

2.12 SCMM, 52.8 SCMM, and 7.18 SCMM, corresponding to the six input variables (I , T , FCH4 ,

FCO2 , FH2 , and FCO). The initial conditions of flow rates and temperature are defined by the

steady-state value collected when 25.0 A of electric current is applied to the simulated real pro-

cess. The MPC result is shown in Fig. 4.2, where the flow rates of CH4, CO2, H2, CO, and

temperature are compared between the experiment results and RNN predictions. According to

Fig. 4.2, the H2 production flow rates of both RNN predictions and results from the simulated

real-process initially maintain a steady state value for a brief period before gradually increasing to-

ward the setpoint, corresponding to the time interval before the control action starts. Subsequently,

the H2 production rates and temperature gradually increase, which is consistent with our specified

constraint on the electric current changes between consecutive control actions. At the settling time

of 33.4 min, the H2 production flow rates reached the setpoint within 1% offset. The difference

in H2 production rates between the RNN predictions and simulated real-process at the final steady

state is 0.02 SCCM, representing a 0.02% deviation from the experiment results. Overall, the RNN

predictions strongly agree with the simulated real-process, with the largest variation being 0.374

SCCM, which exhibits outstanding model performance. Consequently, the effectiveness of the

control actions demonstrated in the MPC results validates the accuracy of the RNN model, and

also its suitability for implementation in the MPC scheme to achieve the desired control results.
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Figure 4.2: Setpoint tracking control of the H2 production rate with an RNN-based model predic-
tive controller for the e-SMR process.

The PI controller was implemented to provide a comparison with the MPC scheme. It incor-
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porates a combination of proportional and integral control terms, according to the equation:

u = Kc ·
[
(ysp − ỹ)− 1

τI
·
∫ t

0

(ysp − ỹ) dt

]
(4.1a)

I = u+ Isp (4.1b)

ysp = FH2, sp − FH2,s (4.1c)

ỹ = FH2 − FH2,s (4.1d)

0 A < I < 40 A (4.1e)

where u is the deviation form of the manipulated control input (I − Isp), ỹ is the deviation form of

the measured target output, and ysp is the deviation form of the setpoint. Kc and τi are the gain and

integral time constant, respectively. FH2,s and Is are the initial steady state value of the H2 pro-

duction rate and electric current, respectively. The proportional term adjusts the measured output

concerning the error signal, while the integral term reduces the error of the output by accumulating

the past error. The integral time constant τI and gain Kc are tuned to be 80 s and 0.0014 A/SCCM

to drive the hydrogen production rate to the setpoint without overshooting. This PI controller pa-

rameter settings also ensure the quick response of electric current while satisfying the constraint

on temperature change rate that remains below 6 ◦C/min. The comparison between the PI and

MPC process behavior is shown in Fig. 4.3, where electric currents and H2 production rates of

two control strategies are compared. The H2 production rates of both control strategies reached the

setpoint. However, the MPC took a settling time of 33.4 min to reach the setpoint, while the PI

controller took 122 min, which shows the higher efficiency of the MPC strategy. Additionally, the

MPC offers the advantage of ensuring the electric current constraint for each control step, as this
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constraint is integrated into the optimization problem (Eq. 2.2f), while there is no guarantee that

each step of the PI control will satisfy the electric current or temperature change constraints.
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(a) Current profile under PI control.
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(b) H2 production profile under PI control.

Figure 4.3: Current and H2 production rate behaviors under PI control and MPC for the e-SMR
process.

To test the reliability of the polynomial regression method used for data generation, the flow

rate data, generated using polynomial regression from the first three consecutive simulated mea-

surement datasets during the MPC simulation, is compared with simulated real values for each

second in Fig. 4.4, where the flow rates of CH4, CO, H2, and CO2 are analyzed. The discrepancies

between the generated data and the simulated real-process data are 0.585%, 1.14%, 0.671%, and

0.815% for CH4, CO, H2, and CO2, respectively. These results demonstrate the reliability of the

polynomial regression method, as evidenced by the close alignment between the generated data

and the simulated real-process data.

Remark 7. To address the possibility that the optimizer might not obtain the optimal electric

current value within 5 seconds in real time, a proportional controller is designed to serve as a

backup controller.
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Figure 4.4: Comparison between the generated data from polynomial regression and simulated
measurement data for all gas species. Measurement data used for data generation are the first 3
simulated GC data points during the MPC run.

Remark 8. Polynomial regression relies on three consecutive simulated GC measurements: the

latest GC measurement combined with the two preceding ones. Consequently, both data generation

and correction estimation via RNN can only proceed when a minimum of three simulated GC

measurements are available.
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Chapter 5

Disturbance Compensation

5.1 Disturbance Compensation

In this section, a common disturbance for the real e-SMR process is considered, resulting in a

mismatch between the real process and the RNN model. To address this issue, various approaches

for handling model inaccuracy in the presence of disturbances are explored. Each method is ap-

plied, and their respective outcomes are analyzed.

5.1.1 Model Predictive Control under Disturbance

For the e-SMR process, a key challenge is catalyst deactivation [57]. [26] stated that the

main causes of catalyst deactivation are coking and sintering, leading to a reduced ability of the

catalyst to effectively lower the activation energies of the SMR and WGS reactions. Consequently,

higher activation energies for SMR reactions (Eq. 2.1) are considered as a disturbance for the

e-SMR process. Specifically, a larger value of activation energy (Ea) is used in the simulated

real experimental process in our case. Therefore, a mismatch between the RNN model and the

54



first-principle-based real process model is observed.

In Fig. 5.1, the MPC results under a disturbance (2% increase in Ea for each reaction) are

presented. While the RNN estimation is approximately the same as in the no-disturbance case, the

simulated real-process variables change significantly due to the disturbance. Initially, the electric

current is set to be 25.0 A in both scenarios. Compared with the no-disturbance case, the temper-

ature and H2 production after adding the disturbance results in different values at the initial stage.

The H2 production decreases from 52.7 SCCM to 45.4 SCCM due to the reduced catalyst perfor-

mance. Moreover, the reactor temperature increases from 519 to 522 ◦C due to lower methane

consumption. Towards the final state, the electric current stabilizes around 28.7 A for both sce-

narios. However, in contrast to the no-disturbance case, the final simulated real H2 production

stabilizes around 110 SCCM, resulting in an offset between the setpoint and the simulated real-

process, while the RNN estimation can be driven to the setpoint (120 SCCM). This discrepancy

arises as the RNN is trained using data that does not include disturbances, resulting in a mismatch

between its estimation and the real process which is subjected to disturbances. Since the RNN

estimation is utilized as the initial condition in the MPC, the MPC can only drive the RNN estima-

tion to the setpoint instead of the actual process output. Thus, additional strategies are required to

achieve offset-less output tracking.

5.1.2 Model Predictive Control Combined with an Integrator

One approach to solve the offset issue is combining the model predictive controller with an

integrator. To correct the control action signal from the model predictive controller, an integrator
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Figure 5.1: Setpoint tracking control of the H2 production rate with an RNN-based model predic-
tive controller for the e-SMR process under disturbances.

is added to the control action signal as follows:

uI =
1

τ ′I

∫ t

0

(FH2,sp − F̂H2(tn)) dτ (5.1a)

u = uMPC + uI (5.1b)

I = u+ Is (5.1c)
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where u is the deviation form of the control action vector (electric current, I) from the newly

designed controller, uMPC is the deviation form of the control action vector from the model pre-

dictive controller, Is is the initial steady state value of the electric current, τ ′I is the tuning parameter

for the integrator, and F̂H2(tn,H2) is the simulated H2 production at t = tn,H2 , where tn,H2 is the

corresponding time instant for the measured value from the simulated GC, involving delay. The

integral term of Eq. 5.1 can compensate for the offset between the setpoint and the real-process

H2 production by considering the error accumulation, utilizing the same function as the integrator

in PI control. In this approach, the initial control action from the integrator (uI) is numerically

much smaller than the initial control action obtained from MPC (uMPC), thus showing less influ-

ence on the overall control action effectiveness compared to MPC action at the beginning of the

closed-loop implementation. Therefore, the H2 production rate is driven primarily by MPC actions

initially until the uMPC control action reaches a plateau, indicating alignment with the setpoint

reached by the H2 production rate estimated by the RNN model integrated with the MPC. After the

uMPC stabilizes at a constant value, the remaining offset between the H2 production rate estimated

by the new controller and the setpoint will be eliminated by the integrator term uI . Additionally,

a smaller limit for the control action change rate in the model predictive control algorithm (uc in

Eq. 2.2f) and a sufficiently large τ ′I should be implemented to ensure the absolute value of the

temperature change rate is less than 6 ◦C/min. Based on this consideration, the limit for the change

in control action relative to its previous value is set to be 0.009 A and the τ ′I is set to be 2.71 × 105

A · s-1 · SCCM-1.

The performance of this approach is shown in Fig. 5.2. Overall, the RNN estimation reaches

the setpoint rapidly (35.9 minutes within 1% offset), which is similar to the MPC results under
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disturbance conditions without the integrator. Compared to the final offset observed in Fig. 5.1,

the simulated real H2 production rate reaches the setpoint (top-left figure in Fig. 5.2), which

demonstrates the successful control outcomes. Moreover, the temperature behaviors observed in

the bottom two figures in Fig. 5.2 show that the controller action is within the temperature change

rate constraint (6 ◦C/min in the bottom right figure in Fig. 5.2), showing the feasibility of this

approach. However, unexpected results are also presented in Fig. 5.2. Even though the simulated

real H2 production rate reaches the setpoint, it requires 354 min to achieve the simulated real H2

production rate within 1% offset, which is significantly longer than the time required in previous

control simulations (33.4 min). Additionally, 3.47% overshoot occurs for the simulated real H2

production rate.

To further analyze this approach, various e-SMR process models under disturbances, simu-

lated by the first-principle model with different activation energies (Ea), are evaluated under the

designed controller and compared. The results for each disturbance case are illustrated in Fig. 5.3,

and Table 5.1. As evident in the results reported in Table 3, this approach performs best when the

activation energy is increased by 3%, resulting in a much shorter settling time and no overshoot.

In contrast, other cases exhibit longer settling times and larger overshoots. The reason behind this

is as follows: in the early stage of the closed-loop system simulation, the offset between the H2

production rate is large compared to the offset when the uMPC is constant. Therefore, the change

of control action by the integrator is mainly from the offset when the H2 production rate is mainly

driven by MPC, multiplied by the integrator coefficient (τ ′I). If this additive control action can

make the H2 production rate get close to the setpoint when the uMPC is constant, the time required

to further eliminate the offset should be shorter. In the case of a 3% increment in Ea for the distur-
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bance case, uI calculated by the integration of error multiplied by the coefficient (τ ′I) can make the

real H2 production rate around the setpoint when uMPC stops changing. Therefore, there is little

effort required for the integrator to drive the real H2 production rate to the setpoint, indicating much

less time and no overshoot. For the cases of 0%, 1%, and 2% increments in Ea for the disturbance,

the additive control actions make the H2 production rate to be higher than the setpoint when the

uMPC is constant. Therefore, an overshoot and a long settling time cannot be avoided for each of

these cases. In the case of a 4% increment in Ea for the disturbance, the real H2 production rate

is lower than the setpoint when the uMPC is constant. Therefore, even though there is nearly no

overshoot, a long time to reach the setpoint is still required.

Table 5.1: Settling time and maximum overshoot for different values of activation energies (Ea)
under the model predictive controller combined with an integrator scheme.

Activation Energy Settling Time (min) Maximum Overshoot (%)
1.00 Ea 563 9.06
1.01 Ea 499 6.47
1.02 Ea 354 3.47
1.03 Ea 47 0
1.04 Ea 377 0.19

Remark 9. Tuning the τ ′I in Eq. 5.1 is challenging for the scheme of MPC with an integrator.

On one side, τ ′I cannot be too small to prevent substantial overshoots in the H2 production rate.

Additionally, a small τ ′I can significantly increase the integrator term, causing step changes in the

electric current that exceeds the constraint of the electric current changing rate. On the other side,

τ ′I cannot be too large either, since a large value of τ ′I can lead to minimal changes of electric

current, leading to a much longer time to eliminate the offset.

Remark 10. Even though a sufficiently large τ ′I is utilized to make the electric current change rate
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Figure 5.2: Setpoint tracking control of the H2 production rate with an RNN-based model predic-
tive controller with an integrator for the e-SMR process under disturbances.

within the constraint, there remains a risk that the overall control action (u) could still violate the

constraints, indicating a potential concern for applying this method in real e-SMR processes.

5.1.3 Model Predictive Control with RNN Real-Time Online Retraining

Instead of modifying the control actions of an MPC scheme, which is built based on a mis-

matched RNN model with an additional controller term, the real-time online retraining method
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(a) Ea = 1.00 Ea.
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(b) Ea = 1.01 Ea.
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(c) Ea = 1.03 Ea.

0 100 200 300 400 500 600 700
Time (min)

40

50

60

70

80

90

100

110

120

Pr
od

uc
ti

on
 R

at
e 

(S
CC

M
)

True Value
Estimated Value
Setpoint

(d) Ea = 1.04 Ea.

Figure 5.3: Setpoint tracking control of the H2 production rate with RNN-based model predictive
controller combined with an integrator under different disturbances.

can be utilized to correct this mismatched RNN model directly. Specifically, the mismatched

RNN model will be corrected by using real-time data from the past. Eventually, the corrected

RNN model will be implemented within the MPC scheme and estimation of the initial condition
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of MPC. Therefore, the obtained control action from MPC can be more accurate and the offset

between the RNN model and the simulated real process can be eliminated.

For the control scheme employed in this approach, the components and processing flow of

the online RNN retraining-based MPC are depicted in Fig. 5.4. Generally, the left orange box

represents the MPC of this system every 5 seconds, while the right blue box signifies the online

retraining and re-estimation process occurring every sampling time of the GC (18 minutes). Re-

training and re-estimation are initiated only upon receiving new GC data. The MPC for the e-SMR

process follows a similar scheme as shown in Fig. 4.1, but utilizes a simulated process model under

disturbances.

Figure 5.4: Setpoint tracking control of the H2 production rate with an RNN-based model predic-
tive controller using online RNN retraining by utilizing real-time data for the e-SMR process under
disturbances: components and processing flow.

For the online retraining and re-estimation process shown in the blue box, this process is
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launched when new simulated measurement data becomes available. These new data are first

used for generating the flow rates for each second by applying two consecutive past simulated

measurement data points into the polynomial function (detailed descriptions of this process are

shown in Section 4). These generated data have two applications. First, the last 10 generated data

points are used as the initial conditions from 15 min ago (delayed time, td) which are utilized to

estimate the corrected 10 data points for the current time step by the RNN model. Subsequently,

these 10 data points are used to estimate the corrected initial condition of the RNN model and also

serve as the corrected feedback to the controller. Another application for this data is the adaptive

online retraining of the RNN.

The adaptive online retraining process involves several key steps:

• Buffering module preparation [36]: For the online adaptive RNN strategy, the buffering

module is utilized to identify and store useful data batches when the RNN model has poor

performance. Additionally, this buffering module can also have an initial data batch to pre-

vent unexpected behavior of the RNN model after retraining. However, this initial batch

should not contain a large number of data, as the real-time data is typically limited in prac-

tice. A large number of data in the buffering module would reduce the retraining impact of

the real-time data. In general, the size of the buffering module can be designed and con-

strained by the data drift concept. Specifically, by using the data drift concept, data with the

lowest error will be replaced by the newly collected data when the buffer module reaches its

maximum size. In our case, the data drift concept is not utilized since the maximum size of

the buffering model has not been reached.
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• Data collection and processing: For real-time control, reactor temperatures from the TC are

obtained every second, while data from the GC are collected every 18 minutes. The data

generation process uses polynomial regression to estimate flow rates for each gas species

every second. However, data collected from the GC and TC must be denoised before being

fitted by the polynomial regression. Additionally, any infeasible data should be removed to

ensure high data quality for training the RNN.

• Error-triggering mechanism: An error-triggering mechanism [58] is applied to evaluate

whether the estimated data set generated by polynomial regression should be incorporated

into the buffering module. This mechanism compares the error between the model and mea-

surement data against a predefined threshold to determine if online retraining should be ini-

tiated. The Mean Relative Error (MRE) serves as the metric for this comparison, calculated

as follows:

MREn =
1

Nk

·
∑Nk−1

i=0 |FH2,RNN(tk −∆GC · i− td,GC)− FH2,rp,n−i|
FH2,rp,ave

(5.2)

where MREn is the mean relative error when the nth measurement data are received, Nk

is the number of measurement data points that are utilized for calculating the error (in our

case, Nk = 3), FH2,RNN is the RNN estimation of H2 production rate, tk is the time moment

for the newly received data point, ∆GC is the GC sampling time (18 min), td,GC is the

time delay for the GC measurement (15 min), FH2,rp,n−i is the (n− i)th real H2 production

rate measurement, FH2,rp,ave is the average of last 3 consecutive real H2 production rate

measurements. If the MRE is less than the threshold (C), the generated data will not be
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added to the buffering module, indicating that the RNN model is accurate. Conversely, if

the MRE exceeds the threshold, it signifies that the RNN model is inaccurate and requires

retraining based on newly generated data. In this case, the threshold is chosen as the 2% of

the average of the 3 consecutive GC measurement data:

C = 2% ·
∑Nk−1

i=0 FH2,rp,n−i

Nk

(5.3)

• Retraining: The retraining process, also known as the transfer learning process, adjusts the

RNN model based on real-time data. The training process is detailed in Section ??. Before

retraining, the data in the buffering module must be preprocessed by the window-sliding

technique and normalization techniques. It is crucial to ensure that data from different

batches are not mixed within the same sliding window. Additionally, a much lower learning

rate (α = 6 × 10-6) and fewer epochs (10) are utilized to prevent the dramatic changes in the

behavior of the RNN model resulting from retraining with new data.

Upon completion of retraining, the new RNN model will replace the existing RNN model that is

used for state variable estimation as inputs to the MPC, and also the RNN model integrated within

the MPC which predicts state variables within the prediction horizons. Additionally, the new RNN

model is used to re-estimate all initial state values for the MPC and the initial state values for the

RNN model.

The simulation results of this control scheme are presented in Fig. 5.5. At the initial elec-

tric current value of 25.0 A, there is a significant difference between the RNN estimation of the

H2 production rate (52.7 SCCM) and the actual process (45.5 SCCM), as shown in the top-right

65



sub-figure. This discrepancy arises because the RNN model fails to reflect the real process un-

der process conditions subjected to disturbances. This difference persists until the first retraining

process is triggered when the third GC sample is obtained at t = 54 min. Subsequently, the RNN

estimation aligns more closely with the actual process value, indicating improved accuracy. After

the first retraining process, the feedback and predicted values of the H2 production rate fall below

the setpoint, successfully reflecting the process behavior under disturbances due to the RNN model

parameter adaptation. Consequently, the electric current increases, as shown in the top-left sub-

figure, leading to a rise in the simulated reactor temperature, depicted in the bottom-left sub-figure.

These adjustments occur every 18 minutes until the MRE, calculated by Eq. 5.2, falls below the

threshold determined by Eq. 5.3. Ultimately, the H2 production rate reaches the setpoint with a

settling time of 58.9 minutes and zero overshoot. The bottom-right sub-figure demonstrates that

the control is maintained within the temperature constraint, preventing damage to the Ni-based

catalyst.

Remark 11. In the case of real-time control, the online retraining process and MPC simulation

must be executed concurrently when the retraining event is triggered to ensure the MPC oper-

ates within the five-second sampling time. In the Python implementation, the command "sub-

process.Popen" is utilized to execute a separate Python script, thereby preventing the retraining

process from interfering with the control process. A 2-minute sampling time is applied to the re-

training process to ensure its completion, assuming that this duration is sufficient for the training

process. Specifically, the RNN is replaced with the newly trained model 2 min after the beginning

of the retraining process. After the replacement, subsequent RNN estimations are generated from
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Figure 5.5: Setpoint tracking control of the H2 production rate with an RNN-based model predic-
tive controller using online RNN retraining by utilizing real-time data for the e-SMR process under
disturbances: simulation results.

this retrained RNN model

5.1.4 Offset-Free Model Predictive Control

The offset-free model predictive controller is also designed to eliminate the offset. The

detailed algorithm for this approach is shown in Section. 2.4. Specifically, in Eq. 2.3, F (·) is
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the RNN model and θ is used to compensate for the error between the RNN estimation and the

experimental data. This error vector can be combined with the vector of state variables to form

a new vector of state variables, x̄ in Eq. 2.4. Additionally, the new corrected model can also be

written as Eq. 2.4c. These new versions of the state variable vector and the model are utilized in

the MPC.

The Luenberger observer is employed to improve the estimation of state variables and mini-

mize error accumulation (Eq. 2.5). Specifically, the differences in temperature and H2 production

rate between the process measurements and model estimates are used as the error.

Due to the sampling frequency of the GC, the temperature is updated every second to com-

pensate for the discrepancy, whereas updates for the H2 production rate difference occur every 18

minutes. This difference in sampling time may lead to discrepancies in the H2 production rate. To

account for this potential discrepancy, the coefficients of the observer terms (K) are tuned suffi-

ciently small to ensure that the state values do not change excessively as a result of the correction

term. Eventually, these gain parameters result in model estimation that closely matches the simu-

lated process data. Specifically, the parameters are chosen as follows:

GT
θ = [0 − 0.004 0.003 0.025 0.001] (5.4a)

KT =

0 −0.01 0.01 0.01 0.01 0 0.01 0.01 0.01 0.01

0 0.01 0 −0.01 0.01 0 0 0 0 0


(5.4b)

where G⊺
θ is the transpose of the coefficient matrix for the argument term (θ) and K⊺ is the trans-

pose of the coefficient matrix for the differences in the H2 production rate and reactor temperature
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terms.

Results for this offset-free model predictive control of this specific e-SMR process are illus-

trated in Fig. 5.6. At t = 0 min, the same electric current (IMPC) is utilized for the RNN estimation

model and the process under disturbances. In the top-right figure of Fig. 5.6, the corresponding

offset is observed initially. While the H2 production rate estimated by RNN reaches the setpoint

(within 1% offset) at t = 33.4 min, the H2 production rate from the simulated process gradually

approaches the setpoint due to the correction of the model by the offset-free MPC approach, indi-

cating an improved control performance compared to the constant offset shown in Fig. 5.1.

As the model utilized in the MPC and the initial state value estimation is progressively cor-

rected, the IMPC calculated from the MPC is gradually corrected accordingly. The adjustment of

IMPC shown in the top-left figure of Fig. 5.6, results in the gradual alignment of the simulated

real-process H2 production rate with the setpoint, as shown in the top-right figure of Fig. 5.6. At t

= 88.2 min, the H2 production rate of the simulated real-process reaches the setpoint with a devia-

tion within 1%. The bottom two figures illustrate the reactor temperature behaviors, demonstrating

that the applied electric current from the MPC is safe for the catalyst, as the temperature change

rate remains within the permissible limit of 6 ◦C/min.

Remark 12. With the accumulation of the augmented term (θ), the H2 production rate from the

model estimation also changes. However, since the coefficients (K and Gθ) are small and the

corresponding MPC responses are frequent, the model estimation values remain nearly constant

within its sampling time.
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Figure 5.6: Setpoint tracking control of the H2 production rate with an RNN-based offset-free
model predictive controller for the e-SMR process under disturbances.
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Chapter 6

Conclusion

In this work, a recurrent neural network model was developed to capture the dynamic be-

havior of an electrically heated steam methane reforming process using time-series data from an

experimentally-validated lumped parameter dynamic model. Specifically, the LSTM layer was

utilized to learn the long-term dependencies in sequential data. The accuracy of this model was

further validated. To regulate the H2 production rate, a setpoint tracking control was implemented

using an RNN-based predictive control strategy, which effectively handled infrequent and delayed

flow rate measurements. This control strategy demonstrated significantly better performance com-

pared to a PI control scheme. Building on the developed RNN-based MPC strategy, three distinct

approaches were successfully developed to manage the e-SMR process under disturbance condi-

tions: MPC combined with an integrator, MPC with transfer learning applied to the RNN model,

and offset-free MPC. These approaches have been demonstrated to effectively eliminate the offset

caused by disturbances.
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