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Perceptual Considerations for the Design and Display of

Stereoscopic Imagery

Stereoscopic displays afford more accurate 3D percepts than conventional displays due to

the added depth cue of disparity. However, 3D shape and scene layout are often misper-

ceived when viewing stereoscopic displays. For example, viewing from the wrong distance

alters an object’s perceived size and shape. It is crucial to understand the causes of such

misperceptions so one can determine the best approaches for minimizing them. We develop

the mathematics of an existing geometric model for calculating misperceptions, and then

describe common viewing situations in which the model fails to make a prediction. We

show how the visual system’s interpretation of vertical disparities can supplement the ex-

isting model and help predict the percepts associated with improper viewing of stereoscopic

displays.

We also discuss blur as a previously under-appreciated depth cue present in both stereo and

non-stereo images. We present a probabilistic model that explains how the pattern of blur

in an image together with relative depth cues indicates the apparent scale of the image’s

contents. To examine the correspondence between the model/algorithm and actual viewer

experience, we conducted an experiment with human viewers and compared their estimates

of absolute distance to the model’s predictions. We did this for images with geometrically

correct blur due to defocus and for images with commonly used approximations to the

correct blur. The agreement between the experimental data and model predictions was

excellent. A semi-automated algorithm is included, which helps one apply the correct

pattern of blur to change the apparent size of a scene. The algorithm and model allow one

to manipulate blur precisely and to achieve the desired perceived scale efficiently.

Finally, we discuss the utility of stereoscopic displays for medical imaging. The technol-

ogy’s greatest benefits arise in applications in which monocular cues are uninformative. Its

specific strengths and shortcomings are presented in terms of diagnostics, education, surgi-
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cal planning, minimally invasive surgery, and telesurgery. General guidelines and common

errors are also listed to help potential users avoid unwanted misperceptions and visual fa-

tigue.
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INTRODUCTION

Stereoscopic displays have become commonplace as they have made their way into cinema

[Lipton, 1982], medical imaging [Chan et al., 2005], and scientific visualization [Fröhlich

et al., 1999]. Regardless of application, all stereo displays operate on the same basic mech-

anism: a unique image is presented to each eye. The differences between the images

(known as a stereo pair) are interpreted by the visual system as depth information in a pro-

cess known as stereopsis. The relative positions of an object’s projections onto the two

retinas are used by the visual system to recover the distance to that object (see Chapter 1).

Stereopsis is not the only source of depth information in typical images. In fact, the name

“3D display” is a misnomer because displays have always contained three-dimensional in-

formation. As we discuss in Chapter 3, the key distinction in “3D displays” is that they

provide stereoscopic depth information in addition to the monocular depth cues attainable

with any display. Therefore, for the remainder of this dissertation we will use the name

“stereoscopic display” or “stereo display” in place of the more common “3D display.”

As the use of stereoscopic displays has spread, the benefits and problems associated with

them have become clearer. A well-documented problem is that perceived 3D shape and

scene layout is often distorted. For instance, viewing a stereoscopic display from the wrong

distance typically alters the perceived size and shape of an object [Masaoka et al., 2006;

Woods et al., 1993]. In some applications, such as cinema, the distortions are not neces-

sarily a serious problem [Lipton, 1982], but in applications like medical imaging or virtual

reality [Deering, 1992], they can have grave consequences. In Chapter 1, we examine the

causes of perceptual distortions in stereography and show that in some cases the standard

model of such distortions is incorrect. We then describe how the model can be modified to

include the visual system’s usage of vertical disparities to produce a more comprehensive

understanding of the percepts that result from improper viewing conditions.

In addition to stereoscopic cues, we consider in Chapter 2 how the monocular cue of blur
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can affect the perceived size and distance of imaged scenes. For example, cinematographers

working with miniature models can make scenes appear life size by using a small camera

aperture, which reduces the blur variation between objects at different distances [Fielding,

1985]. The opposite effect is created in a photographic manipulation known as the tilt-shift

effect: A full-size scene is made to look smaller by adding blur with either a special lens

or post-processing software tools [Laforet, 2007; Flickr, 2009; Vishwanath, 2008]. The

strengths of these effects are in contrast to the findings of previous vision-science studies,

which mostly concluded that blur was only a weak, ordinal cue to depth. We present a

model for how the blur pattern in a scene can be combined with other depth cues to produce

reliable estimates of size and distance. An algorithm is also included for semi-automatically

applying blur to an image to change its apparent scale.

To provide a context for the models we develop in Chapters 1 and 2, Chapter 3 outlines

how stereoscopic displays have been applied to medical imaging. Following a review of

previous implementations and their outcomes, a summary is given of the strengths and

weaknesses of stereoscopic medical displays. The model of stereoscopic misperceptions

from Chapter 1 is used to explain how to achieve optimal viewing. Also, the blur-rendering

techniques from Chapter 2 are revisited to discuss whether they are necessary for medical

applications. Tips on avoiding visual fatigue are included to round out the set of guidelines.

2



CHAPTER 1

MISPERCEPTIONS IN STEREOSCOPIC

DISPLAYS

It is useful to consider a stereoscopic percept as the product of three steps. (1) Images

are acquired by stereo photography or generated by computer graphics. (2) The images

are presented stereoscopically to a viewer. (3) The images are interpreted by the viewer’s

visual system. Geometric misperceptions are caused by inappropriate acquisition-viewing

relationships (steps 1 & 2) such that the retinal images are not the same as those produced

by the original scene. Perceptual misperceptions are produced by the viewer’s visual sys-

tem (step 3): the retinal images may each be geometrically correct, but visual cues such

as vergence and accommodation cause them to be misinterpreted nonetheless [Watt et al.,

2005]. The graphics, stereocinema, and virtual-reality literatures [Diner, 1991; Jones et al.,

2001; Kusaka, 1992; Kutka, 1994; Leiser et al., 1995; Lipton, 1982; Masaoka et al., 2006;

Son et al., 2002; Wartell et al., 2002; Woods et al., 1993; Yamanoue et al., 2006] have

only used the geometric approach. We begin this chapter by developing the mathematics

of the geometric approach and summarizing the predicted distortions. We then describe

the limitations of the approach, especially in dealing with the vertical disparities produced

by some viewing situations; these situations include rotation of the viewer’s head relative

to the display and using converging cameras to acquire images that are then viewed on a

single-surface display. Finally, we describe an approach derived from vision science that

provides a better characterization.
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Fig. 1.1: (a) Image formation with converging cameras. Po is coordinates of point P , f is camera
focal length, t is separation between the cameras, C is distance to which the camera optical axes
are converged, Vc is angle between cameras’ optical axes, Wc is width of camera sensors, xcl and
xcr are x-coordinates of P ’s projection onto left and right camera sensors. (b) The cameras’ optical
axes can be made to converge by laterally offsetting the sensors relative to the lens axes. h is offset
between sensor center and intersection of lens axis with the sensor. (c) Reconstruction of P from
sensor images. Rays are projected from eye centers through corresponding points on picture. The
ray intersection is estimated location of P . El and Er are 3D coordinates of left and right eyes;
Pl and Pr are locations of image points in the picture of P for left and right eyes; I is inter-ocular
distance; d is distance between centers of pictures. The green and red horizontal lines represent the
images presented to the left and right eyes, respectively.

1.1 Related Work

To describe the geometric approach, we use some derivations from Woods et al. [1993].

Step 1: Acquisition (Object space to 2d camera sensors).

We first determine the 2D coordinates of a point in 3D space (P ) once projected onto

the sensors of a pair of cameras. In 3D coordinates, X is the inter-camera axis, Y is the

vertical axis perpendicular to the camera axis and running through the midpoint between

the cameras, and Z is orthogonal to X and Y . The 3D coordinates of P are Po. The

cameras are specified by focal length f , sensor width Wc, and inter-camera separation

t. Each camera has two axes: the lens axis, which bisects and is normal to the lens and is

perpendicular to the image sensor plane, and the optical axis, which contains the lens center

and sensor center. Camera alignment is specified by Vc, the angle between the cameras’

optical axes, and by h, the displacement of the lens axis in the sensor plane. With the

camera lenses parallel to one another, the optical axes can be parallel (h = 0, Vc = 0) or
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converging (h 6= 0, Vc 6= 0) (Fig. 1.1A and 1.1B). P ’s coordinates in the left and right

cameras are (xcl, ycl) and (xcr, ycr), where x and y are horizontal and vertical coordinates

in the sensors:

xcl = f tan

[
arctan

t/2 + Po(x)

Po(z)
− Vc

2

]
− h

xcr = f tan

[
Vc

2
− arctan

t/2− Po(x)

Po(z)

]
+ h

ycl =
Po(y)f

Po(z)cos
(

Vc

2

)
+

(
Po(x) + t

2

)
sin

(
Vc

2

)
ycr =

Po(y)f

Po(z)cos
(

Vc

2

)
−

(
Po(x)− t

2

)
sin

(
Vc

2

) (1.1)

Step 2: Presentation (2d camera sensors to 2d projections).

To present the stereo-camera images, the sensor coordinates (xcl, ycl) and (xcr, ycr) must

be transformed to 2D picture coordinates (Xsl, Ysl) and (Xsr, Ysr). In most applications,

the pictures are presented on one display surface such as an LCD or projection screen. In

vision science, they are often presented on two displays, one for each eye, in a device called

a haploscope [Backus et al., 1999]. Single-surface displays are much more common, so we

concentrate on them here. The pictures are characterized by their width Wp, and d, which is

their horizontal displacement relative to one another. The ratio Wp/Wc is the magnification

from the camera images to the picture. The 2D coordinates of corresponding points in the

picture are:

Xsl = xcl

(
Wp

Wc

)
− d

2

Xsr = xcr

(
Wp

Wc

)
+

d

2

Ysl = ycl

(
Wp

Wc

)
Ysr = ycl

(
Wp

Wc

)
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Step 3: Viewing (2d projections to percept).

The binocular viewer is positioned to view the pictures on the display surface. We use two

new sets of 3D coordinates to describe this: one with its origin on the display surface and

one with its origin at the viewer. For the first set, X and Y are the horizontal and vertical

axes centered on the display surface and Z is orthogonal to them. In these coordinates, the

eyes’ positions are El and Er. The positions of the points in picture are:

Pl = (Xsl, Ysl, 0)

Pr = (Xsr, Ysr, 0)

To determine the viewer’s estimate of the location of P given El, Er, Pl, and Pr, we project

rays from the eye centers through the corresponding points in the picture. The estimated

location of P is assigned to the point of intersection Pi (Figure 1.1C). We want the location

of Pi specified in viewer coordinates, so we transform El, Er, Pl, and Pr into E′
l, E

′
r, P

′
l,

and P′
r in a viewer-centered system. There, the origin is midway between the eyes, which

is Ec in picture-centered coordinates; X is the inter-ocular axis, Y is the vertical axis, and

Z is orthogonal to them. Ec is subtracted from El, Er, Pl, and Pr. The transformations

are listed below:

E′
l = R(ρ, σ)(El − Ec)

E′
r = R(ρ, σ)(Er − Ec)

P′
l = R(ρ, σ)(Pl − Ec)

P′
r = R(ρ, σ)(Pr − Ec)

6



where

R(ρ, σ) =


cos(ρ) cos(σ) cos(ρ) sin(σ) − sin(ρ)

− sin(σ) cos(σ) 0

sin(ρ) cos(σ) sin(ρ) sin(σ) cos(ρ)


and

ρ = − arctan

(
Er(z)− El(z)

Er(x)− El(x)

)
σ = − arcsin

(
Er(y)− El(y)

||Er − El||

)

The intersection of rays originating at E′
l and E′

rand passing through P′
l and P′

r can then

be found from:

E′
l + (P′

l − E′
l)m = E′

r + (P′
r − E′

r)n

(P′
l − E′

l)m and (P′
r − E′

r)n represent the exiting rays; m and n are used to define points

along those rays. When the two sides of the equation are set equal to each other, one can

find the rays’ intersection. The solutions for m and n are:

m =
|(E′

r − E′
l)× (P′

r − E′
r)|

|(P′
l − E′

l)× (P′
r − E′

r)|

n =
|(E′

l − E′
r)× (P′

l − E′
l)|

|(P′
r − E′

r)× (P′
l − E′

l)|

From this, we obtain:

P′
i = E′

l + (P′
l − E′

l)m

or

P′
i = E′

r + (P′
r − E′

r)n

These terms are identical if the intersection exists. We discuss non-intersecting rays in

Section 1.3. We now have the estimated location of the point P in viewer coordinates.

Misperceptions can be quantified by differences between Pi and Po.
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Before examining the consequences of incorrect acquisition and viewing parameters, it is

useful to consider what it means to have those parameters correct. The picture presented to

each eye has a center of projection (COP) whose position depends on image magnification

(Wp/Wc) and the orientation of the camera’s optical axis relative to the sensor plane (h and

Vc). The separation between the COPs depends on inter-camera separation t, magnification

Wp/Wc, and picture offset d. Two constraints must be satisfied for the viewing situation to

match the viewing of the original scene. 1) Both eyes must be positioned at the appropriate

COPs [Leiser et al., 1995; Wartell et al., 2002]. When the eyes are so positioned, the retinal

images are the same while viewing the stereo picture as they would be while viewing the

original scene. 2) The eyes’ vergence (the angle between the eyes’ optical axes) required

to fixate a point in the virtual scene must be the same as the vergence required to fixate the

corresponding point in the original scene [Leiser et al., 1995]. If the eyes are at the COPs

and the correct vergence angles are not attainable, it is due to improper camera or display

parameters. We will refer to viewing situations in which these constraints are satisfied as

the proper viewing condition.

We are most interested in what happens when the viewing condition is not proper: specifi-

cally, when one or both eyes are not at the appropriate COPs and/or when the eye vergence

is inappropriate. Incorrect positioning and vergence are common with single viewers and

necessarily occur with multiple viewers.

1.2 Predicted Distortions: Geometric Approach

We implemented the geometric approach in software and investigated the consequences

of modifying acquisition and viewing parameters. The investigation revealed viewing sit-

uations in which the geometric approach fails to produce a solution; we discuss those in

Section 1.3.

Figure 1.2 shows the results of one investigation. We presented a 30cm cube at a distance
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(e)

(i)(g) (h)

(a) (b)
(c)

(d) (f)

Fig. 1.2: Estimated 3D scenes for different acquisition and viewing situations. Each panel is a plan
view of the viewer, stereo cameras, display surface, actual 3D stimulus, and estimated 3D stimulus.
Red lines represent cameras’ optical axes. (e) Proper viewing situation. Parameters are listed in
Section 1.2. The actual and estimated stimuli are the same. (b) Viewer is too distant from picture.
(h) Viewer is too close. (d) Viewer is too far to the left relative to the picture. (f) Viewer is too far
to the right. (a) Cameras are too close together for viewer’s inter-ocular distance. (i) Cameras are
too far apart. (c) Distance between centers of the left and right stereo pictures (not depicted) is too
great. (g) Distance between the centers of pictures is too small.
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of 55cm from the cameras. In the proper viewing condition, the following parameters were
used:

Acquisition Parameters:

Orientation of camera optical axes: Parallel

Inter-camera separation (t): 6.2cm

Camera focal length (f ): 6.5mm

Viewing Parameters:

Magnification (Wp/Wc): 84.6

Picture separation (d): 6.2cm

Viewing distance: 55cm

Inter-ocular distance (I): 6.2cm

Viewer position: Midpoint of inter-ocular axis on central surface normal of
display.

Viewer orientation: Face parallel to display surface

We modified parameters independently to observe their effects on the estimated 3D percept.

Each panel of Figure 1.2 presents the results for a set of parameters; (e) is the proper

viewing condition.

Panels (b) and (h) show the consequences of moving the viewer respectively farther from

(110cm) and closer to (27.5cm) the picture. When the viewer is too distant, the predicted

perceived distance is greater and the predicted shape is stretched in depth. When the viewer

is too close, the predicted perceived distance is less and the predicted shape is compressed

in depth. These results are consistent with the analysis of Woods et al. [1993]. In (d) and

(f), we translated the viewer left and right of the proper viewing position. The translation

was parallel to the display surface and the viewer’s head remained parallel to the surface.

The predicted shape is skewed toward the viewer. A and I show the effects of inter-camera

separation. The proper separation was equal to the inter-ocular distance of 6.2cm. In A,

the cameras are 3.1cm apart, and the predicted stimulus is larger and farther away. In

(i), the cameras are 12.4cm apart, and the predicted stimulus is smaller and closer to the
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viewer than the original stimulus. (c) and (g) show the effects of picture displacement.

In the proper viewing condition, the centers of the pictures were 6.2cm apart. Changing

the picture displacement increases or decreases all of the disparities in the retinal images.

When the pictures are separated by 7.5cm, the disparities are increased, and the result is

a predicted stimulus that is farther away and stretched in depth. When the separation is

3.1cm, the predicted stimulus is closer and the shape is compressed in depth. Woods et al.

[1993] did not investigate picture displacement, but this result could be derived from their

analysis.

The results in Figure 1.2 are consistent with our empirical observations in these viewing

situations and generally with the analysis of Woods et al. [1993]. There are, however,

acquisition-viewing conditions for which the geometric approach does not yield a solution;

we now turn to them.

1.3 Failures of the Geometric Approach

In many viewing situations, rays from the eyes through corresponding points in the stereo

pictures do not intersect, so the geometric approach cannot yield a solution for the predicted

perceived stimulus. Interestingly, viewers in those situations perceive a coherent 3D scene,

so the visual system finds a solution nevertheless. The presence of non-intersecting (skew)

rays has been mostly unnoticed in the literature and the perceptual consequences have never

been investigated. Our main contribution is an analysis of the causes of skew rays and a

description of the manner in which the visual system finds a 3D solution when such rays

exist.
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1.3.1 Epipolar Planes

The causes of skew rays can be well understood in epipolar geometry. A point in real space

and the two eye centers define a plane: the epipolar plane [Shapiro and Stockman, 2001].

It can be shown that two corresponding points in a stereo picture produce intersecting rays

as long as they lie in the same epipolar plane (and are non-parallel). Consider a viewer

of a stereoscopic picture with the eyes (El and Er) positioned at the COPs (Figure 1.3B).

A ray from the left eye to point Pl and a ray from the right eye to Pr are identical to the

rays that would have passed from the eyes to the original point P . Thus, they lie in the

same epipolar plane as P and will intersect at P in virtual space. Now consider viewing

the stereo picture with the eyes not at the COPs. The line segment between the COPs is the

inter-COP axis. If the viewer is translated from the proper position, the inter-ocular axis

will be parallel to, but not coincident with, the inter-COP axis. Rays from the two eyes to

the corresponding points in the picture still lie in a common epipolar plane, so they will

intersect in space. Therefore, a geometric solution exists for Pi. This is why the geometric

approach could produce solutions to the viewing situations in the previous section. If the

viewer’s head is rotated about the inter-ocular axis (defined as “pitch”), the two axes remain

coincident, so a solution still exists. But if the viewer’s head is rotated about a vertical axis

(yaw rotation) or a forward axis (roll rotation), the inter-ocular and inter-COP axes will

be neither coincident nor parallel. In those cases, there are corresponding points in the

picture that produce rays in different epipolar planes (Figure 1.3C). The rays are therefore

not guaranteed to intersect, so there may be no solution for Pi. The Appendix provides a

mathematical derivation of these results.

Mismatches between camera setup and display surface can also produce skew rays. For

instance, the imaging sensors of converging cameras (lens axes converging) lie in different

planes, but the resulting stereo pictures are usually displayed on one plane. The mismatch

causes the left and right stereo pictures to exhibit “keystone” distortion (Figure 1.4), which
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Fig. 1.3: Epipolar geometry. (a) In natural viewing, a point in space and the two eye centers define
an epipolar plane. (b) If a viewer is correctly positioned relative to the picture, the rays emanating
through the eyes and passing through a pair of corresponding points in the picture lie in the same
epipolar plane and intersect in space. (c) With oblique viewing (head rotated about a vertical axis
such that inter-ocular axis is not parallel to picture surface), rays will generally lie in different
epipolar planes and never intersect.

creates non-zero on-screen vertical disparities between points that have non-zero Y coor-

dinates in the picture. The vertical disparities produce rays that lie in different epipolar

planes, so they do not provide a solution. A modification of the geometric approach pro-

vides a solution [Woods et al., 1993], but as we will show, the solution is very unlikely to

match viewers’ percepts.

1.3.2 Previous Solutions to Skew Rays

Most previous investigations of misperceptions in stereography have not discussed skew

rays [Diner, 1991; Jones et al., 2001; Kusaka, 1992; Kutka, 1994; Leiser et al., 1995;

Masaoka et al., 2006; Strunk and Iwamoto, 1990; Yamanoue et al., 2006], but a few have

noted their existence in some situations [Agrawala et al., 1997; Wartell et al., 2002; Woods

et al., 1993]. Only one of those studies considered the possible perceptual consequences:

Woods et al. [1993] modified the geometric approach to accommodate skew rays cre-

ated by improper acquisition and viewing settings. In particular, they observed that using

converging cameras and a single display surface causes vertical disparities in the picture

surface; they did not consider viewer rotations as we have done. In modifying the geomet-
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Fig. 1.4: The keystone effect. A rectangular grid was captured using converging cameras and
displayed on a single flat display surface. Note the vertical disparities between the corresponding
points in the corners.

ric approach, Woods and colleagues first determined which pairs of corresponding points

had unequal on-screen Y coordinates (Ysl and Ysr; Equations 1.1). They then reset the Y

coordinates for each pair to the average Y value. This placed the on-screen points and the

eye centers in a common epipolar plane, so ray intersections could be found. There are two

important shortcomings with this approach. 1) It does not apply to yaw and roll rotations

even though such rotations create skew rays (Figure 1.3). 2) Even in the converging-camera

situation for which the approach does apply, vision-science findings strongly suggest that

the 3D estimate will not match human percepts. We describe these findings next.

1.3.3 Vertical Disparity

A point in a real scene projects in the same epipolar plane for both eyes, but as we have

said, epipolar geometry does not necessarily hold in the viewing of stereo pictures. Conse-

quently, corresponding points in a stereo picture may project to different elevations in the

two eyes, thereby creating non-zero vertical disparities in an epipolar coordinate system.

Such non-zero vertical disparities are known to influence 3D percepts. An example is the

induced effect. A lens is placed before one eye that magnifies the image vertically and

creates non-zero vertical disparities. When this is done, a frontoparallel surface appears
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Fig. 1.5: (a) Plan view of viewer fixating a planar surface. S is the slant of the patch. µ is eyes’
horizontal vergence; γ is eyes’ horizontal version. (b) Definitions of HSR (horizontal size ratio)
and V SR (vertical size ratio). HSR is the ratio of the horizontal angles a surface patch subtends at
left and right eyes. V SR is the ratio of vertical angles. Adapted from Backus et al. [1999].

slanted even though the horizontal disparities created by the surface are unaffected by the

magnifier [Ogle, 1938]. There are many other perceptual consequences of altering vertical

disparity, so it is well accepted in vision science that 3D percepts are a product of horizon-

tal and vertical disparities [Backus et al., 1999; Banks et al., 2001; Rogers and Bradshaw,

1993, 1995]. Indeed, the visual system uses a number of depth cues to estimate the 3D

structure of the environment. Many are monocular cues such as perspective and shading,

which are beyond the scope of our discussion. But two estimation methods are based on

stereopsis and should therefore be considered here. One stereoscopic estimation method is

based on measuring horizontal disparities and eye position [Backus et al., 1999]:

S ≈ − arctan

(
1

µ
ln(HSR)− tan(γ)

)
(1.2)

where S is the slant of a surface patch, HSR is the horizontal size ratio (a measure of

horizontal disparity; defined in Figure 1.5), µ is the eyes’ vergence (defined in the figure),

and γ is the eyes’ version (defined in the figure). The geometric approach discussed here

is identical to this means of estimating surface orientation. Another stereoscopic method
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is based on measuring horizontal and vertical disparity and does not require an estimate of

eye position [Backus et al., 1999]:

S ≈ − arctan

(
1

µ
ln

(
HSR

V SR

))
(1.3)

where V SR is the vertical size ratio (a measure of vertical disparity; defined in Fig-

ure 1.5B), and µ̃ is a measure of vergence derived from the gradient of V SR.1 The visual

system uses both of these stereoscopic methods to estimate surface orientation from binocu-

lar disparity [Backus et al., 1999; Gårding et al., 1995; Rogers and Bradshaw, 1995]. When

the two methods provide different estimates, the system’s final estimate is a weighted aver-

age of the two with the weights determined by the relative reliabilities of the two methods

[Backus et al., 1999; Rogers and Bradshaw, 1995].

1.3.4 Perception with Skew Rays Present

What is the visual system doing in situations that produce skew rays? We consider this

problem by examining the three situations mentioned above.

Condition 1: Observer Rotation in X − Z Plane (Yaw)

Figure 1.6 is a stereo picture of a cube. To see the perceptual consequences of a yaw

rotation, rotate the picture about a vertical axis. The 3D percept changes in a few ways:

the front and back surfaces appear to rotate relative to the viewer such that they remain

roughly parallel to the picture surface; the front surface appears to rotate slightly less than

the back surface, so the surfaces become non-parallel; the distance between the front and

back surfaces appears to decrease. To understand the perceptual consequences, we need

to consider the horizontal and vertical disparities created by the cube following a yaw

rotation. Figure 1.7 plots those disparities as vectors; panels (b) and (e) show the disparities

1These equations apply for tilt 0. Extensions have been derived for all tilts [Banks et al., 2001].
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Fig. 1.6: Anaglyph stereograms captured with the acquisition settings listed in Section 1.2. Top:
cameras with parallel optical axes. Bottom: cameras’ optical axes were converged at 0.55m (center
of cube). To view the stereograms, use red-green glasses with green filter over left eye. Try different
viewing situations. 1) Move closer to and farther away from the page. 2) Move left and right while
holding the head parallel to the page. 3) Position yourself directly in front of the page and rotate the
head about a vertical axis (yaw) and then about a forward axis (roll). In each case, notice the changes
in the cube’s apparent shape. Points in the cube were randomly perturbed to lessen contributions of
perspective cues to 3D percept.

17



associated with the cube’s front and back surfaces, respectively. There are regions in the

stimulus in which the vertical disparities reverse sign from the front to back surface; the

upper left corner is an example. Such a sign reversal can never occur in natural viewing with

aligned eyes.2. For this reason, we cannot appeal to a natural situation to determine what

the visual system perceives when a stereo picture undergoes a yaw rotation. The answer,

however, is suggested by the vision science literature. Duke and Howard [2005] created

stereograms of two transparent planes, one in front of the other. They applied one pattern

of vertical disparity to one plane and the opposite pattern to the other plane; this creates

reversals in the sign of vertical disparity (as we observed with yaw rotations). Viewers of

these unnatural stimuli perceived different surface shapes for the front and back surface

and those shapes are well predicted by a weighted combination of Equations 1.2 and 1.3,

applied separately to the two surfaces. We found that the percept associated with yaw

rotation while viewing stereo pictures is well predicted by a similar weighted combination

of surface orientation estimates derived from the two means of estimation.

Condition 2: Observer Rotation in X-Y Plane (Roll)

To see the consequences of a roll rotation, rotate the upper picture (Figure 1.6) about the

forward axis. The 3D percept changes little with small rotations and then collapses with

larger rotations as the visual system becomes unable to fuse the disparate images. As shown

earlier, roll rotations cause non-intersecting rays, so once again the geometric approach

cannot derive an estimate for the perceived 3D structure. To understand the perceptual

effects, we again consider the horizontal and vertical disparities created by this viewing

situation. Panels (a) and (d) in Figure 1.7 plots the disparities associated with the cube’s

front and back surfaces. The disparity pattern can be understood by considering how the

eyes’ positions change with head roll. If the roll is counterclockwise, the right eye moves up

2The vertical disparity associated with a point in space is non-zero if the point is to the left or right of
straight ahead (i.e., not in the head’s mid-sagittal plane) and above or below the plane of fixation (i.e., not in
the visual plane). For any combination of such azimuth and elevation the vertical disparities of points at all
distances have the same sign.
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Disparity Fields Produced By Improper Viewing
(a) (b) (c)

(f)(e)(d)

Fig. 1.7: Disparity as a function of azimuth and elevation. Fick coordinates (azimuth and elevation
measured as longitudes and latitudes, respectively) were used. Vectors represent the direction and
magnitude of disparities on the retinas produced by a stereoscopic image of a cube 0.3m on a side
and placed 0.55m in front of the stereo cameras. Unless otherwise noted, the conditions listed in
Section 1.2 were used to generate the figures. Arrow tails represent points on right eye’s retina, and
arrowheads represent corresponding points in left eye’s retina. Panels (a), (b), and (c) contain points
from the proximal face of the cube, where the eyes are fixating. (d), (e), and (f) represent the cube’s
distal face. In (a) and (d), the observer is viewing the display at a 45deg angle. In (b) and (e), the
viewer’s head has been rolled 20deg. In (c) and (f), the cameras converge at 0.55m.

and becomes closer to the upper right corner and farther from the bottom right corner. The

opposite is true for the left eye. As a result, the upper right corner creates a larger retinal

image in the right than in the left eye. The opposite is true for the bottom right corner. In

both corners, the vertical disparities in epipolar coordinates have changed from zero with

no roll to non-zero after roll. The horizontal disparities have been altered as well. The

changes in vertical and horizontal disparity are proportional to the distance of the point

from the rotation axis. Because of this, the perceived shape of the front or back surface

should become curved, one corner bending toward the viewer and the opposite bending

away. The amount of curvature depends on the magnitude of roll and whether the points on

the picture have crossed or uncrossed horizontal disparity. The predicted deviation is only
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significant with large rolls, so one expects little if any perceptual change for small rolls.

We have been unable to observe the curvature effect because the ability to fuse the stimulus

breaks down at the larger rolls where the effect is predicted.

Condition 3: Converging Cameras

Figure 1.6 demonstrates the perceptual consequences of using converging cameras but a

single display surface for viewing. The top panel is a stereo picture of a cube when the

cameras were parallel and the bottom panel is a picture of the same cube when the cameras

were converging. The 3D percepts for the two cases differ in two ways: the cube’s front

and back surfaces appear planar in the parallel-camera case and convex in the converging-

camera case; the front and back surfaces appear closer to the viewer in the converging

case. To understand the perceptual consequences of using converging cameras, we need

to again consider the horizontal and vertical disparities. Using converging cameras causes

keystoning (Figure 1.4), thereby changing the pattern of vertical disparities. In particular,

the horizontal gradient of vertical disparity is altered such that it specifies a nearer surface

than is actually present; the alteration is different for near and far surfaces, but it always in-

creases the vertical-disparity gradient. Converging cameras also alter horizontal disparities.

Specifically, the horizontal gradient of horizontal disparity specifies a more convex surface

than is actually present; again the change differs for near and far surfaces, but always in-

creases the gradient. From Duke and Howard [2005], we know that the visual system is

likely to estimate 3D structure by estimating the orientation and curvature of surfaces sep-

arately with a weighted combination of Equations 1.2 and 1.3. We found that this model

predicts the percept associated with converging cameras quite well.
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1.4 Future Work in Stereoscopic Misperceptions

To produce a truly useful model for stereoscopic misperceptions, the model’s predictions

must be tested against psychophysical data. This requirement certainly applies to the cur-

rent case. In particular, it will be crucial to know how much weighting the visual system as-

signs to the perceptual estimates produced by the geometric and the vertical-disparity-based

approaches outlined above. But for now, our analysis can provide rough guidelines for the

design and evaluation of stereoscopic displays and viewing parameters. In Chapter 3, we

provide more detail on how those guidelines may applied to stereo medical displays.

It should also be noted that non-stereo pictorial cues can affect the 3D percept of a scene. In

the next chapter, we discuss how the blur in an image can modulate the perceived distance

and size of a scene, and how rendering or camera settings can be chosen to either avoid or

enable such modulations.
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CHAPTER 2

USING BLUR TO AFFECT PERCEIVED

DISTANCE AND SIZE

The pattern of blur in an image can strongly influence the perceived scale of the captured

scene. For example, cinematographers working with miniature models can make scenes

appear life size by using a small camera aperture, which reduces the blur variation be-

tween objects at different distances [Fielding, 1985]. The opposite effect is created in a

photographic manipulation known as the tilt-shift effect: A full-size scene is made to look

smaller by adding blur with either a special lens or post-processing software tools [Laforet,

2007; Flickr, 2009; Vishwanath, 2008].

Figures 2.1 and 2.2 demonstrate the miniaturization effect. In Figure 2.2, the image in

the upper left has been rendered sharply and to typical viewers looks like a life-size scene

in San Francisco. The upper-right image has been rendered with a blur pattern consistent

with a shorter focal distance, and it looks like a miniature-scale model. The two images in

the lower row demonstrate how the application of a linear blur gradient can have a similar

effect.

Clearly, blur plays a significant role for conveying a desired sense of size and distance.

However, the way the visual system uses blur to estimate perceived scale is not well under-

stood. Okatani and Deguchi [2007] have shown that additional information, such as per-

spective, is needed to recover scene scale. But a more detailed, perceptually based model

will provide further insight into the effective application of blur. This chapter presents a

general probabilistic model of distance estimation from blur. From the model, we develop

an algorithm for manipulating blur in images to produce the desired apparent scale. We

then validate the model and algorithm with a psychophysical study. Finally, we detail how
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(b)

(a)

Fig. 2.1: (a) Rendering a cityscape with a pinhole aperture results in no perceptible blur. The
scene looks large and far away. (b) Simulating a 60m-wide aperture produces blur consistent with a
shallow depth of field, making the scene appear to be a miniature model. Original city images and
data from GoogleEarth are copyright Terrametrics, SanBorn, and Google.
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(a) (b)

(c) (d)

Fig. 2.2: Upper two images: Another example of how rendering an image with a shallow depth of
field can make a downtown cityscape appear to be a miniature-scale model. The left image was
rendered with a pinhole camera, the right with a 60m aperture. Lower two images: Applying a blur
gradient that approximates a shallow depth of field can also induce the miniaturization effect. The
effects are most convincing when the images are large and viewed from a short distance. Original
city images and data from GoogleEarth are copyright Terrametrics, SanBorn, and Google. Original
lake photograph is copyright Casey Held.
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camera and rendering settings may be used to either accurately reproduce or modify the

perceived scale of a scene.

2.1 Background

2.1.1 Defocus Blur in Computer Graphics and Photography

The importance of generating proper depth-of-field effects in synthetic or processed im-

agery is well established. Special-effects practitioners often manipulate the depth of field

in images to convey a desired scale [Fielding, 1985]. For example, it is commonplace in

cinematography to record images with small apertures to increase the depth of field. Small

apertures reduce the amount of defocus blur and this sharpening causes small-scale scenes

to look larger. Images created with proper defocus are also generally perceived as more

realistic and more aesthetic [Hillaire et al., 2007, 2008].

Blur can also be used to direct viewers’ attention to particular parts of an image. For

example, photographers and cinematographers direct viewer gaze toward a particular object

by rendering that object sharp and the rest of the scene blurred [Kingslake, 1992; Fielding,

1985]. Eye fixations and attention are in fact drawn to regions with greater contrast and

detail [Kosara et al., 2002; Cole et al., 2006; DiPaola et al., 2010]. These applications

of blur may help guide users toward certain parts of an image, but our analysis suggests

that the blur manipulations could also have the undesired consequence of altering perceived

scale. This suggestion is consistent with another common cinematic practice where shallow

depth of field is used to draw a viewer into a scene and create a feeling of intimacy between

the film subjects and viewer. A shallower depth of field implies a smaller distance between

the viewer and subjects which creates the impression that the viewer must be standing near

the subjects.
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As depth-of-field effects are used more frequently, it is important to understand how to gen-

erate them accurately and efficiently. Some of the earliest work on computer-generated im-

agery addressed the problem of correctly rendering images with defocus blur. Potmesil and

Chakravarty presented a detailed description of depth-of-field effects, the lens geometry

responsible for their creation, and how these factors impact rendering algorithms [Potmesil

and Chakravarty, 1981]. The seminal work on distribution ray tracing by Cook and col-

leagues discussed defocus and presented a practical method for rendering images with fi-

nite apertures [Cook et al., 1984]. Likewise, the original REYES rendering architecture

was built to accommodate a finite aperture [Cook et al., 1987]. Development of the accu-

mulation buffer was motivated in part by the need to use hardware rendering methods to

generate depth-of-field effects efficiently [Haeberli and Akeley, 1990]. Kolb and colleagues

described a method for rendering blur effects that are specific to a real lens assembly as op-

posed to an ideal thin lens [Kolb et al., 1995]. Similarly, Barsky investigated rendering

blurred images using data measured from a specific human eye [Barsky, 2004].

Even with hardware acceleration, depth-of-field effects remain relatively expensive to ren-

der. Many methods for accelerating or approximating blur due to defocus have been devel-

oped [Fearing, 1995; Rokita, 1996; Barsky et al., 2003a,b; Mulder and van Liere, 2000],

and the problem of rendering such effects remains an active area of research.

Researchers in computer vision and graphics have also made use of the relationship be-

tween depth and blur radius for estimating the relative distances of objects in photographs.

For example, Pentland showed that blur from defocus can be used to recover an accurate

depth map of an imaged scene when particular parameters of the imaging device are known

[Pentland, 1987]. More recently, Green and colleagues used multiple photographs taken

with different aperture settings to compute depth maps from differences in estimated blur

[Green et al., 2007]. Others have created depth maps of scenes using specially constructed

camera apertures [Levin et al., 2007; Green et al., 2007; Moreno-Noguer et al., 2007].
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2.1.2 Aperture and Blur

When struck by parallel rays, an ideal thin lens focuses the rays to a point on the opposite

side of the lens. The distance between the lens and this point is the focal length, f . Light

rays emanating from a point at some other distance z1 in front of the lens will be focused

to another point on the opposite side of the lens at distance s1. The relationship between

these distances is given by the thin-lens equation:

1

s1

+
1

z1

=
1

f
. (2.1)

In a typical imaging device, the lens is parallel to the image plane containing the film or

CCD array. If the image plane is at distance s0 behind the lens, then light emanating from

features at distance z0 = 1/(1/f − 1/s0) along the optical axis will be focused on that

plane (Figure 2.3). The plane at distance z0 is the focal plane, so z0 is the focal distance of

the device. Objects at other distances will be out of focus, and hence will generate blurred

images on the image plane. We can express the amount of blur by the diameter c of the blur

circle in the image plane. For an object at distance z1, c1 = |A(s0/z0)(1 − z0/z1)|, where

A is the diameter of the aperture. It is convenient to substitute d for the relative distance

z1/z0, yielding:

c1 = |As0

z0

(1− 1

d
)| (2.2)

The depth of field is the width of the region centered around the focal plane where the

blur circle radius is below the sharpness threshold, or the smallest amount of perceptible

blur. Real imaging devices, like the human eye, have imperfect optics and more than one

refracting element, so Eqs. 2.1 and 2.2 are not strictly correct. Later we describe those

effects and show that they do not affect our analysis significantly. An important aspect of

Eq. 2.2 is the inverse relationship between z0 and c1. This relationship means that the blur

at a given relative distance d increases as z0 decreases. In other words, the depth of field
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Fig. 2.3: Schematic of blur in a simple imaging system. z0 is the focal distance of the device given
the lens focal length, f , and the distance from the lens to the image plane, s0. An object at distance
z1 creates a blur circle of diameter c1, given the device aperture, A. Objects within the focal plane
will be imaged in sharp focus. Objects off the focal plane will be blurred proportional to their
dioptric (m−1) distance from the focal plane.

becomes narrower with closer focal distances. For this reason, a small scene imaged from

close range generates greater blur than a scaled-up version of the same scene imaged from

farther away. As explained in Section 2.3, it is this relationship that produces the perceived

miniaturization in Figure 2.2.

2.2 Adjusting Blur to Modulate Perceived Distance and

Size

2.2.1 Tilt-and-shift Lenses and Linear Blur Gradients

So far we have assumed that the imaging and lens planes are parallel, but useful photo-

graphic effects can be generated by slanting the two planes with respect to each other.

Some cameras do so with a “tilt-and-shift” lens mount that allows the position and orien-

tation of the lens to be changed relative to the rest of the camera [Kingslake, 1992]; other

cameras achieve an equivalent effect by adjusting the orientation of the filmback. Rotation

of the lens relative to the image plane affects the orientation of the focal plane relative to

the optical axis (Figure 2.4). In such cases, the image and lens planes intersect along the so-
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Fig. 2.4: The Scheimpflug Principle. Tilt-and-shift lenses cause the orientation of the focal plane to
shift and rotate relative to the image plane. As a result, the apparent depth of field in an image can
be drastically changed and the photographer has greater control over which objects are in focus and
which are blurred.

called Scheimpflug line. The focal plane also intersects those planes at the Scheimpflug line

[Kingslake, 1992; Okatani and Deguchi, 2007]. Because the focal plane is not perpendicu-

lar to the optical axis, objects equidistant from the lens will not be blurred equally. One can

take advantage of this phenomenon by tilting the lens so that an arbitrary plane in the scene

is in clear focus. For example, by making the focal plane co-planar with a tabletop, one can

create a photograph in which all of the items on the table are in clear focus. The opposite

effect is created by tilting the lens in the opposite direction, so that only a narrow band of

the tabletop is in focus. The latter technique approximates a smaller depth of field. The

pattern of blur in the image is close to that produced by a slanted object plane photographed

with a conventional camera at short range [Okatani and Deguchi, 2007]. McCloskey and

colleagues [2009] showed that the pattern of blur produced by a slanted plane is a linear

gradient, with the blur and distance gradients running in the same direction. Therefore, it

stands to reason that a tilt-and-shift image could be similar to a sharply rendered image

treated with a linear blur gradient. Indeed, most of the tilt-and-shift examples popular to-

day, as well as Figure 2.2(d), were created this way [Flickr, 2009]. However, there can be

large differences in the blur patterns produced by each method, and it would be useful to
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know whether those differences have any impact on the perception of the image.

2.2.2 Comparing Blur Patterns

Consistent blur Simulated tilt & shift lens Linear blur gradient
Blur-rendering Techniques:

Comparison of Blur-circle Diameters:
T&S lens vs. consistent blur Linear blur gradient vs. consistent blur Linear blur gradient vs. T&S lens

% Difference (blur-circle diameter):
−1000 −100 −10 0 100010010

(a) (b) (c)

(d) (e)

(a)

(f)

Fig. 2.5: Comparison of blur patterns produced by three rendering techniques: consistent blur (a),
simulated tilt-and-shift lens (b), and linear blur gradient (c). The settings in (b) and (c) were chosen
to equate the maximum blur-circle diameters with those in (a). The percent differences in blur-
circle diameters between the images are plotted in (d), (e), and (f). Panels (d) and (e) show that
the simulated tilt-and-shift lens and linear blur gradient do not closely approximate consistent blur
rendering. The large differences are due to the buildings, which protrude from the ground plane.
Panel (f) shows that the linear blur gradient provides essentially the same blur pattern as a simulated
tilt-and-shift lens. Most of the differences in (f) are less than 7%; the only exceptions are in the
band near the center, where the blur diameters are less than one pixel and not detectable in the final
images.

As previously discussed, it is often useful to make the scene depicted in an image appear

bigger or smaller than it actually is. Special-effects practitioners can make a scene look
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bigger by recording with a small aperture or make the scene look smaller by recording with

a large aperture [Fielding, 1985]. Consider recording a small scene located z0 meters away

from the camera and trying to make it appear to be m times larger and located ẑ0 = mz0

meters away from the camera. Assume that with a camera aperture diameter of A, the

apparent size matches the actual size. Then, referring to the equations we developed in

Section 2.1.2, the amount of blur we want to have associated with a given relative distance

d is given by:

ĉ1 = |As0

ẑ0

(1− 1

d
)| = |A s0

mz0

(1− 1

d
)| = |(A

m
)(

s0

z0

)(1− 1

d
)| (2.3)

Here we see that we can achieve the same amount of blur as encountered with a focal

distance of ẑ0 = mz0 by shooting the scene at distance z0 and setting the diameter of the

camera aperture to Â = A/m. The aperture must therefore be quite small to make a scene

look much larger than it is and this limits the amount of available light, causing problems

with signal-to-noise ratio, motion, and so forth. Likewise the aperture must be quite large

to make the scene look much smaller than it actually is, and such large apertures might

be difficult to achieve with a physical camera. Because of these limitations, it is quite

attractive to be able to use a conventional camera with an aperture of convenient size and

then to manipulate blur in post-processing, possibly with blur gradients.

We quantified the differences in three types of blur—consistent, linear gradient, and tilt-

shift—by applying them to 14 full-scale scenes of San Francisco taken from GoogleEarth

(Figure 2.5(a) shows an example). In each image, we wanted to produce large variations

in blur, as if viewed by the human eye (aperture ≈ 4.6mm) with a focal distance z0 of only

0.06m to the center of the scene. Because the actual focal distance was 785m, being con-

sistent with a human eye at 0.06m meant that a virtual camera with a very large aperture of

60.0m was necessary. To produce each consistent-blur image, we captured many images of

the same locale from positions on a jittered grid covering a circular aperture. We translated
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each image to ensure that objects in the center of the scene, which were meant to be in

focus, were aligned from one image to another. We then averaged those images to produce

the final image. This approach is commonly used with hardware scan-conversion renderers

to generate images with accurate depth-of-field effects [Haeberli and Akeley, 1990]. The

tilt-and-shift images were generated in a similar fashion, but with the simulated image plane

slanted relative to the camera aperture. The slant angles were chosen to produce the same

maximum blur magnitudes as the consistent-blur images (slant = -16.6◦ in Figure 2.5(b)).

The direction of the slant (the tilt) was aligned with the distance gradient in the scenes. The

distance gradient was always vertical, so the aligned blur gradient was also vertical. The

maximum magnitudes of the gradients were set to the average blur magnitudes along the

top and bottom of the consistent-blur images (Figure 2.5(c)). Thus, the histograms of blur

magnitude were roughly equal across the three types of blur manipulation. For the linear

blur gradients, blur was applied to the pixels by convolving them with cylindrical box ker-

nels. A vertical blur gradient is such that all of the pixels in a given row are convolved with

the same blur kernel.

We calculated the differences between the blur diameters produced by each rendering tech-

nique. The blur patterns in the tilt-and-shift-lens and linear-blur-gradient images were sim-

ilar to each other (generally never differing by more than 7%; Figure 2.5(f)), but differed

greatly from the pattern in the consistent-blur condition (Figure 2.5(c)(d)). The differences

relative to consistent blur result from the buildings that protrude from the ground plane.

In Section 2.5, we explore whether the differences affect perceived distance. This analysis

was performed on all of our example images and we found that linear blur gradients do in

fact yield close approximations of tilt-and-shift blur, provided that the scenes are roughly

planar. This is why tilt-and-shift images and their linear-blur-gradient approximations have

similarly compelling miniaturization effects.

Our next question is, why does blur affect the visual system’s estimates of distance and

32



size? To answer this, we developed a probabilistic model of the distance information con-

tained in image blur.

2.3 Model: Blur as an Absolute Depth Cue

2.3.1 Vision Science Literature

The human eye, like other imaging systems, has a limited depth of field, so it encounters

blur regularly. Blur depends partly on the distance to an object relative to where the eye is

focused, so it stands to reason that it might be a useful perceptual cue to depth. The vision

science literature is decidedly mixed on this issue. Some investigators have reported clear

contributions of blur to depth perception [Pentland, 1987; Watt et al., 2005], but others have

found either no effect [Mather and Smith, 2000] or qualitative effects on perceived depth

ordering, but no more [Marshall et al., 1996; Mather, 1996; Palmer and Brooks, 2008].

This conflicts with the clear perceptual effects associated with the blur manipulation in

Figure 2.2. A better understanding of the distance information contained in blur should

yield more insight into the conditions in which it is an effective depth cue.

2.3.2 Probabilistic Inference of Distance from Blur

The physical relationship between camera optics and image blur can help us understand the

visual system’s use of retinal-image blur. For instance, if an object is blurred, is it possible

to recover its distance from the viewer? To answer this, we return to Eq. 2.2. Regardless

of whether a photograph or a real scene is being viewed, we assume that the visual system

interprets the retinal image as being produced by the optics of the eye. Now the aperture

A is the diameter of a human pupil, z0 is the distance to which the eye is focused, and d is

the relative distance to the point in question. Figure 2.6 shows the probability of z0 and d
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Fig. 2.6: Focal distance as a function of relative distance and retinal-image blur. Relative distance is
defined as the ratio of the distance to an object and the distance to the focal plane. The three colored
curves represent different amounts of image blur expressed as the diameter of the blur circle, c, in
degrees. We use angular units because in those units, the image device’s focal length drops out
Kingslake [1992]. The variance in the distribution was determined by assuming that pupil diameter
is Gaussian distributed with a mean of 4.6mm and standard deviation of 1mm Spring and Stiles
[1948]. For a given amount of blur, it is impossible to recover the original focal distance without
knowing the relative distance. Note that as the relative distance approaches 1, the object moves
closer to the focal plane. There is a singularity at a relative distance of 1 because the object is by
definition completely in focus at that distance.

for a given amount of blur, assuming A is 4.6mm ± 1mm [Spring and Stiles, 1948]. For

each blur magnitude, infinite combinations of z0 and d are possible. The distributions for

large and small blur differ: large blur diameters are consistent with a range of short focal

distances, and small diameters are consistent with a range of long distances. Nonetheless,

one cannot estimate focal distance or relative distance from a given blur observation. How

then does the change in perceived distance and size in Figure 2.2 occur?

The images in Figure 2.2 contain other depth cues—linear perspective, relative size, tex-

ture gradient, etc.—that specify the relative distances among objects in the scene. Such

cues are scale ambiguous, with the possible exception of familiar size (see Section 3.3.2),

so they cannot directly signal the absolute distances to objects. We can, however, deter-

mine absolute distance from the combination of blur and those other cues. To do this, we

employ Bayes’ Law, which prescribes how to compute the statistically optimal (i.e., lowest

variance) estimate of depth from uncertain information. In the current case of estimating

34



0.01

0.1

1

10

100

Fo
ca

l D
is

ta
nc

e 
(m

)

Relative Distance
0.1 1 10 0.3 3

pupil diameter:  
mean = 4.6mm
s.d.    = 1.0mm

0.1 1 10 

Depth-from-blur Distribution Depth-from-perspective Distribution

X =

0.1 1 10 

Combined Depth Estimate

(a) (b) (c)

0.3 3 0.3 3

retinal blur = 0.1°

Fig. 2.7: Bayesian analysis of blur as cue to absolute distance. (a) The probability distribution
P (zo, d|c) where c is the observed blur diameter in the image (in this case, 0.1◦), z0 is the focal
distance, and d is the relative distance of another point in the scene. Measuring the blur produced
by an object cannot reveal the absolute or relative distance to points in the scene. (b) The proba-
bility distribution P (zo, d|p) where p is the observed perspective. Perspective specifies the relative
distance, but not the absolute distance: it is scale ambiguous. (c) The product of the distributions
in (a) and (b). From this posterior distribution, the absolute and relative distances of points in the
scene can be estimated.

distance from blur and other cues, estimates should be based on the posterior distribution:

P (z0, d|c, p) =
P (c|zo, d)P (p|z0, d)P (z0, d)

P (c, p)
(2.4)

where c and p represent the observed blur and perspective, respectively. In this context,

perspective refers to all pictorial cues that result from perspective projection, including the

texture gradient, linear perspective, and relative size. Using a technique in Burge et al.

[2010], we convert the likelihood distributions and prior on the right side of the equation

into posterior distributions for the individual cues and then take the product for the optimal

estimate.

Figure 2.7 shows the result. The left panel illustrates the relationship between focal dis-

tance and relative distance for a given amount of blur in the retinal image, P (zo, d|c). The

middle panel shows the relationship between distance and perspective cues: P (zo, d|p). For

two objects in the scene—one at the focal distance and one at another distance—one can es-

timate the ratio of distances to the objects from perspective. For instance, perspective cues

may reveal the slant and tilt of the ground plane, and then the position of the objects along

that plane would reveal their relative distances from the observer [Sedgwick, 1986]. The

35



variance of P (zo, d|p) depends on the reliability of the available perspective cues: lower

variance when the cues are highly reliable. The right panel shows the combined distribution

derived from the products of the distributions in the left and middle panels. By combining

information in blur and perspective, the model can now estimate absolute distance. We use

the median of the product distribution as the depth estimate.

In summary, blur by itself provides little information about relative or absolute distance,

and perspective cues by themselves provide little information about absolute distance. But

the two cues in combination provide useful information about both distances. This consti-

tutes our model of how blur is used in images like Figure 2.2 to provide an impression of

absolute distance.

2.3.3 Impact on Previous Findings

As we said earlier, vision scientists have generally concluded that blur is a weak depth cue.

Three reasons have been offered for its ineffectiveness. It is useful to evaluate them in the

context of the model.

1. Blur does not indicate the sign of a distance change: that is, it does not by itself

specify whether an out-of-focus object is nearer or farther than an in-focus object. It

is evident in Figure 2.6 and Eq. 2.2 that a given amount of blur can be caused by an

object at a distance shorter or longer than the distance of the focal plane. The model

in Figure 2.7 makes clear how the sign ambiguity can be solved. The perspective

distribution is consistent with only one wing of the blur distribution, so the ambiguity

is resolved by combining information from the two cues.

2. The relationship between distance and blur is dependent on pupil size. When the

viewer’s pupil is small, a given amount of blur specifies a large change in distance;

when the pupil is large, the same blur specifies a smaller change. There is no evi-
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dence that humans can measure their own pupil diameter, so the relationship between

measured blur and specified distance is uncertain. The model shows that distance can

still in principle be estimated even with uncertainty about pupil size. The uncertainty

only reduces the precision of depth estimation.

3. The visual system’s ability to measure changes in retinal-image blur is limited, so

small changes in blur may go undetected [Mather and Smith, 2002]. Blur discrimi-

nation is not well characterized, so we have not yet built corresponding uncertainty

into the model. Doing so would yield higher variance in the blur distributions in

Figure 2.6 and the left panel of Figure 2.7, much like the effect of uncertainty due to

pupil diameter.

Thus, the model shows how one can in principle estimate distance from blur despite uncer-

tainties due to sign ambiguity, pupil diameter, and blur discrimination. Furthermore, this

estimation does not require that the focal distance be known beforehand, that more than

one image recorded with different focal distances be available, or that the camera have a

specially designed aperture.

2.3.4 Perspective Cues

The model depends on the reliability of the relative-distance information provided by per-

spective. In an image like the urban scene in Figure 2.2, linear perspective specifies relative

distance quite reliably, so the variance of P (zo, d|p) is small. As a consequence, the prod-

uct distribution has low variance: i.e., the estimates of absolute and relative distance are

quite precise. In an image of an uncarpentered scene with objects of unknown size and

shape, perspective and other pictorial cues would not specify relative distance reliably, and

the variance of P (zo, d|p) would be large. In this case, the product distribution would also

have high variance and the distance estimates would be rather imprecise. Thus, the ability

to estimate depth from blur is quite dependent on the ability to estimate relative distance
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from perspective or other pictorial cues. We predict, therefore, that altering perceived size

by manipulating blur will be more effective in scenes that contain rich perspective cues

than it will be in scenes with weak perspective cues.

We have also assumed that perspective cues convey only relative-distance information. In

fact, many images also contain the cue of familiar size, which conveys some absolute-

distance information. We could incorporate this into the model by making the perspective

distribution in Figure 2.7(b) two-dimensional with different variances horizontally and ver-

tically. We chose not to add this feature to simplify the presentation and because we have

little idea of what the relative horizontal and vertical variances would be. It is interesting to

note, however, that familiar size may cause the pattern of blur to be less effective in driving

perceived scale. Examples include photos with real people, although even those images

can appear to be miniaturized if sufficient blur is applied appropriately.

2.3.5 Recovering Focal Distance in Practice

The model can be implemented to estimate the focal distance z0 used to create a given

image. First, the blur circle c1 and relative distance d are estimated at several locations in

the image. Then, assuming some values for parameters A and s0, Eq. 2.2 can be used to

calculate z0. Compiling the z0 estimates from all the example points provides a marginal

distribution of estimates of the focal distance (Figure 2.9). The median of the marginal

distribution may then be interpreted as the final estimate of z0, with the variance of that

distribution indicating the estimate’s reliability. If the blur and depth information are either

difficult to measure or not properly matched, the reliability will be low, and the blur in the

image will have less impact on the visual system’s estimate of the distance and size of the

scene.
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2.4 Estimating Distance in Images with Manipulated Blur

Our model predicts that the visual system estimates absolute distance by finding the focal

distance that is most consistent with the blur and perspective in a given image. If the blur

and perspective are consistent with one another, accurate and precise distance estimates

can be obtained. We explored this notion by applying the procedure from Section 2.3.5

to images with three types of blur: (1) blur that is completely consistent with the rela-

tive distances in a scene (consistent-blur condition), (2) blur that is mostly correlated with

the distances (vertical-blur-gradient condition), and (3) blur that is uncorrelated with the

distances (horizontal-blur-gradient condition).

Fourteen scenes from GoogleEarth were used. Seven had a large amount of depth variation

(skyscrapers) and seven had little depth variation (one- to three-story buildings). The cam-

era was placed 500m above the ground and oriented down 35◦ from earth-horizontal. The

average distance from the camera to the buildings in the centers of each scene was 785m.

2.4.1 Applying Blur Patterns

The consistent-blur rendering technique described in Section 2.2.2 was used. The diame-

ters of the simulated camera apertures were 60.0, 38.3, 24.5, 15.6, and 10.0m. The unusu-

ally large apertures were needed to produce blur consistent with what a human eye with a

4.6mm pupil would receive when focused at 0.06, 0.09, 0.15, 0.23, and 0.36m, respectively.

Figures 2.8(b) and (c) show example images with simulated 24.5m and 60m apertures. The

vertical blur gradient was, as stated, aligned with the distance gradient. It was generated

using the technique described in Section 2.2.2. Figures 2.8(d-e) are examples. The hori-

zontal blur gradients employed the same blur magnitudes as the vertical gradients, but were

orthogonal to the distance gradients. Figures 2.8(f-g) are examples.
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Fig. 2.8: The four types of blur used in the analysis and experiment: (a) no blur, (b-c) consistent
blur, (d-e) linear vertical blur gradient, and (f-g) linear horizontal blur gradient. Simulated focal
distances of 0.15m (b,d,f) and 0.06m (c,e,g) are shown. In approximating the blur produced by a
short focal length, the consistent-blur condition produces the most accurate blur, followed by the
vertical gradient, the horizontal gradient, and the no-blur condition. Original city images and data
from GoogleEarth are copyright Terrametrics, SanBorn, and Google.
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Fig. 2.9: Determining the most likely focal distance from blur and perspective. Intended focal
distance was 0.06m. Each panel plots estimated focal distance as a function of relative distance. The
left, middle, and right panels show the estimates for consistent blur, vertical blur gradient (mostly
consistent), and horizontal blur gradient (inconsistent), respectively. The first step in the analysis is
to extract the relative-distance and blur information from several points in the image. The values for
each point are then used with Eq. 2.2 to estimate the focal distance. Each estimate is represented by
a point. Then all of the focal distance estimates are accumulated to form a marginal distribution of
estimates (shown on the right of each panel). The data from a consistent-blur rendering most closely
matches the intended focal distance, resulting in extremely low variance. Though the vertical blur
gradient incorrectly blurs several pixels, it is well correlated with the relative distances in the scene,
so it too produces a marginal distribution with low variance. The blur applied by the horizontal
gradient is mostly uncorrelated with relative distance, resulting in a marginal distribution with large
variance and therefore the least reliable estimate.

2.4.2 Calculating Best Fits to the Image Data

To predict the viewers’ response to each type of blur, we applied the procedure in Sec-

tion 2.3.5 to each image:

1. We selected pixels in image regions where blur would be most measurable, namely

areas containing high contrast, by employing the Canny edge detector [Canny, 1986].

The detector’s parameters were set such that it found the subjectively most salient

edges. We later verified that the choice of parameters did not affect the model’s

predictions.

2. Recovering relative distance and blur information:

(a) Relative distances in the scene were recovered from the video card’s z-buffer

while running GoogleEarth. These recovered distances constitute the depth

map. In our perceptual model, these values would be estimated using perspec-
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tive information. The z-buffer, of course, yields much more accurate values than

a human viewer would obtain through a perspective analysis. However, our pri-

mary purpose was to compare the predictions for the three blur types. Because

the visual system’s ability to measure relative distance from perspective should

affect each prediction similarly, we chose not to model it at this point. We can

add such a process by employing established algorithms [Brillault-O’Mahony,

1991; Coughlan and Yuille, 2003].

(b) For the consistent-blur condition, the depth map was used to calculate the blur

applied to each pixel. For the incorrect blur conditions, the blur for each pixel

was determined by the applied gradients.

3. To model human viewers, we assumed A=4.6mm and s0=17mm. We assumed no

uncertainty for s0 because an individual viewer’s eye does not vary in length from

one viewing situation to another. We then used Eq. 2.2 to calculate z0 for each pixel.

4. All of the estimates were combined to produce a marginal distribution of estimated

focal distances. The median of the distribution was the final estimate.

The results for the example images in Figures 2.8(c), (e), and (g) are shown in Figure 2.9.

The other images produced quantitatively similar results.

2.4.3 Predictions of the Model

First consider the images with consistent blur. Figure 2.9(a) shows the focal-distance esti-

mates based on the blur and relative-distance data from the image in Figure 2.8(c). Because

the blur was rendered correctly for the relative distances, all of the estimates indicate the

intended focal distance of 0.06m. Therefore, the marginal distribution of estimates has very

low variance and the final estimate is accurate and precise.

Next consider the images where the blur is mostly consistent with depth, due to the verti-
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cal blur gradient. Figure 2.9(b) plots the blur/relative-distance data from the vertical-blur

image in Figure 2.8(e). The focal-distance estimates now vary widely, though the majority

lie close to the intended value of 0.06m. This is reflected in the marginal distribution to the

right, where the median is close to the intended focal distance, but the variance is greater

than in the consistent-blur case. We conclude that vertical blur gradients should influence

estimates of focal distance, but in a less compelling and consistent fashion than consis-

tent blur does. Although it is not shown here, scenes with larger depth variation produced

marginal distributions with higher variance. This result makes sense because the vertical

blur gradient is a poorer approximation to consistent blur as the scene becomes less planar.

Now consider the images with the imposed horizontal blur gradient. In these images, the

blur is uncorrelated with the relative distances in the scene, so focal-distance estimates are

scattered. However, the overall range of blur values and depth values are consistent with

each other, which makes the median of the marginal distribution similar to those obtained

with consistent blur and the vertical gradient. Critically, the variance of the distribution is

much greater. The model predicts, therefore, that the horizontal gradient will have the least

influence on perceived distance.

The analysis was also performed on images rendered by simulated tilt-shift lenses. The

amount of tilt was chosen to reproduce the same maximum blur magnitude as the vertical

blur gradients. The marginal distributions for the tilt-shift images were essentially identical

to those for the vertical-blur-gradient images. This finding is consistent with the observa-

tion that linear blur gradients and tilt-shift lenses produce very similar blur magnitudes

(Figure 2.5) and presumably similar perceptual effects.

These examples show that the model provides a useful framework for predicting the effec-

tiveness of different types of image blur in influencing perceived distance and size. The

horizontal-gradient results also highlight the importance of accounting for distance varia-

tions before applying blur.
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Fig. 2.10: Schematic of variables pertinent to the semi-automated blurring algorithm. Here, the
image surface is equivalent to the monitor surface, and v and l are in units of pixels. σ indicates the
angle between the ground plane’s surface normal and the imaging system’s optical axis. Refer to
Algorithm 1 for details on how each value can be calculated from an input image. (Adapted from
Okatani and Deguchi 2007)

2.4.4 Algorithm

Our model predicts that linear blur gradients can have a strong effect on the perceived

distance and size of a scene. But we used carefully chosen rendering parameters to produce

the blur gradient images: the maximum blur magnitude was the same as that produced by

a consistent-blur image taken at the intended focal length, and the tilt of the lens and the

orientation of the gradient were perfectly aligned with the distance gradient in the scene. To

simplify the application of the model to images, we developed a semi-automated algorithm

that allows the user to load a sharply rendered image, indicate a desired perceived distance

and size, and then apply the appropriate blur gradient to achieve that outcome.

We implemented the algorithm for scenes that are approximately planar globally, but it

could be extended to scenes that are only locally planar. The user first sets the desired focal

distance z0 and the viewer’s pupil diameter A. To simulate the human eye, s0 is set to

0.017m [Larsen, 1971]. Next, the slant σ and tilt τ of the planar approximation to the scene

are estimated using one of two methods (slant and tilt are respectively the angle between the

line of sight and surface normal, and the direction of the slant relative to horizontal). If the

scene is carpentered, like the cityscape in Figure 2.11(a), we use the technique in Algorithm

1, originally described by Okatani and DeGuchi [2007]. If the scene is uncarpentered, like

the landscape in Figure 2.11(b), then a grid is displayed over the image. The viewer uses
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a mouse to rotate the grid until it appears to be parallel to the scene. The orientation of

the grid yields σ and τ . Parameters l and v (defined in Figure 2.10) are recovered from the

settings (in our case, from OpenGL) that were used to render the grid on-screen. Finally,

Algorithm 2 determines the amount of blur assigned to each pixel, then creates the final

image.

prompt user to select two pairs of lines that are parallel in the original scene;
p1 = intersection of first line pair;
p2 = intersection of second line pair;
pc = center of image;
vanLine = line connecting p2 and p1;
v = sqrt(|p1yp2y + p1xp2x|);
l = distance between pc and vanLine;
σ = π/2 - atan(l/v);
τ = angle between vanLine and the image’s horizontal axis;

Algorithm 1: Determining σ and τ from Parallel Lines

Figure 2.11 shows two example images produced by our algorithm. The scene is carpen-

tered in panel (a), so the parallel-line-selection option was employed. Panel (b) shows

the output of the algorithm, with an intended focal distance of 0.06m. The scene is not

carpentered in Figure 2.11(c), so the user aligned a grid to be parallel to the predominant

orientation of the scene. The resulting blurred image in panel (c) was designed to simulate

a focal distance of 0.50m.

The algorithm provides an effective means for blurring images in post-processing, thereby

changing the perceived distance and size of a scene. The semi-automated technique frees

the user from the calculations needed to create nearly correct blur, and produces compelling

results for images ranging from urban scenes to landscapes. Its effectiveness is supported

by our model’s predictions, which in turn were validated by the following psychophysical

experiment.
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slantAxis = line that passes through pc and is rotated τ degrees from vertical;
for each pixel in the image do

distance = distance from pixel to pc, projected onto slantAxis;
ε = atan(distance/v);
if pixel is closer to observer than pc then

ε is negative;
else

ε is positive;
end
relativeDistance = cos(σ)*cos(ε)/cos(σ + ε);
blurDiameterInRadians = 2*atan(|A*s0/z0*(1 - 1/relativeDistance )|/2/s0);
blurDiameterInP ixels = round(2*v*tan(blurDiameterInRadias/2));

end
finalImage = image composed of black pixels;
currentBlurDiameter = 0;
while currentBlurDiameter ≤ max(blurDiameterInP ixels) do

tempImage = image composed of every pixel with blurDiameterInP ixels ==
currentBlurDiameter;
tempImageBlurred = convolve tempImage with cylindrical blur kernel of diameter
currentBlurDiameter;
finalImage = finalImage + tempImageBlurred;
currentBlurDiameter++;

end
return finalImage;

Algorithm 2: Calculating and Applying Blur to Image
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Slant-estimation Technique: 
Parallel Lines

Intended Focal Distance:
0.06m

Slant-estimation Technique:
Manual Grid Alignment

Intended Focal Distance:
0.50m

(b)

(c) (d)

(a)

Fig. 2.11: Input and output of the semi-automated blurring algorithm. The algorithm can estimate
the blur pattern required to simulate a desired focal length. It can either derive scene information
from parallel lines in a scene or use manual feedback from the user on the overall orientation of the
scene. (a) Two pairs of parallel lines were selected from a carpentered scene for use with the first
approach. (b) The resulting image once blur was applied. Intended focal distance=0.06m. (c) A
grid was manually aligned to lie parallel to the overall scene. (d) The blurred output designed to
simulate a focal distance of 0.50m.

2.5 Psychophysical Experiment

We examined how well the model’s predictions correspond with human distance percepts.

We were interested in learning two things: (1) Do human impressions of distance accu-

rately reflect the simulated distance when defocus blur is applied to an image, and (2) How

accurately must defocus blur be rendered to effectively modulate perceived distance?
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2.5.1 Methods

We used the previously described blur-rendering techniques to generate stimuli for the

perceptual experiment: consistent blur, vertical blur gradient (blur mostly consistent with

depth), and horizontal blur gradient (blur inconsistent with depth). An additional stimulus

was created by rendering each scene with no blur. The stimuli were generated from the

same 14 GoogleEarth scenes on which we conducted the analysis in Section 4.4.

Each subject was unaware of the experimental hypotheses and was not an imaging spe-

cialist. They were positioned with a chin rest 45cm from a 53cm CRT and viewed the

stimuli monocularly. Each stimulus was displayed for 3 seconds. Subjects were told to

look around the scene in each image to get an impression of its distance and size. Af-

ter each stimulus presentation, subjects entered an estimate of the distance from a marked

building in the center of the scene to the camera that produced the image. Distances were

entered in units of feet or meters using a numeric keypad. There were 224 unique stimuli,

and each stimulus was presented seven times in random order for a total of 1568 trials. The

experiment was conducted in four sessions of about one hour each. At the end, each subject

was debriefed with a series of questions, including how they formulated their responses and

whether the responses were based on any particular cues in the images. If the debriefing re-

vealed that the subject did not fully understand the task or had based answers on strategies

that circumvented the phenomenon being tested, his or her data were excluded.

2.5.2 Results

Ten subjects participated, but the data from three were discarded. Two of the discarded

subjects revealed in debriefing that they had done the task by estimating their height relative

to the scene from the number of floors in the pictured buildings and had converted that

height into a distance. They said that some scenes “looked really close,” but described a
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Fig. 2.12: Results of the psychophysical experiment averaged across the seven subjects. Panels (a)
and (b) respectively show the data when the images had low and high depth variation. The type
of blur manipulation is indicated by the colors and shapes of the data points. Blue squares for
consistent blur, green circles for vertical blur gradient, and red triangles for horizontal blur gradient.
Error bars represent standard errors. Individual subject data are included in the appendix.

conversion that scaled the perceived size up to the size of a real building. The third subject

revealed that she had estimated distance from the amount of blur by assuming that the

camera had a fixed focal distance and therefore anything that was blurrier had to be farther

away.

Figure 2.12 shows the results averaged across the seven remaining subjects, with the left

and right panels for the low- and high-depth-variation images, respectively. (Individual

subject data are available in the appendix.) The abscissas represent simulated focal distance

(the focal distance used to generate the blur in the consistent-blur condition); the values

for the vertical and horizontal blur gradients are those that yielded the same maximum

blur magnitudes as in the consistent-blur condition. The ordinates represent the average

reported distance to the marked object in the center of the scene divided by the average

reported distance for the no-blur control condition. Lower values mean that the scene was

seen as closer and therefore presumably smaller.

All subjects exhibited a statistically significant effect of blur magnitude [3-way, repeated-

measures ANOVA, F(5,30) = 13.8, p<0.00001], reporting that the marked object appeared

smaller when the blur was large. The effect of magnitude was much larger in the consistent-
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blur and vertical-blur-gradient conditions than in the horizontal-gradient condition, so there

was a significant effect of blur type [F(3,18) = 14.7, p<0.00001]. There was a tendency for

the high-depth-variation scenes to be seen as closer, but for blur magnitude to have a larger

effect for the low-depth-variation scenes [F(1,6) = 2.27, p=0.18 (n.s.)].

All of the scenes in the experiment were oriented so the distances receded toward the top of

the image. Therefore, we are using the data from the vertical-blur-gradient and horizontal-

blur-gradient conditions to generally apply to blur that is mostly consistent or not consistent

with the depths in a scene, respectively. The results show that perceived distance in human

viewers is influenced by the pattern and magnitude of blur just as the model predicts. Con-

sistent blur and aligned-linear-gradient blur (which is used in our semi-automated algo-

rithm) yield systematic and predictable variations in perceived distance. Linear gradients

that are not aligned with distance information yield a much less systematic variation in

perceived distance.

2.6 Discussion

2.6.1 Validity of Assumptions in the Model

Our representation of the depth information conveyed by retinal-image blur was an approx-

imation to information in the human visual system. Here we discuss four of our simplifying

assumptions.

First, we represented the eye’s optics with an ideal lens free of aberrations. Image for-

mation by real human eyes is affected by diffraction due to the pupil, at least for pupil

diameters smaller than 3mm, and is also affected by a host of higher-order aberrations

including coma and spherical aberration at larger pupil diameters [Wilson et al., 2002].

Incorporating diffraction and higher-order aberrations in Figure 2.7(a) would have yielded
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greater retinal-image blur than shown for distances at or very close to the focal distance:

The trough in the blur distribution would have been deeper. The model estimates absolute

distance from image regions with a wide range of relative distances, not just distances near

the focal plane. Therefore, if the image contains a sufficient range of relative distances,

the estimates are unaffected by the simplifying assumptions about the eye’s optics. Addi-

tionally, monochromatic aberrations have been shown to cause different blur for defocused

objects in front and behind the retina [Wilson et al., 2002]. This phenomenon could make

it easier to determine whether a given observation of blur comes from an object closer or

farther than the focal plane. The impact on our model would be asymmetric weighting of

the distribution for relative distances less than or greater than one in Figure 2.7(a).

Second, we assumed that the visual system’s capacity to estimate depth from blur is limited

by the optics of retinal-image formation. In fact, changes in blur magnitude smaller than

10% are generally indiscriminable [Mather and Smith, 2002]. If we included this obser-

vation, the marginal distributions in Figure 2.9 would have larger variance than the ones

shown, but the medians (and therefore the distance estimates) would be little affected.

Third, we assumed that the eye’s optics are fixed. In fact, the optical power of the eye

varies continually due to adjustments of the shape of the crystalline lens, a process called

accommodation. Accommodation is effected by commands sent to the muscles that control

the shape of the lens. Those commands are a cue to distance, albeit a variable and weak

one [Wallach and Norris, 1963; Fisher and Ciuffreda, 1988; Mon-Williams and Tresilian,

2000]. In viewing real scenes, accommodation turns blur into a dynamic cue that may allow

the visual system to glean more distance information than we have assumed. However, the

inclusion of accommodation into our modeling would have had little effect because the

stimuli were images presented on a flat screen at a fixed distance, so the changes in the

retinal image as the eye accommodates did not mimic the changes that occur in real scenes.

We intend to pursue the use of dynamic blur and accommodation using volumetric displays
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that yield a reasonable approximation to the relationship in real scenes (e.g., [Akeley et al.,

2004]).

Fourth, our model assumes that the viewer was fixating at the center of each image, which

was rendered sharply. In fact, each observer was instructed to look around the entire image,

resulting in unnatural patterns of blur on the retina. In natural viewing, the object of fixation

is usually in focus. Our study was primary concerned with picture perception, and the

subjects’ task was to make judgments about the camera that produced the images, which

may minimize the impact of the incorrect blur. But if the incorrect blur patterns were

included in the model, the variance and reliability of the distance estimates would increase

and decrease, respectively.

2.6.2 Algorithm Effectiveness

The predictions of the model and the results of the psychophysical experiment confirmed

the effectiveness of the linear blur gradients applied by our algorithm. Specifically, linear

gradients and consistent blur were similarly effective at modulating perceived distance and

size. Currently, the algorithm is most effective for planar scenes, and it is only useful for

adding blur and making sharply focused scenes appear smaller. Further development could

incorporate regional slant estimation to increase its accuracy for scenes with large distance

variations, and include a sharpening algorithm to reduce blur and make small scenes appear

larger.

2.6.3 Impact on Computer Graphics

The model we developed explains a number of phenomena in which blur does or does

not affect perceived distance and scale. Some of these phenomena occur in photography,

cinematography, and graphics, so the model has several useful applications.
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Application: Natural Depth of Field

One of the main points of our analysis is that there is an appropriate relationship between

the depth structure of a scene, the focal distance of the imaging device, and the observed

blur in the image. From this relationship, we can determine what the depth of field would

be in an image that looks natural to the human eye. Consider Eq. 2.2. By taking advantage

of the small-angle approximation, we can express blur in angular units:

b1 = 2 tan−1(
c1

2s0

) ≈ c1

s0

(2.5)

where b1 is in radians. Substituting into the Eq. 2.2, we have:

b1 = |A
z0

(1− 1

d
)| (2.6)

which means that the diameter of the blur circle in angular units depends on the depth struc-

ture of the scene and the camera aperture and not on the camera’s focal length [Kingslake,

1992].

Suppose that we want to recreate the pattern of blur in the photograph that a human viewer

would experience if they were looking at the original scene. We photograph the scene with

a conventional camera and then have the viewer look at the photograph from its center

of projection. The depth structure of the photographed scene is represented by z0 and d,

different d’s for different parts of the scene. We can recreate in the photograph the blur

pattern the viewer would experience when viewing the real scene. We can do this by

adjusting the camera’s aperture to the appropriate value. From Eq. 2.6, we simply need to

set the camera’s aperture to the same diameter as the viewer’s pupil. If a viewer looks at the

resulting photograph from the center of projection, the pattern of blur on the retina would

be identical to the pattern created by viewing the scene itself. Additionally, the perspective

information would be correct and consistent with the pattern of blur. This creates what
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we call “natural depth of field.” For typical indoor and outdoor scenes, the average pupil

diameter of the human eye is 4.6mm (standard deviation is 1mm). Thus to create natural

depth of field, one should set the camera aperture to 4.6mm, and the viewer should look at

the resulting photograph with the eye at the photograph’s center of projection. We speculate

that the contents of photographs with natural depth of field will have the correct apparent

scale.

Application: Simulating Extreme Scale

We described how to manipulate blur to make small scenes look large and large scenes

look small. These effects can be achieved by altering the blur pattern in post-processing,

but they can also be achieved by using cameras with small or large apertures. Specifically,

if the focal distance in the actual scene is z0, and we want to make it look like ẑ0 where ẑ0 =

mz0, Eq. 2.2 implies that the camera’s aperture should be set to A/m. In many cases, doing

this is not practical because the required aperture is too restrictive. If the aperture must be

quite small, the amount of light incident on the image plane per unit time is reduced, and

this decreases the signal-to-noise ratio. If the aperture must be very large, it might not be

feasible with a physically realizable camera. Consequently, it is very attractive to be able

to adjust the blur pattern in post-processing in order to produce the desired apparent scale.

The demonstrations we showed here made large scenes look small. Figure 2.8(a) shows

an image that was recorded with a focal length of ∼800m and a pinhole (A ≈ 0) aperture.

We made the image look small in panels (b) and (c) by simulating in post-processing focal

lengths of 0.19 and 0.06m. We could have created the same images by recording the images

with cameras whose aperture diameters were 24.5 and 60m, respectively, but this is clearly

not feasible with a conventional camera. It is much more attractive to achieve the same

effects in post-processing, and our algorithm shows how to do this.

Our analysis also applies to the problem of making small scenes look large. If we have an
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image recorded with a particular aperture size, we want to reduce the blur in the image in

the fashion implied by Figure 2.8. Our algorithm could potentially be used to determine

the desired blur kernel diameter for each region of the image. However, implementation of

this algorithm would require some form of deconvolution, which is prone to error [Levin

et al., 2007].

Application: Using Other Depth Cues to Affect Perceived Scale

Besides blur, several other cues are known to affect perceived distance and scale. It is

likely that using them in conjunction with blur manipulation would strengthen the effect on

perceived distance and scale.

Atmospheric attenuation causes reductions in image saturation and contrast across long

distances [Fry et al., 1949], and serves as the motivation for the commonly used render-

ing method known as depth cueing. Not surprisingly, more saturated objects tend to be

perceived as nearer than less saturated objects [Egusa, 1983]. In fake miniatures, the satu-

ration of the entire image is often increased to strengthen the impression that the scene is

close to the camera and small [Flickr, 2009]. Conversely, a reduction in saturation helps

create the impression that the scene is far away and therefore large. It is also not surprising

given the atmospheric effects, that high-contrast textures are perceived as nearer than low-

contrast textures [Ichihara et al., 2007; Rohaly and Wilson, 1999]. We suspect, therefore,

that adjusting image contrast would also be useful in creating the desired apparent size.

In principle, the acceleration of an object due to gravity is a cue to its absolute distance

and size [Saxberg, 1987; Watson et al., 1992]. When an object rises and falls, the vertical

acceleration in the world is constant. Thus, distant objects undergoing gravity-fed motion

have slower angular acceleration across the retina than close objects. Human viewers are

quite sensitive to this, but they use a heuristic in which objects generating greater retinal

speed (as opposed to acceleration) are judged as nearer than objects generating slower reti-
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nal speeds [Hecht et al., 1996]. This effect has been used in cinematography for decades:

practitioners display video at slower speed than the recorded speed to create the impression

of large size [Bell, 1924; Fielding, 1985].

The accommodative state of the viewer’s eye can affect perceived distance [Wallach and

Norris, 1963; Fisher and Ciuffreda, 1988; Mon-Williams and Tresilian, 2000]. Thus, if an

image is meant to depict a small scene very close to the eye, the impression of small size

might be more convincing if the image is actually viewed from up close. Accommodation

is, however, a weak cue to depth, so effects of actual viewing distance may be inconsistent.

Application: Blur and Stereo Displays

Stereo image and video production has recently gained a great deal of attention. Sev-

eral studios are producing films for stereo viewing and many movie houses have installed

the infrastructure for presenting these 3D movies [Schiffman, 2008]. Additionally, many

current-generation televisions are capable of stereo display [Chinnock, 2009]. It is there-

fore timely to consider blur rendering in stereo content.

Disparity, the cue being manipulated in stereo images, has the same fundamental geometry

as blur [Schechner and Kiryati, 2000]. Disparity is created by the differing vantage points

of two cameras or eyes, while blur is created by the differing vantage points of different po-

sitions in one camera’s or eye’s aperture. Consider two pinhole cameras with focal lengths

f . The distance from the camera apertures to the film planes is s0, and the distance between

apertures is I . The cameras are converged on an object at distance z0 while another object

is presented at z1. The images of the object at z0 fall in the centers of the two film planes

and therefore have zero disparity. The images of the object at z1 fall at different locations

XL and XR creating a disparity of:

δ = XL −XR = I(
s0

z0

)(1− 1

d
) (2.7)
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where d = z1/z0 and 1/s0 = 1/f – 1/z0. The connection to image blur is clear if we replace

the aperture A in Eq. 2.2 with two pinholes at its edges. Then two images of z1 would be

formed and they would be separated by c1. From Eqs. 2.2 and 2.7, for cameras of focal

lengths f ,

c1 = (A/I)|δ| (2.8)

Thus, the magnitudes of blur and disparity caused by a point in a 3D scene should be pro-

portional to one another. In human vision, the pupil diameter is roughly 1/12 the distance

between the eyes [Spring and Stiles, 1948], so the diameters of blur circles are generally

1/12 the magnitudes of disparities. Because the geometries underlying disparity and blur

are similar, this basic relationship holds for the viewing of all real scenes.

How should the designer of stereo images and video adjust blur and disparity? Because of

the similarity in the underlying geometries, the designer should make the disparity and blur

patterns compatible. To produce the impression of a particular size, the designer can use

the rule of thumb in Eq. 2.8 to make the patterns of blur and disparity both consistent with

that size. To do otherwise is to create conflicting information that may adversely affect

the intended impression. Two well-known phenomena in stereo images and video—the

cardboard cut-out effect [Yamanoue et al., 2000; Meesters et al., 2004; Masaoka et al.,

2006] and puppet-theater effect [Yamanoue, 1997; Meesters et al., 2004]–may be caused

by blur-disparity mismatches.

The blur-rendering strategy should depend, however, on how people are likely to view

the stereo image. Consider two cases. 1) The viewer looks at an object at one simulated

distance and maintains fixation there. 2) The viewer looks around the image, changing

fixation from one simulated distance to another.

In the first case, the designer would render the fixated object sharply and objects nearer and

farther with the blur specified by Eq. 2.8. By doing so, the blur and disparity at the viewer’s
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eyes are matched, yielding the desired impression of 3D structure. The blur rendering can

guide the viewer’s eye to the intended object [Kosara et al., 2001; DiPaola et al., 2010].

This would be common for entertainment-based content.

In the second case, the rule of thumb in Eq. 2.8 should probably not be applied. In real

scenes, the viewer who looks at a nearer or farther object converges or diverges the eyes to

perceive a single image and accommodates (i.e., adjusts the eye’s focal power) to sharpen

the retinal image. If the rule of thumb were applied in creating a stereo image, objects at

simulated distances nearer or farther than the sharply rendered distance would be blurred.

The viewer who looks nearer or farther would again converge or diverge the eyes, but the

newly fixated object would be blurred on the retina no matter how the viewer accommo-

dated, and this would yield a noticeable and annoying conflict. On the other hand, if the

image was rendered sharply everywhere, the viewer would experience a sharp retinal im-

age with each new fixation, and this would probably be a more desirable outcome. As we

discuss in Chapter 3, this notion could be important in applications like medical imaging,

where the viewer may need to look at features throughout the scene.

Thus, blur rendering in stereo images should probably be done according to the rule of

thumb in Eq. 2.8 when the designer intends the viewer to look at one simulated distance,

but should not be done that way when the viewer is likely to look at a variety of distances.

2.7 Future Work Investigating Blur as a Distance Cue

We described how the normal relationship between blur and accommodation is disrupted

in pictures. Learning more about the consequences of this disruption will be valuable to the

development of advanced displays in which the normal relationship can be approximated.

It will also be crucial to learn how cues like disparity affect the visual system’s use of blur

as a depth cue.
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CHAPTER 3

STEREOSCOPIC DISPLAYS IN MEDICAL

IMAGING: A REVIEW

Because stereo displays can convey more accurate depth information than non-stereo dis-

plays, they can potentially benefit medicine in areas ranging from diagnostics to training.

In particular, stereoscopic imaging could a) make complicated shapes and structures easier

to identify, b) aid the user in assessing large data sets, and c) through its integration in vir-

tual reality modules, decrease the cost of training and health care in general. However, the

technology has drawbacks, including cost, equipment complexity, and the current necessity

for eyewear. Stereo displays therefore need to demonstrate a clear advantage over existing

techniques if they are to be widely adopted. In this chapter, we will discuss the advantages

and disadvantages of existing medical applications of stereo displays. Tips and guidelines

on the optimal use of stereo displays are then provided. We provide a concise guide for

medical practitioners who want to assess the potential benefits of stereo displays before

adopting them.

3.1 Depth and Displays

To differentiate between stereoscopic and conventional displays, we begin with a discussion

of the visual depth cues afforded by each technology.
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3.1.1 Monocular Depth Cues

Any conventional display can present monocular depth cues. These are cues to depth that

are useful to the visual system, even if they are acquired by only one eye. The depth cues

most relevant to our discussion are perspective projection, occlusion, familiar size, shading,

and the motion-based cues known as structure from motion and motion parallax.

Perspective projection, or how a 3D scene is projected onto a 2D image plane, offers several

depth cues. Objects that are farther away from the imaging device are projected to smaller

sizes than objects that are close. Parallel lines that recede into the scene (such as the lines

on a road) usually project to converging lines in an image. Portions of the parallel lines

that are spaced farther apart on the image are closer to the observer than portions that are

spaced closer together. Perspective projection also produces texture gradients. Texture

patches, like those that make up wallpaper, will project to have larger and more widely-

spaced elements on the image when they are closer to the imaging device. The orientation

of texture elements can also reveal 3D shape [Palmer, 1999].

Occlusion refers to objects blocking the view to each other. It is useful for ordering objects

in depth, but it is generally less useful as a metric depth cue.

Familiar size refers to the estimation of scale and relative depth based on familiarity with

the imaged objects in real life. For instance, seeing a human being in an image gives the

viewer a reference point for the sizes and depths of other scene elements [Palmer, 1999].

The shading of a scene can be useful for recovering 3D shape information. Technically,

shading can only be useful if one knows the position of the light source. However, it has

been shown that the human visual system assumes most scenes are lit from above. This

assumption allows one to constrain the problem and use shading to recover the 3D shapes

of objects, even if the light source is not visible [Sun and Perona, 1998; O’Shea et al.,

2008].
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“Structure from motion” refers to the recovery of 3D shape information from the view of a

rotating object. As the object rotates, the visual system is able to integrate information from

the multiple viewpoints to assemble an impression of 3D shape. Motion parallax occurs

when the viewer or imaging device is translated relative to a scene. The relative movement

of the objects in the scene across the imaging plane provides information on their relative

distances. Close objects will move more across the image than far objects. A familiar

example is the view out a car window: bushes appear to rush by, but distant mountains

seem stationary. The key distinction between structure from motion and motion parallax is

whether the object or the viewer is the one moving.

3.1.2 Stereoscopic Depth

Stereoscopic depth arises from the different images acquired by each eye. It is similar

in concept to motion parallax, but instead of relying on a continually translating view of

the image, the viewer is provided with two stationary, offset views. The source of depth

information is the pattern of disparities between the two eyes’ images. The disparity for

a given object is defined as the difference in the projected positions of that object in the

two retinas. The human visual system is very sensitive to these disparities. Typical adult

stereoacuity is around 15arcsec [Simons, 1981], which is equivalent to fixating on an object

1.0m away and distinguishing it in depth from an object only 1.2mm farther away. For

objects close to fixation, disparity provides the most accurate depth information of any

visual cue. Stereoscopic displays take advantage of this cue by presenting one unique

image to each eye. If done correctly, the disparities provide the viewer with a much more

accurate sense of depth and 3D shape than monocular cues alone. Stereo movies take

advantage of the heightened impression of depth to produce more compelling visuals and

to draw the viewer into the story. Meanwhile, stereo displays have also found use in a

variety of scientific fields, including earthquake-epicenter visualization [Wells, 2002].
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3.2 Medical Applications of Stereoscopic Displays

Here we discuss several areas of medicine in which stereo displays have been implemented

and outline their benefits and drawbacks.

3.2.1 Diagnostics

The key benefits afforded by stereo displays to radiology are the abilities to a) perceptu-

ally separate features and tissue layers in an image and b) immediately recognize shapes

without having to acquire extra images or rotate a 3D model. Both of these benefits would

appear to be crucial for certain diagnostics, but new techniques must be proven to pro-

vide a significant improvement before practitioners will adopt them. With that in mind,

we concentrate on the diagnostic applications of ophthalmic imaging, mammography, and

vascular imaging.

Ophthalmic Imaging

Ophthalmic imaging deals with structures with multiple, thin tissue layers. It can be diag-

nostically relevant to differentiate between these layers, which may be difficult or impossi-

ble from only monocular cues. Two recent studies investigated the benefits of stereo imag-

ing for the diagnosis of glaucoma [Abramoff et al., 2007; Bergua et al., 2009]. Abramoff et

al. found that stereo images facilitated image segmentation and glaucoma diagnosis, while

Bergua et al. noted that stereo photography provided improvements in the visualization

of the neuroretinal rim shape, slope of the inner wall of the optic nerve, and cup depth.

Another study applied stereo imaging to the diagnosis of diabetic retinopathy [Ahmed

et al., 2006]. For that pathology, retinal thickening, elevated neovascularization and retinal

detachment–all phenomena with subtle shape characteristics–are critical to the diagnosis.

The addition of disparity information in stereo imagery improved the detectability of those
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Fig. 3.1: Stereogram of a field of dots with floating patches. To view the stereogram, hold the page
at arm’s length and either a) cross your eyes so the left eye is directed at the middle image and
the right eye is directed at the left image, or b) point the left eye at the middle image and the right
eye at the right image. Without fusing the images, it is impossible to tell which of the patches is
closer. However, once the images are fused, their depth ordering becomes apparent, as well as the
3D positions of the random dots.

processes, and the researchers noted improvements in specificity and sensitivity compared

to non-stereo imaging.

Mammography

Traditional monocular depth cues are of little to no use in mammography. Mammograms

produce projections of all the tissue between the x-ray source and the collector, which pre-

cludes occlusion as a depth cue. Additionally, features in different layers can mask each

other and become difficult or impossible to differentiate [Getty et al., 2008]. Familiar size

is not present, nor any perspective-projection information. These problems are critical, as

the specific 3D layout of microcalcifications are relevant to potential malignancy [Chan

et al., 2005]. One solution is to acquire posterior-anterior and lateral projections to get

orthogonal views of the tissue. However, it has been shown that it is more cost-effective

and efficient to acquire a stereo pair of posterior-anterior images, as they allow the 3D

shape of the tissue to become apparent, even if the two images are simply viewed side-

by-side on a conventional display [Kelsey et al., 1982]. However, viewing the two images

simultaneously on a stereo display provides the greatest benefit. This notion is apparent in
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Figure 3.1. Each of the panels is an image of the same scene, composed of randomly placed

dots and two rectangular patches placed at different depths. Viewed individually, one can-

not recover which of the patches is closer, due to the lack of useful monocular depth cues.

One could compare the positions of the patches within each image to determine their rela-

tive placement. However, if two of the images are fused as a stereo pair (see caption), the

relative-depth information becomes immediately apparent. Microcalcification detection in

stereo mammography is analagous to this example, and three recent studies have found sig-

nificant benefit from the technology. In a large breast-cancer study involving roughly 1500

cases, Getty and colleagues [2008] found that stereoscopic imaging provided significant

increases in true positives and decreases in false negatives. Anecdotally, the radiologists

involved in that study also felt that the stereo images could be read more quickly than non-

stereo images. In another study, receiver-operating-characteristic curves were created for

radiologists observing mammograms with and without stereo displays [Chan et al., 2005].

Stereo was found to improve sensitivity for estimating the likelihood of malignancy and

detecting microcalcifications and other masses. Finally, Tanaka et al. [2007] showed that

stereo imaging helped observers separate nodes in lymphoscintigraphy that were originally

considered to be one mass, based on non-stereo images. Thus, stereoscopic imaging clearly

benefits mammography by providing useful depth information where monocular cues are

weak and nearly useless.

Vascular Imaging

Vascular imaging involves complicated, branching structures whose interconnections can

be difficult to distinguish using conventional imaging techniques. For instance, if two

branching structures superimpose in the image, it can be impossible to differentiate their

connections. Stereo was applied to the problem in a study motivated by stereotactic surgery

and renal-blood-vessel imaging [Sollenberger and Milgram, 1993]. A network of line seg-
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ments was displayed to subjects, who performed path-tracing and line-segment-connectivity

tasks. The display either showed a static, non-stereo image, a rotating image of the line

network, or a stereo image. The rotating images, which provided structure from motion,

and stereo images were the most useful for accomplishing the task, followed by the static,

non-stereo image. Stereo is also useful with real medical data, as it has been shown to

help radiologists isolate vessels at different depths [Serra et al., 1997] and diagnose the 3D

vascular encasement of tumors [Sekiguchi et al., 1996]. New advances in photoacoustic

imaging can produce 3D scans of larger tissue volumes, including the breast, at higher res-

olution than ultrasound or optical imaging without ionizing radiation [Xu and Wang, 2006].

Thus, the technology lends itself well to stereoscopic viewing. Finally, stereo appears to

provide easy depth perception and a slight improvement in catheterization safety during

angiography [Moll et al., 1998]. However, the radiologists involved in that study only gave

the technology a lukewarm reception. The authors of the study suggest that the radiolo-

gists’ familiarity with existing techniques may have biased them against the technology.

While previous visualization methods for angiography are inherently more difficult to use,

the radiologists in the study had become accustomed to the technology and knew how to

work with it precisely and effectively. Introducing stereo imaging likely made it necessary

for them to re-familiarize themselves with the equipment, which seemed inefficient. More

studies will therefore be necessary to establish to whether the benefits of stereo imaging

to angiography can overcome familiarity with existing technology. This outcome seems

likely, as the ability of stereo to separate vessels in depth offers a significant advantage

over current techniques.

3.2.2 Medical Training

Stereo displays can aid medical training in anatomy and surgery by providing better spatial

understanding of anatomical features. This is because the spatial abilities of students have
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been correlated with their performance as surgeons [Luursema et al., 2006]. Put differently,

students who can easily recognize and visualize 3D structure are more likely to perform

well in surgery. Therefore, adding more shape information through stereo cues may facili-

tate students’ learning of anatomy and improve their likelihood of success as practitioners.

Meanwhile, the lack of familiar-size and perspective cues in surgeries without direct views

of the tissue (e.g., laparoscopy) can make the procedures difficult for novices. As we dis-

cuss below, adding stereo images can ameliorate this problem and significantly improve the

performance of novice surgeons on basic tasks.

Over the past decade, several researchers have studied the use of 3D anatomical models as

pedagogical agents. Two early studies investigated the learning of wrist-bone anatomy. The

authors concluded that canonical views are most important for learning anatomy, with little

to no benefit afforded by multiple views (i.e., rotations) of a 3D model [Garg et al., 2001,

2002]. However, those studies did not provide continuous control of model rotation, which

possibly disrupted structure from motion, and the carpals lie mostly in a 2D arrangement,

which limits the added benefit of 3D visualization [Luursema et al., 2006]. Indeed, a later

study found that students who are given control of the view of 3D ear models demonstrated

better understanding of anatomical relationships than those presented only with static im-

ages [Nicholson et al., 2006]. This disparity is likely due to the added sense of shape

provided by structure from motion. Another pair of studies examined whether stereo pre-

sentation and user interaction aided anatomical understanding. They found no clear benefit

of stereo in an identification task. However, stereo improved performance on a task that

required accurate perception of the relative positions of organs within an image. The results

are logical because identification of different organs is likely possible from monocular cues

like color and gross shape, while more subtle aspects like differences in depth and relative

position would be easier to glean from stereo information.

In surgery, many errors are due to “misinterpretation of local anatomy compounded with
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inadequate procedural knowledge” [Tendick et al., 1998]. Therefore, if students are pro-

vided with pedagogical agents that help them understand the anatomy and practice the

procedure, fewer errors and generally better performance should ensue. Indeed, Tuggy

and colleagues [1998] found that the use of a (non-stereo) virtual-reality sigmoidoscopy

trainer resulted in faster insertion times, greater percentage of the colon visualized, and

a general improvement in exam quality. Meanwhile, Ilgner et al. [2007] studied the use

of stereo displays while teaching microscopic surgery. Microscopic surgery is difficult to

teach in the operating room because only one surgeon can view the stereo microscope at a

time. To address this issue, Ilgner et al. attached a stereo camera to the microscope. The

junior surgeon performed the procedure, while the instructor and other medical students

simultaneously viewed the surgical site on a stereo display. Instruction was facilitated, as

the senior surgeon could easily direct the junior surgeon’s actions with the shared view.

The stereo display also proved helpful for the junior surgeons to orient themselves in the

unfamiliar setting of the patient’s anatomy.

Other studies have looked at the use of stereo displays for teaching laparoscopic [Taffinder

et al., 1999; Patel et al., 2007] and pelvic procedures [Tevaearai et al., 2000]. Both laparo-

scopic studies found that stereo improved the ability of novices to perform basic laparo-

scopic tasks, with fewer errors and improved accuracy. Tevaearai and colleagues tested

non-surgeons, non-celioscopic surgeons, and celioscopic surgeons with basic tasks on a

pelvic trainer with and without stereo imaging. Stereo improved performance for each

group. Most interestingly, stereo brought the performance of non-celioscopic surgeons up

to the level of celioscopic surgeons using non-stereo imaging. This result supports the

notion that the additional shape and depth information provided by stereo imaging may

partially compensate for lack of familiarity with specific anatomy, or at least accelerate

training.

Prystowsky et al. [1999] investigated whether a stereoscopic VR trainer helped students
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learn intravenous (IV) catheter placement. The students demonstrated decreased insertion

times and improved insertion quality over the course of the VR training, but their improve-

ment did not translate to physical reality. The finding emphasizes that a full evaluation

of stereo displays must include the benefits to practical knowledge and skills. Prystowsky

and colleagues noted that the absence of translational improvement was likely due to the

limited time allowed with the trainer and lack of feedback during training. The latter item

will likely prove to be a crucial element in any successful VR training module, regard-

less of whether or not stereo imaging is included. Effective teaching involves a dialogue

between educator and student, and that relationship should be supported, rather than re-

placed, by VR training. For instance, Johnson et al. [1998] have proposed a general VR

system with built-in pedagogical agents with the intent to provide interactive training that

monitors students, gives feedback, and answers questions.

Stereo imaging and virtual reality hold promise for improving medical training, but their

usefulness may vary across students. Luursema et al [2006] investigated how stereo and in-

teractive models benefited subjects with varying spatial abilities. Interestingly, they found

that students with lower spatial abilities benefited more than students with high spatial

abilities, which has important implications for teaching medical students. As stated earlier,

spatial ability has been correlated with surgical skills. If stereo displays are implemented

more widely (and are also available in the operating room), then the performance of profes-

sionals with low spatial abilities may improve more than for professionals with high spatial

abilities. While this claim requires further work before it can be validated, stereo imaging

and VR systems have the potential to offer more intuitive, accessible methods for teach-

ing anatomy and surgery. Additionally, while the usefulness of cadavers and animals may

never be fully matched, VR systems can provide an easily reusable, more cost-effective and

humane alternative [Luursema et al., 2006; Pieper et al., 1991].
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3.2.3 Surgical Planning

We have addressed the use of stereoscopic imaging for diagnostics, teaching, and the actual

execution of surgical techniques, which are all integral to the planning phase of a medical

procedure. To date, there is not much work on the benefits of stereo presentation specific

to surgical planning. So in this section, we concentrate on 3D modeling and virtual reality,

rather than stereoscopic imaging. Generally, the use of stereo visualization can be assumed

to enhance the benefits of 3D modeling outlined below.

Regardless of a surgeon’s expertise, proper preparation for each procedure is critical to

success. Part of that preparation involves knowing the patient’s specific anatomy and any

complicating factors (e.g., presence of eloquent structures near a glioma). Medical images

serve this purpose. Modern medical imaging data, such as computed tomography (CT) and

magnetic resonance imaging (MRI), usually come in the form of a series of 2D slices. In-

terpreting such slices can be difficult, as one must mentally combine them to get a sense of

the 3D anatomy. However, 3D models can be automatically generated from 2D-slice data,

which offloads the 3D integration process from the viewer’s brain to the computer. One

can then focus on the pathology or surgical procedure at hand. For instance, one study on

the planning of lung cancer resection found that 3D models decreased resection planning

time by 30%, increased the accuracy of predicted resectability by 20%, and decreased the

subjectively defined workload by 50%, compared to using 2D slices [Hu, 2005]. Other

researchers have investigated the benefits of 3D data for surgeries on the liver [Fishman

et al., 1996; Wigmore et al., 2001], heart [Hemminger et al., 2005], gastric cancer [Lee

et al., 2003], mandible [Xia et al., 2000], and brain [Kikinis et al., 1996]. Gering et al.

[2001] demonstrated how 3D models can help one route tumor resections to avoid eloquent

structures in the brain. Meanwhile, Kikinis et al. [1996] presented neurological case stud-

ies, including venous malformations and intra- and extra-axial tumors, that used 3D mod-

eling. The surveyed neurosurgeons reported that the 3D models contributed substantially

69



to planning several aspects of the procedures, including optimal craniotomy and cortisec-

tomy sites, proximity of the targets to critical tracts and nuclei, the structural relationships

between vascular structures, and the position of cranial nerves. The transition from 2D

slice data to 3D models made anatomical evaluations much easier in each of these studies.

Adding stereoscopic visualization would go another step further and make the process even

more intuitive.

Along with the benefits of 3D models for procedure planning, virtual reality allows one

to practice a surgery ahead of time, which can make the actual procedure feel much more

familiar [Rosahl et al., 2006] and permit one to practice responses to rare complications

[Burt, 1995]. Also, stereo visualization can make virtual reality more immersive. If the

simulations can be made to appear more real-to-life, then it will be easier to translate the

skills they teach to the operating room.

3.2.4 Laparoscopy

Laparoscopy is a surgical technique in which thin instruments are inserted into a patient’s

body to remotely image the surgical site and perform the procedure. Commonly labelled

“minimally invasive surgery,” laparoscopy produces fewer complications and faster recov-

ery times than traditional surgery [Tendick et al., 2000]. However, the indirect viewing can

make it difficult to accurately manipulate the instruments [Taffinder et al., 1999]. The lack

of familiar-size and perspective cues, particularly for novices, sometimes drives the sur-

geon to touch parts of the anatomy with the surgical instruments to gain points of reference,

which is very inefficient (Figure 3.2). And for cholecystectomy, one cause of bile-duct in-

jury can be misinterpretation of the anatomy [Tendick et al., 1998]. Additional depth infor-

mation, namely through stereoscopic imaging, should improve the quality of laparoscopic

procedures, at least for novice surgeons not yet well acquainted with the tools. Indeed, one

study specifically credited stereo viewing for ameliorating the handicap of remote viewing
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Fig. 7. Tracking a surgical instrument in left camera

Fig. 9. In vivo animal experiment. Left: Device affixed to inside of abdominal wall as seen from a standard laparoscope. Center and Right: Images from

left camera of stereo imaging device during running the bowel surgical task.

the devices. Figure 9 shows some images from one camera

of the device, which was able to pan and tilt easily to

accomodate the surgeon’s need for new views of the surgical

site. The surgical task shown is running the bowel. During

this procedure, the surgeon used a flexible ruler to measure

the length of bowel. As the surgeon moves the flexible ruler

along the bowel, the cameras can pan and tilt to keep the

ruler in the field of view.

While we cannot recreate the 3D imaging effect in a paper,

we can report that it is quite powerful in providing a rich

depth image that helps immensely in performing difficult

surgical tasks such as suturing. One of the most difficult

aspects of learning MIS is dealing with the lack of 3D depth

perception. Our device provides full depth perception in a

compact and simple system.

Figure 10 shows the timings of each procedure for both a

standard laparoscope and our new device (only one nephrec-

tomy was performed). The experiments suggest that this 3D

imaging system significantly improves the visualization. In

delicate suturing, the recovery of depth perception greatly

helps the surgeon in speed and precision. The pan/tilt axes

on the device can provide a large viewing volume without

the restrictions caused by the fulcrum point of a standard

laparoscope. It also suggests that the device may be easier to

use than a normal laparoscope as there is no special training

needed for the operator of the imaging device.

IV. CONCLUSIONS AND FUTURE WORK

This paper describes a 3D imaging system for laparoscopic

surgery. The intent is to create totally insertable surgical

imaging systems which do not require a dedicated surgical

port, and allow more flexibility and DOF’s for viewing. We

have used the device for 3D tracking of surgical tools and in

live animal experiments we have performed laparoscopic ap-

pendectomy, running the bowel, suturing, and nephrectomy.

Issues that still need to be addressed include sealing and

sterilization of the unit and mounting the device on the

abdominal wall. Our camera module is a sealed unit, so

it may be possible to sterilize it chemically. The device is

currently mounted by suturing the device to the inside of the

abdominal wall. We tested this using a standard laparoscope

to assist in the mounting. In the future, we hope to be able to

develop a spring mounted system that will allow the device

to be sutured without using a standard laparoscope. Magnetic

attachment is also a possibility [20].

We believe these insertable platforms will be an integral

part of future surgical systems. The platforms can be used

with tooling as well as imaging systems, allowing some

surgical procedures to be done using such a platform. The

system can be extended to a multi-functional surgical robot

with detachable end-effectors (grasper, cutting, dissection

and scissor). Because the systems are insertable, a single

surgical port can be used to introduce multiple imaging and

tooling platforms into a patient.

One of our design goals is to simplify the control of
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Fig. 3.2: Endoscopic images during bowel surgery on an animal model. Note the lack of familiar
sizes, especially for novices unfamiliar with this view of the patient’s anatomy. The lack of monocu-
lar visual cues makes it difficult to estimate distances between objects, especially in depth. Original
figure by Hu, et al. [2009]

during laparoscopy [Taffinder et al., 1999].

The conclusions concerning the usefulness of stereo viewing have been mixed. Hofmeister

et a. [2001] reported that only 50% of studies found an improvement in laparoscopic-task

performance due to stereoscopic viewing. The metrics for those task-based studies included

error rate and time to completion. Additionally, even in the cases in which stereo viewing

provided an improvement, only 1/3 of those interviewed reported that they preferred it

over non-stereo viewing [van Bergen et al., 1998]. Here we explore the specific benefits

provided by stereo viewing, and the potential causes for the wide range of results.

Differences in surgical expertise appears to produce the varied outcomes. Laparoscopic ex-

perts have more refined skills, including the ability to glean meaningful depth information

from monocular images, and therefore benefit less from stereo cues. Indeed, three of the

early studies on stereo laparoscopy with negative results used subjects already acquainted

with monocular viewing [Crosthwaite et al., 1995; Hanna et al., 1998; McDougall et al.,

1996]. One study included a non-surgeon technician, but that person had experience teach-

ing endoscopic techniques [Crosthwaite et al., 1995]. Another study separated low and

high-experience surgeons based on whether they had completed fewer or more than 100

laparoscopic techniques [McDougall et al., 1996]. That number seems large and arbitrary,

so any differences in ability between the groups are not evident. Finally, the last study used
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surgeons who had completed a structured course on endoscopy and previously performed at

least 20 laparoscopic cholecystectomies [Hanna et al., 1998]. Thus, the benefits for novice

surgeons with little familiarity with laparoscopy cannot be determined from their results. If

the subjects in these studies had already developed methods for performing non-stereo la-

paroscopy and become well-acquainted with that process, it seems logical that they would

show little or no benefit from a new, unfamiliar viewing modality.

In fact, viewer experience appeared to be critical for the impact of stereo viewing in a

number of laparoscopic studies in which novices demonstrated greater benefit than experts

[Taffinder et al., 1999; Patel et al., 2007; Blavier and Nyssen, 2009]. As stated previously,

it has also been shown that stereo viewing brings the performance of non-celioscopic sur-

geons closer to the level of celioscopic experts [Tevaearai et al., 2000]. Additionally, the

usefulness of stereo appears to depend on the difficulty of the task. Mueller-Richter et al.

[2003] used subjects who were unfamiliar with endoscopic techniques and found that stereo

laparoscopy did not result in improved performance in example laparoscopic tasks. How-

ever, the chosen tasks were relatively simple, including placing grains of corn into a bowl,

placing pins in drilled holes, and moving a ring along a bent metal wire. It is conceivable

that the depth cues available by a monocular display were sufficient to perform the tasks,

so there was no additional benefit from stereo viewing. Jourdan et al. [2004] found that

stereo viewing was most beneficial for more difficult tasks, like tying a knot and threading

a needle. Meanwhile, the simple tasks they tested, including passing a rope between two

graspers, cutting a ribbon at designated spots, and capping a needle, were not difficult and

showed comparatively little advantage from stereo viewing. Other researchers have found

similar results [Pietrabissa et al., 1994].

Thus, while it may seem that the benefits of stereoscopic laparoscopy are in doubt, a close

look at previous studies reveals that significant improvements can be found with novice sur-

geons and complex tasks. Surgeons already well acquainted with non-stereo laparoscopy
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are less likely to benefit from stereo viewing.

3.2.5 Telesurgery

In laparoscopic surgery, the surgeon is removed from direct viewing of the surgical site.

Telesurgery uses robotics and cameras to increase this separation, so a surgeon can per-

form operations from any location with a high-speed data connection. The implications are

great for medicine in developing nations and the military; experts could perform surgery

without traveling long distances or stepping into the battlefield. Patients could theoretically

be treated sooner and have greater odds of survival. Compared to laparoscopy, telesurgery

also aims to restore the degrees of freedom and force and tactile feedback typically lost by

the instruments used in minimally invasive surgery. Previously, the benefits of stereoscopic

imaging in telesurgery were limited by image quality and the ability to accurately produce

stereoscopic images [Blavier et al., 2006]. However, the da Vinci Robot System has shown

progress in this regard [Blavier et al., 2006; Byrn et al., 2007]. In the study by Byrn et

al., subjects with varying levels of surgical experience used the da Vinci system to per-

form motor tasks that simulated basic laparoscopic surgical skills with and without stereo

visualization. Subjects consistently completed tasks faster and with less error under the

stereo conditions. Times to completion were reduced by 34-46% and errors were reduced

by 44-66% [Byrn et al., 2007]. The inclusion of stereo visualization seems to reduce the

apparent separation between the surgeon and the patient during telesurgery, and will likely

be a critical feature in future systems.

3.2.6 Augmented-reality Surgery

In augmented reality (AR), one’s view of the world is supplemented with additional in-

formation, typically via a head-mounted display (HMD). In medical settings like neuro-
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surgery, needle biopsies, and orthopedic surgery [Maurer et al., 2001], the technology can

be used to superimpose previously acquired data over a patient’s anatomy, essentially giv-

ing the surgeon “x-ray vision” [Nikou et al., 2000]. Another key advantage is the evaluation

of imaging data in the context of the actual patient, from any point of view [Wendt et al.,

2003]. The hope is that the additional information will lead to more accurate, less inva-

sive procedures. For minimally invasive procedures, the surgeon could keep his or her

eyes trained only on the patient, without needing to focus on a separate display to monitor

instruments.

Several issues must be addressed to make AR useful without being cumbersome. The vir-

tual objects must appear stationary in the real world, which demands accurate head tracking

and high refresh rates. The deformation of soft anatomy, such as the brain, must be accu-

rately monitored during surgery to correctly transform previously acquired imaging data

[Edwards et al., 2001]. The virtual anatomy must also convincingly appear to be posi-

tioned within the patient. Stereoscopic visualization has been shown to help achieve this

goal. Wendt et al. used a head phantom to test an AR system that used an HMD with stereo-

scopic overlays of MRI data. That study found that stereo cues and surface from motion

allow subjects to accurately visualize targets within the phantom. Rosenthal et al. [2002]

used a head-mounted display (HMD) to overlay a stereoscopic view of an ultrasound im-

age onto the patient’s body to facilitate placement of a biopsy needle. They used a breast

phantom and found that the system produced smaller mean deviations between the needle

placement and the desired target, compared to the standard process of using an ultrasound

probe to find the target and attempting to insert the needle in the image plane. Wacker et

al. [2006] verified that stereo-based AR systems using MR-imaging data allowed for accu-

rate biopsy retrieval in a porcine model. Stereo AR has also been tested clinically with ear,

nose and throat surgery and neurosurgery. Although some registration errors were encoun-

tered, the system improved the outcome in several cases [Edwards et al., 2001]. Generally,

stereo-based AR systems have significant potential for enabling faster, more accurate med-
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ical procedures.

Unfortunately, even with stereoscopic imaging, it can still be difficult to make the virtual

anatomy appear to be within the patient. The issue is due to the strong monocular cue

of occlusion–anything projected onto the skin will tend to appear to be outside the body

[Maurer et al., 2001]. Several solutions are under investigation. One approach that appears

to work well is to completely occlude a portion of the patient with a simulated “window”

into the body [Bajura et al., 1992; Fuchs et al., 1998]. However, this solution prevents

the surgeon from monitoring features on the skin surface. Maurer et al. found that wire-

frame or dot-based models permit the visualization of both real and simulated anatomy with

correct impressions of depth [Maurer et al., 2001]. Other solutions may involve displaying

the virtual objects with partial transparency [Zhai et al., 1996]. More research will be

required to determine the optimal balance between visualization of the virtual and real

surfaces.

Despite some technical issues to be resolved, augmented reality’s ability to incorporate

scan data and other medical information into a physician’s view of the patient should made

diagnostics more intuitive and facilitate faster, more accurate surgeries.

3.3 Summary of Benefits

Here we summarize the positive aspects of stereo imaging to provide hints about its effec-

tive implementation.

The disparities available in stereo images provide shape and depth information that make it

easier to differentiate similar tissues and identify complex 3D structures. This observation

is particularly important in settings like mammography and laparoscopy, where familiar-

size and perspective cues can be weak or absent. In mammography, the use of x-ray pro-

jection confounds occlusion cues, which makes it impossible to order features in depth.
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Similarly, in vascular imaging, vessels may become superimposed and difficult to differ-

entiate [Sollenberger and Milgram, 1993]. Stereo cues help reduce this issue and make

3D structures more apparent. Since the 3D structure of tissue is relevant to pathology, the

results are higher specificity and sensitivity in diagnostics. In laparoscopy and telesurgery,

the view of the tissue is indirect and unfamiliar. Experienced surgeons can become accus-

tomed to this setting and develop very efficient endoscopic techniques. However, novice

surgeons can have difficulty gathering their bearings and recognizing features. This issue

is partially avoided with stereo visualization, which provides strong spatial cues about the

surgical site. Additionally, it becomes easier to correctly perceive the relative positions

and orientations of the instruments. For simple tasks, the benefits of stereo are not signifi-

cant. However, for tasks like knot-tying, stereo appears to cause a marked improvement in

accuracy and time to completion [Byrn et al., 2007].

Novice surgeons can also benefit from the use of stereo visualization during training. Spa-

tial abilities have been correlated with surgical abilities, and stereo presentation has been

shown to improve subject performance on medically based spatial tasks [Luursema et al.,

2006]. Therefore, it is logical that the use of stereo imaging may help students with lower

spatial abilities better understand human anatomy and in turn perform well as surgeons.

Augmented reality combines live views of the patient with additional information, such as

previously acquired medical images. When stereo visualization is included, the surgeon

can have the illusion of looking into the patient at his or her anatomy. This can make

procedures like incisions and biopsies much more intuitive and precise, since the surgical

site can be known with greater accuracy [Wacker et al., 2006].

Even with non-stereo displays, the usefulness of 3D models has been well-established.

When the models are compared to the 2D scan slices on which they are based, they have

been shown to dramatically decrease the workload on physicians and improve diagnostics.

Fatigue has also been reported while interpreting 2D-slice data [Byrn et al., 2007], which
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may be avoidable with 3D models and stereo imaging, though the latter can also be a source

of visual fatigue (discussed below). Virtual reality shows promise as a way to learn new

procedures, practice for rare complications, and avoid the high cost of cadavers and practice

animals.

3.4 Summary of Drawbacks

Stereoscopic displays have potentially significant drawbacks. Here we divide the issues in

a few basic categories.

3.4.1 Hardware

A basic issue is the necessity for more hardware. In camera-based imaging modalities

like laparoscopy, stereo cameras are required. Binocular imaging demands slightly more

memory and CPU power, as well as special displays. As processing power continues to

improve, the computing requirements will not be a large issue. But a bigger concern is

that most implementations of stereo medical imaging must use either shutter glasses syn-

chronized with the display [Chan et al., 2003; Goodsitt et al., 2000; Novotny et al., 2006;

van Bergen et al., 1998; Vasilyev et al., 2008; Wenzl et al., 1994] or orthogonally polarized

glasses [Crosthwaite et al., 1995; Hu et al., 2009; Jourdan et al., 2004; Mueller-Richter

et al., 2003; Pietrzak et al., 2006; Song and Kang, 2009] to deliver a unique image to each

eye. Autostereoscopic, or “glasses-free,” stereo displays are in development, but they do

not yet offer the same image quality and resolution of glasses-based implementations [Ma-

tusik and Pfister, 2004]. Thus, though bulky eyewear can be a significant detractor for med-

ical professionals [McDougall et al., 1996], they are currently a necessity. The equipment

used to capture stereoscopic images can also complicate matters. Stereo imaging can re-

quire double exposures for applications like angiography [Moll et al., 1998]. The additional
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exposure to ionizing radiation is clearly undesirable. However, for stereo mammography

it has been claimed that the per-image radiation doses can be almost halved without any

impact on the number of visible details [Maidment et al., 2003].

3.4.2 Resistance to New Technology

Resistance to new technologies may be the greatest hurdle for stereo displays in medicine.

As demonstrated in the previous laparoscopic review, expert surgeons benefited the least

from stereo imaging, likely as a result of tricks and techniques they had already developed

to compensate for the impoverished depth perception in monocular viewing. And even in

an angiographic study in which stereo provided measurable benefits, the (experienced) ra-

diologists surveyed gave it only a lukewarm reception. The authors of the study mentioned

familiarity with existing techniques as a likely contributor to these opinions [Moll et al.,

1998]. Therefore, it may be difficult to convince seasoned professionals of the advantages

of stereo imaging. It would be unfortunate for those opinions to override its advantages for

novices, which appear to be clear and consistent.

3.4.3 Viewer Discomfort

Finally, viewer fatigue, usually in the form of eye strain or headache, is a recurring issue

for stereo displays. The studies reviewed above reported varying rates of fatigue in their

subjects, from very rare [McDougall et al., 1996; Ilgner et al., 2006] to relatively common

[van Bergen et al., 1998; Pietrabissa et al., 1994]. General discomfort can come from wear-

ing bulky eye wear. Objects that move quickly in depth, three-dimensional artifacts due to

poor rendering, and unnatural blur can also be visually fatiguing [Lambooij et al., 2009].

Recently, it was shown that a phenomenon known as the vergence-accommodation conflict

is a major source of discomfort and fatigue with stereo displays (Figure 3.3). Vergence
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refers to the directions the eyes are pointed: they must be pointed at the same location in

space for the viewer to perceive a single image rather than double images. Accommodation

refers to where the eyes are focused: they must be focused to the appropriate distance to

create sharp, rather than blurred, retinal images. In natural viewing, vergence and accom-

modation are tightly coupled, so the visual system can maintain single and sharp images

[Martens and Ogle, 1959]. For instance, when one looks far away, the eyes’ lines of sight

are essentially parallel and they are focused at infinity. Meanwhile, when one looks at

something close, the eyes point in to verge on the object and the lenses change focus to

make it appear sharp on the retina. With stereo displays, however, vergence and accom-

modation are usually in conflict. The eyes can converge and diverge through the simulated

3D scene to fixate on various objects, but they must remain focused on the display screen

to keep the images sharp (Figure 3.3(b)). It has been shown that vergence-accommodation

conflict is a primary source of viewer fatigue and discomfort with stereo displays [Hoffman

et al., 2008].

However, the amount of discomfort may be reduced through consideration of the image

content. Consider objects near and far from the display surface. When the eyes verge

on the nearer objects, there will be a smaller conflict between where the eyes are focused

(the plane of the display) and where they would be focused for a real scene (the objects).

Therefore the vergence-accommodation will be smaller. So if it is possible to translate the

objects of greatest interest, whether they be in diagnostic images or in a surgical site, close

to the plane of the display, eye strain and headaches may be reduced.

3.4.4 Stereoscopic Misperceptions

Adjusting the 3D content is directly related to the issue of stereoscopic misperceptions. As

described in Chapter 1, unlike non-stereo images [Vishwanath et al., 2005], the interpre-

tation of shape in stereoscopic images appears to depend significantly on viewer position.
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(a) (b)

(c) (d)

Fig. 3.3: Variations in vergence and accommodation with natural viewing and typical stereoscopic
displays. (a) The eyes’ vergence and accommodative states are coupled in natural viewing. Here,
vergence and accommodation are both set to the far corner of of an open-hinge stimulus. The light
from the edges of the hinge are physically closer to the eyes than the far corner, so they appear out
of focus. (b) On a typical stereo display, vergence and accommodation are uncoupled. Vergence
can vary through the 3D scene (here it is trained on the corner of the hinge), but accommodation
must remain fixed on the surface of the display to keep the image sharp. Note that the entire hinge is
imaged sharply, since all of the light is originating at the the surface of the display. Original figure
by Hoffman, et al. [2008]
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We discussed how there is technically only one “correct” viewing location for a conven-

tional stereoscopic display, where the observer will veridically perceive the 3D contents.

Additionally, the generation and display of stereoscopic content, whether it is based on

computer models or stereo cameras, involve several interconnected variables that must be

carefully set to avoid misperceptions. As a result, the proper capture, display, and viewing

of stereo content requires significantly more effort than conventional images. That effort is

probably only warranted for applications where disparity-based depth perception provides

clear advantages over the already-present monocular cues.

3.5 Avoiding Misperceptions with Stereoscopic Displays

The best way to ensure that a viewer correctly perceives an imaged scene is to deliver the

exact same retinal images as those that would have been produced by the original scene

viewed with the naked eyes. This amounts to placing the viewer’s eyes at the centers

of projection (COP’s) of the images. For non-stereo images, placing the viewer’s eyes

away from the COP’s does not necessarily impact their perception of the image, as long

as they are viewing it binocularly. This does not apply to stereoscopic images. Refer to

Chapter 1 for a detailed discussion of the variables that must be correctly set to ensure

correct stereoscopic viewing. It should be noted that “correct viewing” may not always be

desired, especially with medical and scientific visualization. The ability to modify an image

and emphasize certain aspects can make it much easier to recover information. However,

since the variables listed above interact nonlinearly and in sometimes unintuitive ways, it

is important to understand how they affect the percept before adjusting them. We will limit

our discussion primarily to camera orientation and stereo-image separation, as both are

commonly modified in medical imaging.

Most stereoscopic displays, including those used in medicine and almost any display using
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shutter glasses or polarized glasses, use a single display surface to present the left and right

images. In Chapter 1, we showed that the stereo cameras’ bodies should be parallel if their

images will be displayed on those types of displays. This orientation is sometimes non-

intuitive, and one may tempted to use converging, or “toed-in,” cameras. Several medical

studies have used converging cameras [Chan et al., 2005; Getty et al., 2008; Maurer et al.,

2001]. However, converging cameras produce images that are distorted if they are pro-

jected onto a typical stereo display. The images exhibit a keystone distortion (Figure 1.4)

and the COP’s for both the left and right images lie at the same location, centered relative

to the face of the display. This setup makes it impossible for both eyes to be positioned

at their correct locations, and produces misperceptions for every viewer. Parallel cameras,

however, avoid the keystone distortion and permit placement of the eyes at the images’

COP’s. Some researchers have already begun using this setup [Ahmed et al., 2006]. The

degree of misperceptions due to converging axes is not yet completely clear, so one cannot

definitively claim that their use would negatively affect the outcome of medical procedures.

However, there are no apparent advantages to using them, aside from ease of acquisition for

some imaging hardware [Chan et al., 2005], so parallel cameras should be used whenever

possible.

Any adjustments of the separation between the left and right stereo images will affect the

pattern of disparities. As described earlier, disparities are the source of stereoscopic depth

information, so if they are modified, the perceived shape will change as well. Increasing

the stereo-image separation will compress the scene in depth and make it appear to move

closer to the observer (Figure 1.2(c)). Decreasing the separation will make the scene ap-

pear to expand and move away from the observer (Figure 1.2(g)). The 3D shapes do not

simply scale, but are distorted to varying degrees along the three principal axes. Therefore,

applications that demand accurate spatial understanding of the entire scene should avoid

adjustments to the stereo-image separation. Some applications may require one to inves-

tigate specific spatial relationships, like differentiating between layers of tissue. In those
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cases, changes in the image separation may be useful.

Flipping the positions of the left and right images should always be avoided. Image flipping

has been proposed as a convenient way to invert the depth in a stereoscopic image, with

the rationale being that it is “easier to attend to objects seen in the foreground compared

to those seen in the background” [Getty and Green, 2007]. The inversion occurs because

the disparities flip sign, so features that once appeared in front of the display appear be-

hind it and vice versa. This is the same principle as the pseudoscope, a device that flips

the eyes’ images and makes convex surfaces appear concave and vice versa [Bernstein,

1910]. The technique would work for mammography, where the disparities are the primary

source of depth information, though the benefits of viewing objects in the “background”

versus “foreground” are questionable. However, it can have disastrous results for any im-

ages that contain perspective and occlusion cues, (e.g. laparoscopy or 3D models of the

brain). While flipping the images’ positions inverts the stereo-defined depth, the monocu-

lar cues still indicate the original depth, so a conflict occurs. The resulting image is likely

to appear confusing and visually fatiguing at best, and nonsensical at worst. Indeed, this is

often reported when one uses a pseudoscope to look at a natural scene [Bernstein, 1910].

Therefore, stereo-image flipping should not be used.

3.6 Suggestions and Guidelines

The correct interpretation of medical images is tantamount to properly treating a patient.

For this reason, significant attention has been paid to the characteristics of the displays used

by radiologists. Studies have investigated the various benefits and drawbacks of different

technologies [Balassy et al., 2005; Sorantin, 2008], and the American College of Radiology

publishes a “Practice Guideline for Digital Mammography,” which includes target values

for the contrast, bit depth, and maximum luminance of medical displays [Pisano et al.,
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2007]. As the previous section demonstrated, stereoscopic imaging introduces a host of

new variables that must be carefully considered for optimal viewing. Here we present a

list of general guidelines designed to help medical professionals use stereo displays with

maximum benefit. The first three deal with misperceptions, while the last two address

visual fatigue.

3.6.1 Suggestion 1: Parallel cameras

As detailed in Chapter 1, converging cameras lead to image distortions and stereoscopic

misperceptions when a single-surface display is used. Therefore, parallel camera bodies

should be used. Occasionally, it can be beneficial to capture a scene so that a certain object

will appear at the surface of the stereo display. This can be done by laterally offsetting

the imaging sensor relative to the lens (Figure 1.2(b)). If the stereo images are generated

using software, the process is equivalent to skewing each camera’s frustum. The cameras’

optical axes converge, with any object located at the point of convergence appearing at the

surface of the display. Importantly, the image projections are still correct for viewing on a

single-surface stereo display.

3.6.2 Suggestion 2: Do not flip images

Flipping the position of stereoscopic images causes the disparity-defined depth to invert,

but not the depth defined by monocular cues. It should never be used, unless the content

does not contain monocular depthcues, as in mammography.
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3.6.3 Suggestion 3: Keep eyes centered and parallel relative to display

To avoid stereoscopic misperceptions, the viewer’s eyes should be placed at the COP’s of

the stereo images. When a camera captures an image, its optical center is nearly always

centered relative to the edges of the imaging plane. That is, the optical center lies on the

central surface normal of the imaging surface. As a result, the COP for a projected image

is nearly always on its central surface normal. The distance between the COP and the

surface of the image can be difficult to determine on the fly, as it depends on several factors,

including the display size. So as a general rule of thumb, one should try to center one’s eyes

relative to the display. The face should also be kept parallel to the display surface with the

inter-ocular axis parallel to the top edge of the display. Rotating away from this position

can cause unnatural disparity patterns and misperceptions (see Section 1.3.4). Note that

these rules are most relevant for a single viewer. When multiple viewers are present, the

best solution is to get everyone as close to the COPs as possible.

3.6.4 Suggestion 4: Minimize vergence-accommodation conflict

Displays with near-correct focus cues are under development that minimize fatigue by

maintaining the natural coupling between vergence and accommodation [Watt et al., 2005;

Love et al., 2008]. However, currently available displays cannot avoid the vergence-accom-

modation conflict. The conflict will be worst when viewers fixate on objects that are pre-

sented away from the surface of the display, as their eyes must remain focused on the

surface to keep the image sharp. One way to avoid fatigue is to present as much of the

content as possible near the display surface. Aside from carefully capturing the content,

one should avoid any manipulation of the images that will stretch the stereo-defined depth,

such as modifications to the stereo-image separation. These suggestions are somewhat re-

strictive, so the individual user will need to weigh the risk of fatigue against the necessity

for image manipulation.

85



3.6.5 Suggestion 5: Appropriate use of pictorial blur

We generally suggest that medical-imaging data be rendered completely sharply with in-

finite depth of field. The term “depth of field” refers to the range of depths in an imaged

scene that appear sharp. Anything outside the depth of field will appear blurry, with the

amount of blur depending on the depth-wise distance between an object and the imaging

system’s focal plane. Artistically, depth-of-field blur is useful to direct the viewer’s atten-

tion to certain objects [Cole et al., 2006; DiPaola et al., 2010; Kosara et al., 2002] and make

a scene look more realistic [Hillaire et al., 2007, 2008]. We showed in Chapter 2 that blur

can also act as a strong depth cue, as long as it is presented with another cue, like per-

spective projection. Therefore, if apparent realism is crucial, then rendering should include

blur levels consistent with natural viewing. This lesson could be applied to medical-data

visualization to make the content appear more real-to-life. However, blurring any part of

the image makes that portion harder to evaluate. So the user would need to continually

adjust the focal plane to lie on each object being evaluated to make it appear unblurred.

Rendering the entire scene sharply removes this hassle. Therefore, while the inclusion of

blur has artistic benefits, it typically should be omitted from medical images.
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CONCLUSIONS

It is important to understand the misperceptions that occur when viewing both conventional

and stereoscopic pictures; without such an understanding, it will be very difficult to create

displays and viewing situations that produce the desired 3D percept. With that in mind, we

evaluated the standard model for predicting 3D percepts from stereoscopic displays. The

standard model makes reasonable predictions for most, but not all image-capture and view-

ing settings. The settings that are problematic for the model involve rotation of the viewer’s

head relative to the display and the use of converging cameras for acquisition paired with

a single display surface for viewing. We described findings in the vision-science literature

that point to how the visual system determines 3D structure in these situations. In particu-

lar, the system uses vertical disparity as an additional signal for determining the structure.

We also investigated a monocular cue that can affect depth percepts in both stereo and non-

stereo images. We showed how blur can be manipulated in images to make large things

look small and small things look large. The strength of the effect stands in contrast with

previous notions of blur as a weak depth cue. Our probabilistic model shows that absolute

and relative distances cannot be estimated from image blur alone, but they can be estimated

quite effectively in concert with other depth cues. We used this model to develop a semi-

automatic algorithm for adjusting blur to produce the desired apparent scale. The results

of a psychophysical experiment confirmed the validity of the model and usefulness of the

algorithm.

We described how blur and stereo operate over similar domains, providing similar informa-

tion about depth. A rule of thumb can be used to assure that blur and disparity specify the

same 3D structure. As stereo images and video become increasingly commonplace, it will

be important to learn what artistic variations from the natural relationship between blur and

disparity can be tolerated.

The usefulness of stereo displays for medical tasks was also explored. It is apparent that
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stereoscopic imaging will be most useful in scenarios where monocular cues, like perspec-

tive and familiar size, are not available to the viewer. The improvement in shape recog-

nition is key. Examples include mammography, where stereo displays have been shown

to improve the diagnostic abilities of radiologists. The benefits for novice surgeons work-

ing with indirect views of the surgical site are also evident, as performance can improve

significantly with the use of stereo displays.

The technology also has drawbacks, such as the need for eyewear, possibility for eyestrain,

and susceptibility to misperceptions when image-acquisition and viewing parameters are

not properly set. Fortunately, these drawbacks can be addressed by improvements in dis-

play engineering and better understanding of the variables that affect human perception of

stereoscopic content. Thus, the most important hurdle to the adoption of stereo medical dis-

plays will likely be clinical validation of the technology as superior to current techniques.

While some clinical reports already exist, further work will better establish the advantages

of stereo displays in practice.
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APPENDIX A

SKEW-RAY GEOMETRY

In Section 1.3.1, we used epipolar geometry to illustrate the geometric approach’s inability

to provide a solution under certain viewing situations. Here we provide more detailed

derivations that produce the same results. For a given 3D point in a stereo image, recall

that the terms (P′
l−E′

l)m and (P′
r−E′

r)n represent the rays passing from the centers of the

eyes (E′
l and E′

r) to the corresponding points on the screen (P′
l and P′

r) in viewer-centered

coordinates. For two rays to intersect, they must be non-parallel and lie in a common plane.

We determine whether two rays lie in a plane by first finding the plane defined by the two

eye centers and a point in the left stereo picture, and then by finding the plane defined

by the two eyes and the corresponding point in the right stereo picture. If the two planes

are coincident, the rays must intersect, provided that they are non-parallel. We define the

planes by their surface normals. The first normal is given by the cross product between

two vectors that originate at the left eye and extend to the point in the left stereo picture

(vl1) and to the right eye (vl2) (Figure A.1). The second plane is given by the cross product

between the vectors originating at the left eye and extending to the point in the right stereo

picture (vr1) and to the right eye (vr2).

vl1 = (P′
l − E′

l)

vr1 = (P′
r − E′

l)

vl2 = (E′
r − E′

l)

vr2 = (E′
r − E′

l)
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Fig. A.1: Planes defined using the centers of both eyes and either of the corresponding points in the
pictures. The cross product of the illustrated vectors (from one eye to the other and from one eye to
the image point) is a normal vector that defines the plane.

To include the viewer’s position and orientation relative to the picture, we replace P′
l and

P′
r with:

P′
l = R(ρ, σ)(Pl − Ec)

P′
r = R(ρ, σ)(Pr − Ec)

We can now investigate how viewer translation (Ec) and rotation (R(ρ, σ)) affect the above-

defined planes. vl2 and vr2, the same vectors originating at the left eye and extending to the

right eye, can be expressed as (I , 0, 0), where I is inter-ocular distance. Combining the

equations, multiplying out the elements of R(ρ, σ), and taking into account that Pl(z) and

102



Pr(z) are both zero produces the following equations for the cross products:

vl1 × vl2 =j(I(sin(ρ) cos(σ)(Pl(x)− Ec(x))

+ sin(ρ) sin(σ)(Pl(y)− Ec(y)) + cos(ρ)(−Ec(z))))

+ k(I(sin(σ)(Pl(x)− Ec(x)) + cos(σ)(Pl(y)− Ec(y))))

vr1 × vr2 =j(I(sin(ρ) cos(σ)(Pr(x)− Ec(x))

+ sin(ρ) sin(σ)(Pr(y)− Ec(y)) + cos(ρ)(−Ec(z))))

+ k(I(sin(σ)(Pr(x)− Ec(x)) + cos(σ)(Pr(y)− Ec(y)))) (A.1)

We now have surface-normal representations for the two planes that originate at El. Before

testing for equality, we normalize the vectors by dividing by their magnitudes |vl1 × vl2|

and |vr1 × vr2|. Then, to determine if the planes are coincident, we check to see if their j

and k terms are equal to one another (there are no i terms in the equations above). The j

terms are:

sin(ρ) cos(σ)(Pl(x)− Ec(x))

+ sin(ρ) sin(σ)(Pl(y)− Ec(y)) + cos(ρ)(−Ec(z))

=
|vr1 × vr2|
|vl1 × vl2|

(sin(ρ) cos(σ)(Pr(x)− Ec(x))

+ sin(ρ) sin(σ)(Pr(y)− Ec(y)) + cos(ρ)(−Ec(z))) (A.2)

and the k terms are:

sin(σ)(Pl(x)− Ec(x)) + cos(σ)(Pl(y)− Ec(y))

=
|vr1 × vr2|
|vl1 × vl2|

(sin(σ)(Pr(x)− Ec(x)) + cos(σ)(Pr(y)− Ec(y))) (A.3)

Observer Translation
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In this condition, the viewer is translated relative to the picture. The viewer’s face is parallel

to the picture surface and not rotated, so the X , Y , and Z axes in the picture- and viewer-

centered coordinate systems are parallel. Because the axes are parallel, ρ and σ in the

rotation matrix R(ρ, σ) are 0. If these values are plugged in to Equations A.1, A.2, and

A.3, the j and k terms of the surface normals become:

−Ec(z) = −|vr1 × vr2|
|vl1 × vl2|

Ec(z)

and

Pl(y)− Ec(y) =
|vr1 × vr2|
|vl1 × vl2|

(Pr(y)− Pc(y))

where
|vr1 × vr2|
|vl1 × vl2|

=
|j(I(−Ec(z)) + k(I(Pl(y)− Ec(y))))|
|j(I(−Ec(z)) + k(I(Pr(y)− Ec(y))))|

Examining the equations, it is clear that the two equalities are only valid if the Y coor-

dinates of corresponding points on the picture are equal to one another. In other words,

there must be no vertical disparities in the picture. On-screen vertical disparity is always

zero when the images are captured with cameras whose lens axes are parallel, even if the

optical axes are converged (i.e., the sensors are offset relative to the lens axes). Therefore,

when the cameras’ lens axes are parallel and the viewer’s eye coordinates are parallel to

the picture-centered coordinates, there are intersections for all ray pairs and the geometric

approach provides a solution.

Observer Rotation in the X − Z Plane

Viewer rotation in the X−Z plane—“yaw” rotation—occurs when the viewer is positioned

to the left or right of the proper position and turns the head toward the center of the stereo
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picture. ρ is now nonzero, but σ is still zero. Equations A.1 and A.2 then become:

sin(ρ)(Pl(x)− Ec(x)) + cos(ρ)(−Ec(z))

=
|vr1 × vr2|
|vl1 × vl2|

(sin(ρ)(Pr(x)− Ec(x)) + cos(ρ)(−Ec(z)))

and

Pl(y)− Ec(y) =
|vr1 × vr2|
|vl1 × vl2|

(Pr(y)− Ec(y))

where

|vr1 × vr2|
|vl1 × vl2|

=
|j(I(sin(ρ)(Pl(x)− Ec(x)) + cos(ρ)(−Ec(z)))) + k(I(Pl(y)− Ec(y))|
|j(I(sin(ρ)(Pr(x)− Ec(x)) + cos(ρ)(−Ec(z)))) + k(I(Pr(y)− Ec(y))|

In this case, Pl(y) and Pr(y) must be equal to Ec(y) for the dual equalities to be valid. The

only corresponding points that will produce intersecting rays are points in the X−Z plane;

all rays above and below that plane will be non-intersecting (skew rays), except when Pl

and Pr are identical (zero disparity). Because rays for many points in the stereo picture do

not intersect, the geometric approach cannot provide a prediction for what viewers should

perceive. This is disappointing because yaw rotations are commonplace in the viewing of

stereo media.

Observer Rotation in the X − Y Plane

With viewer rotation in the X − Y plane—“roll” rotation—σ is nonzero and ρ is zero,

which results in

−Ec(z) = −|vr1 × vr2|
|vl1 × vl2|

Ec(z)
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and

sin(σ)(Pl(x)− Ec(x)) + cos(σ)(Pl(y)− Ec(y))

=
|vr1 × vr2|
|vl1 × vl2|

sin(σ)(Pr(x)− Ec(x)) + cos(σ)(Pr(y)− Ec(y))

where

|vr1 × vr2|
|vl1 × vl2|

=
|j(−IEc(z)) + k(I(sin(σ)(Pl(x)− Ec(x)) + cos(σ)(Pl(y)− Ec(y))))|
|j(−IEc(z)) + k(I(sin(σ)(Pr(x)− Ec(x)) + cos(σ)(Pr(y)− Ec(y))))|

Equations A.2 and A.3 are only valid if Pl is identical to Pr. Any non-zero disparity

produces skew rays if the head is rolled relative to the picture. Thus, this is another situation

in which the geometric approach cannot provide a prediction of viewers’ percepts.
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APPENDIX B

DATA FROM BLUR EXPERIMENT

Subject AME: Low Depth Variation

blur condition:
     consistent
     vertical gradient
     horizontal gradient
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Fig. B.1: Individual subject data from the psychophysical blur experiment. For each scene, a sub-
ject’s responses were normalized by settings for the no-blur condition. Vertical-blur gradients and
consistent blur were equivalently effective at modulating perceived distance. In every subject but
SQT and BHS, horizontal-blur gradients were the least effective. These results support the predic-
tions of our probabilistic model.
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