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Abstract
Recognition is an Interface Between Perception and Cognition
by
Greyson Abid
Doctor of Philosophy in Philosophy
University of California, Berkeley
Professor John Campbell, Co-Chair
Professor Alva Noé&, Co-Chair

My dissertation investigates a neglected topic within the philosophy of mind: our capacity to
recognize people, places, and objects. Some examples of the phenomenon are vivid and
infrequent, such as recognizing a tiger in the forest; other examples are mundane and pervasive,
such as recognizing a colleague in the hallway. I defend the view that recognition is an interface
between perception and cognition, serving as a point of interaction between the two domains.
Without a capacity to recognize types of things, such as dogs or faces, our sense impressions
would not be subsumed into our knowledge of general categories. We would not comprehend
people, places, and objects as such on the basis of perception alone. Without a capacity to
recognize instances of types, such as a neighbor’s dog or friend’s face, we would fail to integrate
our sense impressions with our knowledge of particulars. Our situation would be like that of a
Capgras patient, who knows they are in a relationship, appreciates that the person next to them
perfectly resembles their partner, but does not register that the person is their partner.

Chapter 1 focuses on the question: Is recognition more like seeing, tasting, and smelling
(perception) or judging, reasoning, and knowing (cognition)? On my view, it constitutively
involves elements of both. It is partly perceptual because it exhibits a paradigmatically
perceptual sensitivity to perspective, evidenced by our ability to discern subtle changes in
viewpoint in object recognition tasks. It is partly cognitive because of its dependence on
stimulus-independent representations housed in long-term memory—a claim I establish by
examining empirical models of face recognition. I also introduce a framework for understanding
the relation between familiarity, recollection, and the recognition of types and instances of types.

Chapter 2 inquires whether affect plays a constitutive role in recognition. According to
Constitutivists, part of what it is to recognize a person, place, or thing is to enjoy a certain
affective response. In contrast, Causalists hold that affect is only causally implicated in
recognition. I discuss Capgras syndrome as a case study for exploring the disagreement between
Causalists and Constitutivists. I suggest three ways of resolving the disagreement and show why
none are particularly satisfying.

Chapter 3 considers an explanation of recognition in terms of a process of matching present and
past impressions. This explanation mirrors subpersonal models of recognition I discuss in
Chapter 1 but extends them to the personal level. I reject this explanation on the grounds that it is
an instance of the broader mistake of trying to explain recognition in terms of a subject’s more
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basic mental capacities. While recognition constitutively involves both perception and cognition,
it is nonetheless an irreducible mental capacity, in the sense that there are no mental capacities X
such that the recognitional capacity fully depends on X. I show how we can establish this claim
of irreducibility by treating it as a live empirical hypothesis. While this hypothesis is, strictly
speaking, unverifiable, it is nevertheless supported by a large body of existing
neuropsychological, ethological, and developmental evidence.

Chapter 4 applies my view to a failure of the recognitional capacity with significant practical
consequences: the cross-race effect, traditionally characterized as our difficulty in recognizing
individuals of other races. I argue that two distinct factors in fact comprise the effect: a difficulty
in recognizing individuals of other races (Factor 1) and a corresponding lack of metacognitive
awareness of this difficulty (Factor 2). Contemporary theories take Factor 1 as their sole
explanandum. The existence of Factor 2—evidenced by our overconfidence in our ability to
recognize individuals of other races—Ieaves these theories incomplete. I hypothesize that Factor
2 is a product of our tacit yet mistaken assumption that we recognize individuals of all races
equally well. This hypothesis offers more accurate predictions than an alternative hypothesis
which appeals to our tendency towards overconfidence as task performance worsens.
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Chapter 1: Recognition and the perception-cognition divide!
1. Introduction

Recent discussions in philosophy and psychology have focused on the distinction between
perception and cognition.? This interest is not entirely new. Philosophers dating back to Aristotle
have found the categories of perception and cognition to be theoretically fruitful ways of carving
up the mind. Intuitively, the distinction is not difficult to appreciate. There is clearly some
difference between seeing, touching, or tasting apple juice, on one hand, and thinking, reasoning,
or making judgments about it, on the other. Intuition is partially vindicated by the success of
scientific psychology, which readily employs such a distinction.

But how should recognition be understood in light of the distinction between perception
and cognition? As a first pass (to be clarified shortly), the sense of recognition in question involves
a sensitivity to particulars from one’s past. Recognizing a familiar person (e.g., a colleague from
work) is one instance of this, as is recognizing a place or thing that one has viewed before (e.g., a
lake one visited as a child or one’s jacket on a restaurant coat rack). It is not immediately apparent
where recognition falls along the perception—cognition divide.

With a few notable exceptions, the topic of recognition (in the aforementioned sense) has
been largely ignored in the philosophy of mind. This is surprising, given philosophers’ interests in
closely related matters, such as perceptual learning, imagination, and attention. One of the aims of
this dissertation is to reignite philosophical interest in the topic. A natural starting point for any
philosophical treatment of recognition involves determining what kind of mental phenomenon it
is. Compare: if we discovered a new or long-forgotten chemical substance, a natural first step
would be to determine its basic chemical kind.

A better understanding of recognition in light of the perception—cognition divide also helps
clarify existing philosophical work on the significance of recognition. Strawson and Evans both
emphasize the role of recognition in the identification of particulars. Strawson (1959) suggests that
we would be unable to identify particulars at all if we could not recognize—or “reidentify”—them.
Similarly, Evans (1982) argues that the capacity for recognition offers a way of identifying
particulars that is more rudimentary than descriptive forms of identification. On Evans’s view,
recognition provides a means of identifying, for example, the Speaker of the House of
Representatives without entertaining a corresponding description in thought. Apart from its role in
identification, Peacocke (1992) highlights that the capacity for recognition is a prerequisite for a
range of concepts, such as the concept “Lincoln Plaza,” whose possession requires a
recognitionally-based way of thinking about their referents—what he calls recognitional concepts.
In considering the foundational role of recognition in identification and concept possession, it is
natural to ask: What is needed to possess the capacity for recognition in the first place? Are only
perceptual resources needed? Must cognitive resources be brought to bear? If so, which? By
answering these questions, we more effectively spell out the implications of these works—an issue
I return to in Section 7.

! The material in this chapter has been adapted from Abid (2021).
2 See, for example, Block (2014), Firestone and Scholl (2016), Phillips (2017), Beck (2018), Mandelbaum (2018), and
Green (forthcoming).
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I begin by providing some clarificatory remarks concerning the perception-cognition
distinction (Section 2) and recognition (Section 3). In Section 4, I offer a diagnostic tool for
determining whether a mental phenomenon is at least partly perceptual. In Section 5, I use this
diagnostic tool to make a case that recognition is at least partly perceptual. In Section 6, I draw on
considerations relating to stimulus-independence and long-term memory to provide a qualified
argument that recognition is also partly cognitive. The upshot is that recognition straddles the
border between perception and cognition. I conclude in Section 7.

2. The perception-cognition distinction

A non-cursory discussion of the perception—cognition distinction would go beyond the scope of
this chapter. Nevertheless, it is worth making a few preliminary remarks. First, the distinction is
neither exhaustive nor exclusive. It is not exhaustive in that certain affective states, such as
undirected forms of depression or boredom, may be neither perceptual nor cognitive. It is not
exclusive in that there may be capacities that share features of both perception and cognition. In
the case of “borderline” capacities, it is indeterminate whether the capacity in question is
perceptual or cognitive, analogous to the way in which it is indeterminate whether a virus is living
or non-living (Block, 2014). In the case of “interface” capacities, the capacity in question is a
(determinate) hybrid that is part perceptual and part cognitive, analogous to the way in which a
liger is a hybrid animal that is part lion and part tiger. Borderline and interface capacities are both
compatible with a perception—cognition distinction. Indeed, I ultimately argue that recognition is
an instance of the latter.

A hotly debated issue is whether top-down influences from cognition to perception impugn
the hypothesis that perceptual systems (or “modules™) are informationally encapsulated from
central cognition. (A system X is “informationally encapsulated” from a system Y if and only if X
cannot perform computations over information stored in Y. Less formally, such a system X cannot
use system Y as an informational resource.) Clark (2013) and Lupyan (2015) claim that such top-
down influences threaten the very existence of a perception—cognition distinction. If these theorists
are correct, an attempt to understand recognition in light of the perception—cognition divide is
fundamentally misguided.

Is this threat serious? There are two possibilities to consider. The first is that the hypothesis
that perceptual systems are informationally encapsulated from central cognition withstands
empirical scrutiny, rendering the threat empty. Perhaps all existing evidence against the hypothesis
is methodologically flawed (Firestone & Scholl, 2016). Perhaps top-down influences, such as those
mediated by attention, can be understood in a way that does not threaten the hypothesis (Quilty-
Dunn, forthcoming). The second possibility is that the hypothesis is falsified. This possibility
threatens the perception—cognition distinction only if one grounds the distinction in a form of
informational encapsulation; so, if the hypothesis turns out to be false, one option—apart from
abandoning the distinction—would be to find an alternative ground for it, such as a difference in
representational format.

In any case, while I do presuppose that there is a perception—cognition distinction, my aim
is not to characterize what grounds it. One benefit of this modesty is that it allows us to remain
open to a range of considerations in assessing where recognition falls along the perception—
cognition divide.



3. Recognition

The lay concept of “recognition” is too ambiguous for philosophical discussion. In this section, I
offer a more regimented characterization. After isolating the relevant sense of recognition (Section
3.1) and discussing its representational content (Section 3.2), I clarify how recognition (in the
relevant sense) is distinguished from neighboring phenomena (Sections 3.3 to 3.4) and its relation
to recollection and familiarity (Section 3.5), the personal-level (Section 3.6), and recognitional
judgment (Section 3.7).

3.1 What is the relevant sense of recognition?

As noted earlier, my focus is on a sense of recognition that bears an intimate connection to one’s
past. I call this token-recognition, which is to be distinguished from what I call type-recognition.
“Type-recognition” occurs when a subject groups a particular into a certain category on the basis
of its appearance.’ Without further qualification, this gloss is overly inclusive. A creature capable
of color perception may group a sofa (that happens to be red) into the category of red things on the
basis of its appearance, but few vision scientists would consider this is an instance of type-
recognition. Similar considerations apply to certain other forms of low-level perception, such as
depth or lightness perception. Why do we countenance face and object recognition, but not depth,
color, or lightness recognition? A first pass answer is that in type-recognition a particular is
grouped using a “sortal” category, roughly, a category expressed using a count noun (i.e., a
quantifiable noun that can take both singular and plural forms) that specifies a thing’s (nominal or
real) essence. This qualification is still not restrictive enough since type-recognition does not
involve just any sortal category. Typically, the sortal categories are “basic-level” in Rosch’s (1978)
sense (e.g., DOG, CAR), striking a balance between more specific subordinate categories (e.g.,
GREYHOUND, ACURA) and more general superordinate categories (e.g., ANIMAL, VEHICLE).* A
substantive question, which I do not discuss, is whether type-recognition is perceptual (see
Mandelbaum, 2018).

Important for our purposes is that the type-recognition of some particular does not require
any previous exposure to that very particular, although it arguably requires previous exposure to
particulars belonging to the relevant category. For example, I have been exposed to plenty of dogs
in the past, so I have no trouble type-recognizing my cousin’s newly adopted dog, even as it greets
me for the very first time.

In contrast, “token-recognition” requires that an observed particular be registered as having
been observed before. Here, “observation” should be construed broadly to include both direct and
indirect observation. There are two reasons for this. First, an observed particular can be token-
recognized even if it has not been directly observed before. For example, I might token-recognize
Hugh Grant despite having never encountered him before in the flesh. Second, a previously
observed particular can be token-recognized even if it is not directly re-observed. I might, say,
token-recognize a friend in a painting. Nevertheless, in such cases there is indirect prior
observation or re-observation through a representational medium. In the case of Hugh, the
representational medium that allows for indirect prior observation is one of his films. In the case

3 Examples of particulars include people (better: individuals), places, and things.
41 use capital letters to denote categories.

3



of my friend, the representational medium that allows for indirect re-observation is the painting
that depicts them.

3.2 What is represented in token-recognition?

A token-recognized particular is registered as having been observed before. Talk of “registration”
allows us to remain neutral regarding the difficult issue of what exactly is represented when one
token-recognizes a particular. By way of example, consider the proposal that token-recognition
involves representing an identity relation. On one version of this proposal, the content of such a
representation might be expressed as “that; F = that, G”. Here, “that,” denotes a singular
element that functions to refer to a currently observed particular, “that,” denotes a singular
element that functions to refer to a previously observed particular (similar to a memory based
demonstrative), and “F” and “G” denote general elements that function to attribute (possibly
identical) general features to the particulars referred to by the respective singular elements.’

This proposal raises thorny questions. Why think identity is the represented relation—as
opposed to a relation of resemblance? And, supposing identity is represented, must the
representing subject possess the concept of identity—as opposed to some nonconceptual analog of
identity? There is a complex interplay between the answers to these questions and the topic at
hand, namely, where token-recognition falls along the perception-cognition divide. For instance,
if perception is nonconceptual in the sense that a subject can perceive that p without possessing
the concepts that characterize p (cf., Byrne, 2005) and token-recognition falls on the perception
side of the perception—cognition divide, the representation of identity involved in token-
recognition must not require the representing subject to possess the concept of identity.® Even if
we remain agnostic about issues concerning representation, it is worth remaining sensitive to these
complexities.

3.3 Are type-recognition and token-recognition dissociable?

Clearly, type-recognition can occur without token-recognition. What about token-recognition
without type-recognition? Certain examples are suggestive. [ see a dog running through the trees
at dusk without realizing it is a dog. I only discern that it is a medium-sized creature with brownish
fur. Nevertheless, I am sure that it is the very same creature that was running through the trees a
day ago. This is plausibly an instance of token-recognition without type-recognition. Of course,
rejecting that token-recognition requires type-recognition is compatible with accepting that token-
recognition is facilitated by type-recognition. I might have had an easier time token-recognizing
the creature if I first grouped it into the category DOG. With these subtleties in mind, I tentatively
accept that type-recognition and token-recognition are doubly dissociable and use “recognition”
to refer exclusively to token-recognition in what follows.

5> This approach extends Burge’s (2010) framework.

¢ One might try to bypass these issues by sketching an alternative proposal. Perhaps a token-recognized particular is
represented in a self-referential fashion using just one singular element that functions to refer to a currently observed
particular. Building on the above proposal, the content of this representation might be symbolized as “that F which I
have observed before”. On this alternative, the previously observed particular is represented as such. Nevertheless,
this proposal raises its own thorny questions of whether the representing subject must possess indexical concepts or
the concept of observation. There is again a complex interplay between the answers to these questions and the issue
of where token-recognition falls along the perception—cognition divide.
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3.4 How is recognition different from short-term reidentification?

Recognition is distinct from various forms of short-term reidentification. Consider watching a
cyclist weave through the streets. The cyclist may not always be in your direct line of sight as you
track them. They may momentarily disappear behind a truck. Still, you continually track the cyclist
through these brief occlusions. This phenomenon has received a great deal of attention among
vision scientists. It is now well-established that visually tracking a particular through occlusion is
subject to demanding spatiotemporal constraints. For example, visually tracking an object through
occlusion is significantly impaired if the distance between the position of disappearance and
reappearance of the object under occlusion is too large or if a small temporal lag is introduced
during the occlusion period (Flombaum & Scholl, 2006). While our ability to recognize a particular
certainly degrades over time, recognition is not subject to such highly circumscribed
spatiotemporal constraints. Recognition is “spatiotemporally robust” in that a particular can be
recognized even if it was last observed many months or even years before, perchance in a distant
location. Just consider the possibility of recognizing a long-lost childhood friend while travelling
in foreign country.’

Similar considerations apply to other forms of short-term reidentification. If I am shown
an image of a face and am told that I will have to reidentify it a few seconds later, I may try to
actively retain the image in visual working memory to complete the task. This strategy is only
effective over small timescales since information held in visual working memory degrades within
~10 seconds (Zhang & Luck, 2009; Ricker & Cowan, 2010). Recognition is not subject to this
constraint.

The claim that recognition is spatiotemporally robust is to be understood as a psychological
generalization. Psychological generalizations (in general) are not exceptionless and usually contain
hidden ceteris paribus clauses. It is for this reason that an intoxicated individual who can only hold
one item in working memory is no counterexample to the psychological generalization that
working memory has a capacity of ~4 items. The same holds true for many purported
counterexamples to the generalization that recognition is spatiotemporally robust.

3.5 How does recognition relate to familiarity and recollection?

Registering that an observed particular has been observed before—in a manner not subject to the
sorts of highly circumscribed spatiotemporal constraints mentioned above—suffices for
recognition. More specifically, it suffices for a type of recognition known as “familiarity”.
Familiarity does not require the retrieval of contextual information from past episodes involving
that particular, such as when or where one saw it. Walking down the street, I might cross paths
with a familiar person I have met years before without being able to retrieve specific information
about where or when I met them. James has an example of familiarity with a postponed retrieval
of contextual information (or “recollection”) in mind in the following passage:

...I enter a friend’s room and see on the wall a painting. At first I have the strange,
wondering consciousness, “surely I have seen that before”, but when or how does not
become clear. There only clings to the picture a sort of penumbra of familiarity—when

7 Larzabal et al. (2018) provide an illustration of the spatiotemporal robustness of recognition by showing that
individuals recognize pictures last observed 8-14 years earlier at a rate above chance.
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suddenly I exclaim: “I have it, it is a copy of part of one of the Fra Angelicos in the
Florentine Academy—I recollect it there!” (James, 1890; cited in Yonelinas, 2010).

According to now widely accepted “dual-process” theories (Mandler, 2008; Yonelinas,
2010), separate processes underlie familiarity and recollection. The former involves a
gradable signal detection process based in the perirhinal cortex. The latter involves an all-
or-nothing memory retrieval process based in the hippocampus. Dual-process theorists hold
that reidentification tasks offen involve both underlying processes.

3.6 Is recognition personal or subpersonal?

On the views of Strawson, Evans, and Peacocke, it is a subject’s capacity for recognition that is
crucial for identification and concept possession. More generally, we attribute the capacity for
recognition to a subject as a whole, not to neural or information-processing systems within that
subject.® Of course, there may be subpersonal-level correlates of recognition. For instance,
exposure to familiar stimuli result in reduced neural responses. This is known as “repetition
suppression”. Repetition suppression occurs in early visual areas, such as V2 (Huang et al., 2018).
Nevertheless, V2 does not engage in “recognition” in any non-figurative sense, and I claim it
would be a category mistake to suggest otherwise. In Section 6, I discuss a model of recognition
that employs subpersonal-level representations and operations on those representations.

Given this personal-level characterization, how are we to understand devices such as facial
recognition systems? We might claim that these devices are only capable of recognition in a
figurative sense—much like we claim that a thermostat only figuratively “knows” the temperature.
Or, we might claim that the personal-level extends to such devices—much like we often extend
the personal-level to non-human animals not generally regarded as persons. This, in turn, would
allow us to hold that these devices are literally capable of recognition. Our intuition sits somewhere
between these two extremes, varying depending on the configuration and behavior of the device
in question along with contextual factors that raise or lower our standards for mentalistic
attributions.

3.7 What is the difference between recognition and judgment?

It is crucial to distinguish recognition from recognitional judgment. A “judgment” is a
doxastic attitude, similar to belief, that a subject takes towards some proposition p. Unlike
non-doxastic attitudes (e.g., desiring), doxastic attitudes are governed by norms describing
the conditions for epistemic justification and permissibility—what are often called
“epistemic” norms. An example: If one is inclined to judge that p but discovers that the
evidence for p is equivocal, all else equal, one ought to suspend judgment about p. This
judgment would be epistemically impermissible.

A “recognitional” judgment is a special instance of a judgment—one made when an
observed particular is judged as having been observed before. In contrast, recognition does not
require one to form any such judgement.

There are a few ways that recognition and recognitional judgment come apart. I might
recognize a person on the street and only /afer, in an act of self-reflection, judge that I have

8 For a discussion of the personal-level versus subpersonal-level distinction, see Drayson (2014).
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seen them before. Here, my recognition of the person acts as a (partial) causal antecedent for
my recognitional judgement; it also plays a normative role in justifying the recognitional
judgment. Alternatively, | may see a stranger on the street and mistakenly judge that I have
seen them before. In this case, successful recognition does not serve as a causal or
justificatory precursor to my recognitional judgment. Finally, it is plausible that many
instances of recognition occur without any recognitional judgment at all. Russell (1921)
offers the example of a horse returning to its stable as one such instance. More generally, it
is plausible that some animals and infants have the capacity for recognition but not
recognitional judgment.

3.8 Recap

To summarize, the relevant sense of recognition is token-recognition, which occurs when
one registers—in a spatiotemporally robust manner—that an observed particular has been
observed before. Recognition is a personal-level capacity that does not require the retrieval
of contextual information from past episodes involving that particular. Finally, recognition
is distinct from recognitional judgment.

4. The perspectival test

Upon encountering a particular, we often exhibit a response that varies across certain changes in
our perspectival relations to that particular. I call this type of variable response pattern perspectival
sensitivity. With a few clarifications (Section 4.1 and Section 4.3), I argue that a mental
phenomenon is at least partly perceptual if it exhibits perspectival sensitivity.” My argument is
inductive: Paradigmatically perceptual phenomena exhibit perspectival sensitivity (Section 4.2),
whereas cognitive phenomena do not, at least not independently of perception (Section 4.4).

4.1 What exactly is a perspectival relation?

A non-exhaustive list of perspectival relations between some subject S and some particular o
includes: The spatial position of o with respect to S along with o’s surrounding context and various
conditions of the environment (e.g., illumination and background noise conditions). An exhaustive
list would include all and only those relational features that determine S’s perceptual perspective
on o—what we often speak of as the viewing conditions (of o with respect to S). S’s perceptual
perspective on o is to be distinguished from S’s cognitive perspective on o—the sort of perspective
S has while entertaining a thought about o under some specific mode of presentation. Putting things
this way makes it apparent that there is an element of circularity in appealing to perspectival
relations—and, by extension, perspectival sensitivity—to determine whether some mental
phenomenon is perceptual: Understanding these notions requires some antecedent grip on the
perception—cognition distinction. For our purposes, this circularity is relatively unproblematic.
Problems would arise if we were to use these notions to articulate the distinction between a
perceptual and a cognitive perspective or the grounds for the perception—cognition distinction.

4.2 Perspectival sensitivity in perception

° Throughout, I have a broad extension of “phenomenon” in mind that includes states, events, processes, and
capacities.
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Let us consider some paradigmatically perceptual examples of perspectival sensitivity in which
one’s subjective response varies across certain changes in one’s perspectival relations to a
particular.'® Consider first the example of viewing two same-sized trees from different distances
(e.g., 50 and 100ft.). It is often said that this example illustrates the dual aspect of perception. One
aspect corresponds to the “apparent” sense in which the nearby tree appears larger than the more
distant tree. The other corresponds to the “objective” sense in which the two trees appear to be
same size.!!

The trees appear to be the same objective size because of the constancy of visual
perception. Ceteris paribus, each tree appears stable in objective size across certain changes in the
perspectival relations between the viewer and the tree, notably, certain changes in distance. (For
brevity, I omit the ceteris paribus clause in what follows.) This is aptly called “size constancy”.
At the same time, the trees differ in apparent size because of the perspectival sensitivity of visual
perception. The apparent size of each tree varies as one changes one’s perspectival relations to the
tree, specifically, one’s distance from the tree. Thus, the tree viewed from 50ft. has a larger
apparent size than the same-sized tree viewed from 100ft., occupying a greater portion of one’s
visual field.

Another example that demonstrates the constancy and perspectival sensitivity of visual
perception involves color appearance.!'? Seeing a monochrome pink wall partially covered in
shadows reveals both a uniform and variable color appearance. The uniform color appearance of
the wall is made possible by the constancy of visual perception. This appearance stays constant
across certain changes in one’s perspectival relations to different portions of the wall, changes
which alter viewing position, color context, illumination, and so on. This is called “color
constancy”. In contrast, the variable color appearance of the wall is made possible by the
perspectival sensitivity of visual perception. This appearance does not stay constant across the
aforementioned changes in perspectival relations to different portions of the wall; analogous to
apparent size, variable color appearance is sensitive to one’s perspectival relations to different
portions of the wall.

The constancy and perspectival sensitivity of visual perception extends to other sense
modalities as well. As one moves closer to a concert venue’s speaker system, there is a clear sense
in which the music seems to get louder, as evidenced by the fact that, for example, I must shout to
be heard when near the speaker. This is compatible with it seeming to me that the actual source
volume remains roughly the same. This happens because we can distinguish alterations in the
perceived loudness of a sound of constant intensity. The perceived loudness of the sound is made
possible by the perspectival sensitivity of audition. Perceived loudness varies across certain
changes in distance to the source (e.g., the speaker system). The perceived intensity of the sound
is made possible by the constancy of auditory perception. The perceived intensity of the sound

19 In Section 5, I focus on examples of perspectival sensitivity involving behavioral responses.
" This example is given by Peacocke (1983), Tye (2000), Noé (2004), Schellenberg (2008), and Lande (2018).
Schwitzgebel (2006) is skeptical as to whether perception possesses a dual aspect. Although disputes concerning
phenomenology are always difficult to resolve, there is ample evidence that lay perceivers can readily distinguish
“apparent” from “objective” appearances, suggesting that the dual aspect of perception is not merely a philosophical
construct (Wagner, 2006; Green & Schellenberg, 2018; see also Morales et al., 2020).
12 This example is given by Noé (2004) and Schellenberg (2008).
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does not vary across changes in distance to the source, at least within a certain range. This is
somewhat confusingly called “loudness constancy” (Zahorik & Wightman, 2001).

4.3 The perspectival test

I contend that we can employ perspectival sensitivity as a diagnostic tool. According to what I call
the “perspectival test”, a mental phenomenon is at least partly perceptual if it exhibits perspectival
sensitivity.

Three clarifications are in order. First, the perspectival test indicates a mental phenomenon
is at least partly perceptual in the absence of defeaters. For example, olfactory states exhibit
perspectival sensitivity. Burge, however, does not regard olfactory states as perceptual on the
grounds that they are not about (in the intentional sense) distal features of the environment.'* While
I am skeptical of Burge’s analysis here, I note that it does not conflict with the perspectival test
since a failure to exhibit the requisite form of intentionality required for perception would qualify
as a defeater.

Second, the perspectival test is modest. It only indicates that a mental phenomenon is at
least partly perceptual. It does not specify whether the phenomenon in question is purely or only
partly perceptual. What does it mean to be partly perceptual? It cannot simply amount to being
causally influenced by perception; this condition is far too weak to be of any theoretical interest.
Rather, a mental phenomenon is “partly perceptual” just in case it in part constitutively depends
on some perceptual element (e.g., a perceptual mechanism or representation). “Partly cognitive”
is defined similarly. In Section 6, I argue that recognition is partly cognitive in virtue of its partial
constitutive dependence on long-term memory representations. This claim does not conflict with
the perspectival test. Rather, it implies that recognition is partly perceptual and partly cognitive.

Third, the perspectival test does not require that all perceptual phenomena exhibit
perspectival sensitivity. Hallucinations are arguably perceptual, at least according to non-
disjunctivists who claim that hallucinations and non-hallucinatory perceptual experiences belong
to the same fundamental kind. Yet, hallucinations cannot always exhibit perspectival sensitivity
since we are not perceptually related to any particulars in instances of “pure” hallucination. This
is not in tension with the test. Passing the test is sufficient but not necessary for counting as at least
partly perceptual.

Similar considerations apply to certain forms of imagination. Suppose I see a tree from 501t
away, turn so I no longer see it, start to imagine it, and move 100ft away from it—in that order.
As I imagine the tree, its apparent size does not vary across actual changes in my distance from it,
though it may vary across imagined changes in distance. While this form of imagination fails to
exhibit perspectival sensitivity, this does not preclude the possibility that it is at least partly
perceptual—a conclusion we may reach in light of certain neural, phenomenological, or
representational similarities between imagination and perception.

13 Burge regards olfaction as non-perceptual because it does not result in “objectification.” According to Burge,
“Objectification is [the] formation of a state with a representational content that is as of a subject matter beyond
idiosyncratic, proximal, or subjective features of the individual” (2010, p. 397). For discussion suggesting that
olfaction does result in objectification, see Begby (2011).
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4.4 Assessing the adequacy of the perspectival test

Do cognitive phenomena ever exhibit perspectival sensitivity? Of course, there are cases in which
we form perceptually-based cognitive states that reflect the perspectival sensitivity of perception.
A painter, for instance, might make a judgement about the apparent size of a tree while attempting
to depict it. Other examples might include certain perceptual demonstrative thoughts, thoughts
about particulars—standardly expressed through demonstratives, such as “this” or “here”—made
available by one’s perceptual relations to those particulars. Yet, the fact that some perceptual
feature, such as perspectival sensitivity, can be reflected in a perceptually-based cognitive state is
no reason to hold that this feature is not a mark of the perceptual. After all, some features that are
clearly perceptual, such as the apparent length of the lines in the Miiller-Lyer illusion, can be
reflected at the level of perceptual judgment. In the case of the Miiller-Lyer, I may form the
perceptually-based judgement that the lines look to be different lengths, even though I know they
are not. The mere fact that I can form such a judgment does not show that the illusion has a non-
perceptual basis. If anything, the fact that I cannot revise this perceptually-based judgement in
light of my background knowledge is evidence that the illusion is a product of perception.

To assess the adequacy of the perspectival test, we should instead ask whether cognitive
phenomena exhibit perspectival sensitivity independently of the perspectival sensitivity of
perception. An affirmative answer is suggested by the fact that we often change our judgements
and beliefs about things by literally changing our perspectival relations to them. For instance, |
may believe that my bicycle is in the backyard but revise my belief if I change my perspectival
relation to my bicycle by stepping outside. In turn, I may find that my bicycle was in my backyard
yesterday but is now nowhere to be found. Notice, however, that this revised belief is not the result
of a sensitivity to my perspectival relation to the bicycle per se. Rather, the change in my
perspectival relation to the bicycle only results in a revised belief insofar as the change in relation
yields new evidence. The change in perspectival relation plays only an instrumental role in
changing my belief. I would not revise my belief if I were to step outside and find my bicycle in
the same place as before. Likewise, I may have revised my belief in just the same way even if |
did not step outside (e.g., if [ were told that every bicycle in the neighborhood was stolen).

Similar considerations help to disarm other potential counterexamples to the perspectival
test. Consider the game “hot and cold”, in which a small household object is hidden by player 1
while player 2’s eyes are closed. After the object is hidden, player 2 begins to search for it. As
player 2 gets closer to the object, player 1 says, “hotter”. As player 2 gets farther away from it,
player 1 says, “colder”. Now, player 2 may come to form the belief that they are such-and-such a
distance away from the object, and this belief may be evidentially sensitive to the testimony of
player 1, but the belief in question is not sensitive to player 1°s perspectival relations to the object
per se. Again, this is easy enough to appreciate: Had player 3 come along and secretly moved the
object mid-game, player 2 would have still revised their belief in accordance with player 1’s
instructions.

5. The perspectival sensitivity of recognition

In this section, I provide evidence that recognition exhibits perspectival sensitivity. In conjunction
with the perspectival test, these considerations establish that recognition is at least partly
perceptual.
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By way of introduction, consider an experiment by Brady et al. (2008), in which subjects
were instructed to remember 2,500 object images from a range of different object categories over
the course of 5.5 hours. Each image was displayed once for three seconds. An additional task that
required subjects to note image repetitions was also included so that subjects paid attention to each
image. After this initial display, subjects were presented with two images, one “novel” and one
“old” (i.e., an image selected randomly from the 2,500 object images displayed earlier). Subjects
performed a task requiring them to select the image they had seen in the initial display of the object
images. (This type of task is known as a “two-alternative forced choice” task.) In the “novel”
condition, the novel image was of an object that differed in category from any of the objects
depicted earlier. In the “exemplar” condition, the novel image was of a physically distinct object
of the same category as the object depicted in the old image. In the “state” condition, the novel
image was of the same object depicted in the old image but was displayed in a different state or
pose. Changes in the “state” of an object are identity-preserving changes in its initial condition.
For example, a briefcase undergoes a state change in this sense if it goes from being unopened to
being opened. Similarly, a dresser would undergo a state change if one of its drawers were opened.
Changes in the “pose” of an object are changes in the perspective or vantage point from which it
was initially depicted. Across all three conditions, subjects were remarkably accurate: They
correctly identified the old image 93% of the time in the novel condition, 88% of the time in the
exemplar condition, and 87% of the time in the state condition.

These results are interesting for many reasons.'* The main point which I wish to extract
from this study, however, are the results from the state condition. The results of this condition
indicate that our capacity for recognition goes beyond the capacity to distinguish previously
observed objects within or across categories. In the state condition, subjects were significantly
above chance in distinguishing changes in the state or pose of a single object. The finding that
subjects can distinguish changes in the pose of an object would provide evidence that in
recognizing a particular subjects’ responses vary across certain changes in their perspectival
relations.

In Section 3, I claimed that registering that a particular (e.g., an object) has been observed
before is necessary for recognition. Are participants in this experiment really registering that the
objects depicted in the images in the forced choice task are the same objects depicted in the images
they observed several hours earlier? Perhaps participants had a raw feel for which object image in
the forced choice task was the correct one but were unable to recognize the depicted object. There
is reason to think this worry is misplaced. As Brady and colleagues note: “Participant reports

14 For one, they provide a healthy contrast to change and inattention blindness studies. Such studies are frequently
taken to show that we do not internally store rich worldly detail. For instance, Noé (2002) suggests that “work on
change blindness seems to suggest that we may not in fact actually produce ... detailed internal models” (p. 9). As
Noé notes, change blindness studies concern unattended aspects of a scene. Granting that change blindness studies do
not merely reflect difficulties with a post-perceptual comparison process, it may be reasonable to infer from these
studies that we do not generate rich, internal models of those unattended aspects (cf., Simons & Rensink, 2005). By
forcing subjects to allocate their attention appropriately, Brady and colleagues provide evidence that we retain richly
detailed information concerning previously attended aspects of a scene. These results are likely even more striking in
everyday contexts, where objects and scenes tend to be viewed multiple times and for durations extending beyond just
a few seconds. In a task requiring subjects to answer questions concerning the details of previously viewed natural
scene images, performance greatly improved as scene exposure times increased and when the scene was viewed
multiple times before the questions were asked (Melcher, 2006).
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afterward indicated that they were usually explicitly aware of which item they had seen [several
hours before], as they expressed confidence in their performance and volunteered information
about the details that enabled them to pick the correct items” (2008, p. 14327).

Still, there is an alternative explanation of the participants’ results. In the state condition,
each trial involves either (i) a change in the initial condition of the depicted object (its “state”), (ii)
a change in the vantage point from which the object was initially depicted (its “pose™), or (iii) a
change in the object’s state and pose. Given the inclusion of (i) and (iii), it is difficult to rule out
the interpretation that subjects’ strong performance in the state condition is primarily driven by
their capacity to distinguish changes in an object’s state, not its pose. If this were the case, one
might argue that the study by Brady and colleagues does not provide strong evidence that
recognition exhibits perspectival sensitivity. Instead, participants might only be sensitive to non-
relational changes in the depicted object.

A discrimination task by Hollingworth and Henderson (2002) provides further evidence
that recognition exhibits perspectival sensitivity while avoiding this latter worry. Using an eye
tracker, the experimenters allowed subjects to freely view an image of a scene filled with various
objects until they had directly fixated on a target object (e.g., a toy truck or a notepad). Once
subjects had shifted their gaze to another part of the screen, the target object was covered with a
speckled mask. After re-fixating the mask and pressing a button to indicate their readiness, subjects
performed a two-alternative forced choice task in which they were to identify the original scene
among two different versions displayed successively: The original version of the scene and a
version of the scene that was indistinguishable from the original with the exception that the target
object was rotated in depth by 90°.'> (The order was counterbalanced across trials.) If subjects
were insensitive to their perspectival relations to the target object in performing this recognitional
task, their performance should be approximately at chance. Yet, participants were quite successful
in recognizing changes in the orientation of the target object: They correctly identified the initial
orientation of the target object well over 80% of the time. Similar results obtained in another
experiment which involved much lengthier delays between the initial scene display and the
discrimination task (i.e., 5-30 minutes) (2002, experiment 2).

One might worry that these studies do not show that subjects are sensitive to changes in
their perspectival relations to particulars per se. Instead, subjects may only be sensitive to a
particular’s surface features whose visibility is affected by changes in perspectival relations. For
example, certain changes to the orientation of a hammer might render more of its handle visible
while simultaneously rendering less of its head visible. Maybe a sensitivity to differences in these
visible surface features alone explains the results of the above studies. If this is correct, these results
do not establish the perspectival sensitivity of recognition.

A study by Standing et al. (1970) provides evidence in favor of the perspectival sensitivity
of recognition while avoiding this worry. Using a two-alternative forced choice task, Standing and
colleagues showed that subjects are capable of recognizing left-right mirror reversals in images.
Even after significant 30-minute delays, subjects detected mirror reversals well over 80% of the

15 1t is unlikely that a rotation in depth would make a target object consistent with typical orientations in the real
world appear atypical or vice versa. For example, a toy truck sitting wheels down on a table would not suddenly
appear atypical after a rotation in depth. By contrast, reorienting the toy truck so that its wheels face the air would
render its appearance atypical.
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time. These results are significant because mirror reversals alter one’s perspectival relations to
particular without affecting which of its surface features are visible. This indicates that the
perspectival sensitivity of recognition cannot be “explained away” in terms of a mere sensitivity
to differences in visible surface features.

Let me mention a final concern. The issue of whether recognition exhibits perspectival
sensitivity is closely connected to debates concerning the effects of viewpoint on object
recognition. Translated into the context of these debates, the foregoing results would seem to
indicate that object recognition is affected by changes in an object’s viewpoint (relative to the
viewpoint from which it was initially observed). In general, however, the evidence that has
emerged from these debates is mixed, and some studies suggest no effect of viewpoint on object
recognition (see Hummel, 2013). Is this cause for alarm?

The answer would seem to be yes if the debate over the effects of viewpoint on object
recognition is cast in “either/or” terms. Yet, this is probably a false dichotomy. Tarr and Hayward
(2017) provide evidence that, by default, subjects concurrently encode both viewpoint-dependent
and viewpoint-invariant information for the purposes of object recognition but flexibly produce
viewpoint-dependent or viewpoint-invariant responses in object recognition tasks, depending on
the nature of the task (see also Leek & Johnston, 2006). Similarly, these findings mesh with
evidence that two neurally-dissociable subsystems underlie object recognition—a “viewpoint-
dependent” and a “viewpoint-invariant” system—whereby certain contextual factors lead to one
system dominating the other (Burgund & Marsolek, 2000). If a story along these lines is correct,
we should expect studies to produce mixed results regarding the effect of viewpoint on object
recognition.

Translated back into our larger discussion, these results suggest that object recognition
exhibits both perspectival sensitivity and insensitivity—just as perception does. While I have
focused on perspectival sensitivity in this section, the perspectival insensitivity of recognition
would explain why subjects’ performance on recognition tasks is not typically impaired by changes
in vantage point, lighting conditions, etc.

6. Recognition is an interface capacity

The last two sections indicate that recognition is at least partly perceptual. However, the
perspectival test used to establish this conclusion leaves open whether recognition is purely or only
partly perceptual. In this section, I explore two lines of thought in support of the hypothesis that
recognition is an interface capacity that is partly perceptual and partly cognitive. The first concerns
the role of background information in recognition (Section 6.1). The second concerns the role of
long-term memory (Section 6.2). To foreshadow, I find support from the second line of thought—
with one qualification.

I advance our discussion by considering a model of recognition that has remained popular
for several decades. I have in mind Bruce and Young’s (1986) influential model of face
recognition. In what follows, I omit details of the model that are not relevant for our purposes and
focus on the model itself, rather than evidence in favor of it.

Given that our discussion is cast in terms of Bruce and Young’s model, a couple points are
worth mentioning. First, the model is limited in scope and applies only to familiar face recognition.
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This restriction is not entirely artificial since recognition has been researched extensively in the
context of faces. Moreover, it will become apparent that our conclusion straightforwardly
generalizes beyond face recognition. Second, it is always possible that new findings will
undermine the model. Of course, this is true of any model. That said, the model has largely
withstood the test of time. As Burton and colleagues remark: “In the 25 years, since Bruce and
Young published their paper, the core theoretical distinctions it draws have survived remarkably
intact” (2011, p. 953-954).

On Bruce and Young’s model, face recognition begins with a process of “structural
encoding” in which the visual system produces a structural code of a face. A “structural code” is
a representation of a face that abstracts away from certain transient features, such as hairstyle,
while encoding certain invariant features of the face, such as the spatial arrangement of facial
features. While some structural codes, such as those used for the analysis of facial speech, retain
information concerning facial expression, those used for face recognition do not. They do,
however, encode information concerning viewpoint.

These structural codes are transferred to “face recognition units” (FRUs), which store
structural codes corresponding to previously observed faces—abstract long-term memory
representations of previously observed faces. Each FRU yields an activation signal, which is a
function of the degree of resemblance between the structural codes produced by the process of
structural encoding and the structural codes stored in the FRU. A strong FRU activation signal is
an indication that a face is familiar.

A FRU’s baseline activation signal can also be increased by the activation of “person
identity nodes” (PINs). Unlike FRUs, PINs are not modality-specific. For instance, a PIN can be
directly activated by a voice recognition unit—the auditory analogs of FRUs. In turn, PINs can
activate and be activated by other person-specific memories held in central cognition, such as
memories about where or when some individual was born. It is through the activation of PINs that
top-down influences are exerted on FRUs.

6.1 The role of background information in recognition

Let us turn to a first line of thought suggesting that recognition is an interface capacity. One might
think that recognition cannot be purely perceptual because it requires a kind of decision, namely,
a decision that the particular that is currently being observed is the same particular that has been
previously observed. Since Helmholtz, it has been widely claimed that perception requires a
(possibly figurative) form of decision-making or inference. For instance, it is often said that
perceptual systems rely on an assumption that light comes from above to infer the three-
dimensional shape of an object from two-dimensional patterns of light projected on the retina.
Nevertheless, one might suspect that the kind of decision-making needed for recognition requires
access to a sophisticated web of background information. One reason for thinking this is that many
of the particulars we observe and later recognize do not remain constant in appearance over time.
And, if recognition is a task that requires unrestricted access to background information, one may
worry that recognition is too computationally demanding a task for perceptual systems to solve
without the aid of cognition.

On Bruce and Young’s model, the kind of “decision” required for recognizing a face is
rudimentary: A FRU’s activation signal, ceteris paribus, depends on only: (i) the degree of
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resemblance between structural codes and (ii) the activation of certain PINs. Still, one might
wonder whether such a model is too simple to account for the complexity of recognizing a face.
We often see faces from distinct vantage points, under different lighting conditions, with varying
expressions, and so forth. How is the model supposed to account for these complexities?

From the get-go, Bruce and Young were sensitive to these issues, speculating that structural
codes encode only invariant features of faces that are stable over time. A similar approach is
endorsed by Burton et al. (2005), who hypothesize that the stored representations that facilitate
face recognition are produced by a process of averaging that preserves information concerning
invariant facial features while eliminating information concerning transient facial features.
Consequently, superficial variations in facial appearance over time will not be disruptive.
Longmore et al. (2008) offer a different approach, hypothesizing that face recognition is made
possible by storing a collection of richly detailed representations, each produced as a result of a
previous encounter with the face. As the collection corresponding to a particular face F grows, so
does the likelihood that a novel representation of F will resemble one of the representations of F
stored in the collection. Redfern and Benton (2019) suggest combining these two approaches.

Regardless, the systems responsible for face recognition account for variations in the
appearance of a particular face over time without direct access to arbitrary background
information. Face recognition is a complex task, but one that is completed using only face-specific
information.

Consider the following rejoinder. The systems responsible for face recognition may not be
informationally encapsulated from central cognition. After all, Bruce and Young’s model leaves
open the possibility that central cognition can influence the activation signals of FRUs, at least
indirectly through the activation of PINs. If one holds that perceptual systems are informationally
encapsulated from central cognition, one may worry that face recognition cannot be purely
perceptual.

Care must be taken to distinguish the well-established claim that perceptual systems are not
causally encapsulated from central cognition from the contentious claim that perceptual systems
are not informationally encapsulated from central cognition. As Wu stresses, in discussions of
modularity of mind:

The issue is not merely causal but informational encapsulation... reference to
information is reference to semantic content over which computations are performed

. establishing the failure of encapsulation [of system X from system Y] requires
providing a mechanism where... computations [of system X] have access to and use
[system] Y as an informational content resource (Wu, 2013, p. 656).

On Bruce and Young’s model, FRUs cannot perform computations over information—that is,
semantic content—stored in central cognition. This is because no information is transferred from
central cognition to PINs to FRUs. For example, the information Marcus is from Seattle stored in
central cognition is not transferred to PINs, even if the retrieval of this information activates a
certain PIN. PINs do not store biographical information. Since interactions from central cognition
to FRUs are mediated by PINs, the information is not transferred to FRUs either. The systems
responsible for face recognition are thus informationally (but not causally) encapsulated from
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central cognition, according to Bruce and Young’s model, because they cannot access information
housed in central cognition, not even indirectly.'®

6.2 The role of long-term memory in recognition

Let us consider another line of thought suggesting that recognition is an interface capacity. Long-
term memory representations play a constitutive role in recognition. On Bruce and Young’s model,
they take the form of structural codes stored within FRUs. These representations are “stimulus-
independent” in the sense that they are not causally sustained by a distal stimulus by means of a
present proximal stimulus, such as a pattern of light impinging on the retina (Beck, 2018). Yet, it
is often said that, unlike cognitive representations, perceptual representations are stimulus-
dependent, suggesting that the structural codes in Bruce and Young’s model fall on the cognition
side of the perception-cognition divide.

In assessing this line of thought, it is important to distinguish a FRU’s activation signal
from the structural codes stored within a FRU. In cases of successful face recognition, a face is a
distal stimulus that causally sustains the activation signal of the appropriate FRU by means of a
proximal stimulus. So, unlike structural codes, a FRU’s activation signal is stimulus-dependent.'”
At the personal-level, these activation signals correspond to a stimulus-dependent recognitional
response.

It might be argued that what distinguishes perceptual from cognitive representations is not
stimulus-dependence per se, but that the former function, or aim, to represent in a stimulus-
dependent fashion (cf., Phillips, 2017; Beck, 2018). One motivation for this amendment is that it
allows certain representations to count as perceptual even in cases of hallucination; in such cases,
a representation cannot be stimulus-dependent, though it might function to represent in a stimulus-
dependent fashion. This amendment does not reduce the force of the present line of thought. It is
not merely that long-term memory representations are stimulus-independent. It is apparent from
reflecting on their role in our cognitive economy that they also function to represent in a fashion
that is causally independent of any present (as opposed to past) stimulus. Thus, a long-term
memory representation can be said to fulfil its function even if the represented stimulus no longer
exists.

It might also be argued that certain perceptual representations nonetheless function to
represent in a stimulus-independent fashion. The most compelling examples that come to mind

16 The distinction between causal and informational encapsulation adds a layer of interpretive complexity to studies
which emphasize the role of conceptual processing in recognition. Schwartz and Yovel (2019) show that associating
conceptual information with a face during an encoding phase facilitates later recognition. The experimenters rule out
a range of explanations of this benefit (e.g., that it is due to more elaborate or global face processing) to show that it
arises because of the formation of a conceptual representation. Nevertheless, the experimenters do not specify how
this conceptual representation improves later recognition. On one interpretation, conceptually represented information
improves recognition through an indirect causal influence on FRUs. On another interpretation, the systems responsible
for face recognition perform computations over the conceptually represented information associated with the
previously encoded face. Only the latter interpretation threatens the hypothesis that facial recognition systems are
informationally encapsulation from central cognition. Yet, it is unclear why this interpretation ought to be favored
over the former.

17 To claim that a FRU’s activation signal is stimulus-dependent is not to deny that there are other factors relevant to
sustaining and altering it.
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involve so-called “assumptions” made by perceptual systems, such as the assumption made by the
visual system that light tends to come from above. While new experiences may cause one to revise
such assumptions (Adams et al., 2004), arguably, the aim of these assumptions is to represent the
environment in a way that is not causally sustained by any present proximal stimulus.

Yet, a popular view is that these assumptions are not explicitly represented by
perceptual systems at all. They are what Pylyshyn (1999) calls “natural constraints”. As he
puts it, “[t]he visual system does not need to access an explicit encoding of the constraint: it
simply does what it is wired to do, which, as it happens, means that it works in accordance
with the constraint discovered by the theorist” (p. 354; see also Orlandi, 2014). The visual
system merely behaves as if it were operating under the assumption that light comes from
above. If this is right, these assumptions cannot be examples of perceptual representations
that function to represent in a stimulus-independent fashion.

Of course, a popular view is not necessarily a correct one. Although I am drawn to
the natural constraints view, I shall not try to defend it here. Instead, I conclude with a
qualification: Insofar as there are no perceptual representations that function to represent in
a stimulus-independent fashion, long-term memory representations are cognitive
representations. In turn, recognition is partly cognitive because it in part constitutively
depends on such representations. Although our discussion has been cast in terms of Bruce
and Young’s face recognition model, this conclusion generalizes to any form of recognition
that in part constitutively depends on long-term memory representations (e.g., familiar object
or scene recognition).

7. Conclusion

I have argued that considerations relating to perspectival sensitivity indicate that recognition
(in the token sense) is at least partly perceptual. Given the constitutive role of long-term
memory representations in recognition, I found reason to think that recognition is also partly
cognitive. In sum, recognition is an interface capacity that straddles the border between
perception and cognition.

Our conclusion bears on the views set out by Strawson, Evans, and Peacocke (Section
1). One consequence of our discussion is that a creature incapable of forming long-term
memories would lack a capacity for recognition. For Evans, this creature would lack a very
basic means of identifying particulars non-descriptively; for Strawson, this creature would
have no means of identifying particulars. On Peacocke’s view, such a creature would be
conceptually impoverished relative to us. It would not possess the concept “Lincoln Plaza”,
or any other recognitional concept for that matter. In short, if Strawson, Evans, and Peacocke
are correct, long-term memory is significant for much more than remembering—it plays a
foundational role in identification and concept possession as well.

Key questions remain. How are we to understand intellectually robust forms of
recognition (e.g., recognizing a familiar mathematical proof)? What are the epistemic
dimensions of recognition? In the next chapter, I focus on just one question that naturally
arises from the present discussion: What is the role of affect in recognition?
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Chapter 2: A puzzle concerning the role of affect in recognition
1. Introduction

Recognition and feeling go hand in hand. Recognizing a favorite childhood toy in an
unexpected location may be a source of surprise or joy; recognizing a bully from
elementary school can stir up feelings of fear or anger. A misplaced sense of familiarity
without recollection might be partially responsible for the idiosyncratic feelings that are
characteristic of déja vu (see Cleary, 2008). Salient feelings such as these tend to be
present when something strikes us as familiar, occupying the foreground of one’s
experience. Other examples are more subtle, such as when one enjoys a feeling of warm
comfort while driving along familiar route. One reason for this connection is that we often
care about the people, places, and things we are most familiar with, so recognizing these
things invariably generates an affective response.

But how exactly are we to understand the role of affect in recognition? The
paragraph above hints at the idea that recognition causes certain affective responses. But
does affect play a constitutive role in recognition? The Causalist says no. According to
Causalism, affect is only causally implicated in recognition—either as a cause or a causal
byproduct of recognition (or both).!® In contrast, the Constitutivist says yes. According to
Constitutivism, part of what it is to recognize a person, place, or thing is to enjoy a certain
affective response—a feeling inherent in the process of recognition, so to speak. To my
knowledge, the distinction between Causalism and Constitutivism has not been
acknowledged in the philosophical literature. In this chapter, I explore both views and
highlight the difficulty in trying to assess which is correct.

To better understand the disagreement between Causalists and Constitutivists, it is
useful to have an intuitive grip on the causal-constitutive distinction. A sculptor uses a
chisel to shape a piece of clay. Slowly, a statue takes form. The chisel is part of the causal
story as to how the statue came into existence but, unlike the clay, does not constitute it.
Similarly, smoke is caused by fire but does not constitute it. Rather, it is a byproduct of the
exothermic reactions between fuel and oxygen that constitute fire. Of course, not all
examples are so clear cut. For instance, theorists debate whether the prefrontal cortex
(PFC) partly constitutes the neural basis of consciousness or is merely causally implicated
in it (Block, 2007; Michel and Morales, 2019). Those who endorse the latter view accept
that the PFC partly constitutes the neural basis of verbal report, though they deny that
verbal report is itself necessary for consciousness.

The disagreement between Causalists and Constitutivists bears directly on our
understanding of certain clinical disorders involving recognition. I touch upon this shortly
in my discussion of Capgras syndrome—a condition characterized by the delusional belief
that certain familiar individuals have been replaced by imposters. It is also relevant to our
understanding of artificial facial recognition systems. Consider whether your smartphone
recognizes you. In simplified terms, existing facial recognition systems, such as those
found in smartphones, work by matching an aggregated dataset of images of a face to a

18 Although I do not discuss this option elsewhere in the paper, the Causalist might also claim that affect is causally
implicated in recognition through a common causal structure.
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novel image of that same face. This is by no means an easy task, given the variation in a
face’s appearance over time (e.g., in lighting, facial expression). Importantly, however,
feeling plays no role in this matching process. The Causalist is in a position to claim that a
smartphone is capable of genuine face recognition since on their view affect is non-
essential for recognition. In contrast, according to the Constitutivist, my smartphone might
be able to reidentify me with some success, but it does not recognize me. "’

My eventual plan is to introduce Capgras syndrome as a case study for exploring
the disagreement between Causalists and Constitutivists in more concrete terms. In turn, [
suggest three possible ways of resolving this disagreement and show why none are
particularly satisfying. First, however, some ground-clearing is in order.

2. The causalist-constitutivist dispute

To start, what are some of the characteristics of affect, or feeling? (A clarification: I use the
terms ‘affect’ and ‘feeling’ interchangeably.) For one, affective responses are often said to
be valenced, a dimension that corresponds to their pleasantness or unpleasantness in
quality. A feeling of disgust possesses a negative valence while a feeling of joy possesses a
positive valence. Likewise, feelings are often said to possess a variable degree of intensity,
or arousal. Slight annoyance, for instance, is a low intensity feeling. A number of theorists
accept that all feelings possess both valence and intensity (see, inter alia, Reisenzein,

1994; Russell, 2003; Colibazzi et al., 2010).

Other characteristics are either less widely endorsed or fail to apply to all feelings.
An example of a less widely endorsed characteristic is dominance. The rough idea is that
feelings high in dominance, such as anger, tend to produce more controlling behavior than
feelings low in dominance (so-called “submissive” feelings), such as fear.?’ An example of
a characteristic that fails to apply to all feelings is intentionality, or aboutness, at least the
sort of intentionality that is directed at particular people, places, and things. Kind (2014)
distinguishes two types of feelings on this basis: emotions, which exhibit this sort of
intentionality, and moods, which typically do not. Accordingly, undirected boredom or
depression qualifies as a mood, whereas directed anger at a broken computer qualifies as
an emotion.

What is recognition? A first pass answer is that it is a mental process that functions
to reidentify people, places, and things on the basis of their appearance. This answer
provides a useful starting point since it leaves open whether affect plays a causal or
constitutive role in the mental process. Here, the relevant sense of recognition is foken-
recognition, which is to be distinguished from #ype-recognition, a process of grouping
things into general categories on the basis of their appearance (see Abid, 2021). If I have
never seen a particular dog before, I cannot to token-recognize it, though I can type-

19 Another possible response on behalf of the Constitutivist is to restrict the scope of their view to apply only to
creatures sufficiently like us. With this restriction in place, the Constitutivist need not deny that smartphones and
other artificial systems are capable of recognition. I consider a different restriction on Constitutivism in 5.3.

20 Dominance plays a central role in the influential PAD model introduced by Mehrabian and Russell (1974).
According to the PAD model, all feelings can be classified using the dimensions of valence (or “pleasure”), arousal,
and dominance.
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recognize it as a dog. Two different types of token-recognition are often distinguished:
familiarity and recollection (Mandler, 2008; Yonelinas, 2010).2! Unlike recollection,
familiarity does not involve the retrieval of contextual information about one’s previous
encounter with a person, place, or thing. For instance, a person might strike me as familiar
even if [ cannot recollect who they are, or where or when I last saw them. The debate
between Causalist and Constitutivists primarily concerns the role of affect in familiarity.

The Causalist-Constitutivist dispute needs to be disentangled from a longstanding
debate over whether there is a sui generis feeling of familiarity. The idea that there is some
such feeling is found in the works of James (1890) and Russell (1921), who both speak of
“the” feeling of familiarity without attempting to reduce it to some other feeling. In
contrast, this idea is ridiculed throughout the later works of Wittgenstein. It is a mistake,
Wittgenstein thinks, to posit some unique, elusive, and inarticulable feeling of familiarity
since “there are a great many different experiences, some of them feelings, which we might
call ‘experiences (feelings) of familiarity’” (1969: 181). Accordingly, the feeling of
familiarity is a misnomer; what we in fact have is a heterogenous jumble of different
feelings, such as surprise, joy, anger, etc. The dispute over whether there is a sui generis
feeling of familiarity is orthogonal to the dispute between Causalists and Constitutivists.
The former concerns the nature of the affective response that accompanies recognition; the
latter concerns the nature of the relation between this affective response and recognition.

3. Phenomenological considerations

Does phenomenology support Constitutivism over Causalism? The Constitutivist might
argue that the qualitative character of recognition—what it is like to recognize a familiar
person, place, or thing—can only be characterized by reference to affect. What else, aside
from feeling, would explain the qualitative contrast between, say, recognizing a familiar
city street and seeing that same street anew? By denying that affect plays a constitutive
role in recognition, the Constitutivist may claim that the Causalist fails to acknowledge
that there is anything that can be properly regarded as the qualitative character of
recognition. At most, the Causalist can claim recognition has a “secondhand” qualitative
character that derives from the feelings causally associated with it.

The Causalist will not find these considerations compelling. For one, the Causalist
may simply reject that recognition has any essential qualitative character. This accords
with the earlier suggestion that artificial facial recognition systems are capable of
recognition, even if we suppose there is nothing it is like to be such a system.
Alternatively, the Causalist may grant that recognition has an essential qualitative character
but deny that it must be characterized as a feeling. Perhaps the qualitative character of
recognition consists in a perceptual experience of familiarity. We do, after all, speak of
things looking familiar, sounding familiar, etc.

21 It is worth remarking that this taxonomy, which draws on findings from scientific psychology, deviates from our
folk psychological taxonomy. For one, folk psychology does not distinguish type- and token-recognition. Moreover,
within our folk psychological taxonomy, the relationship between familiarity and recognition is opaque. These are
not objections to the taxonomy on offer, as long as we remain clear that it is not an attempt to reconstruct our folk
psychological taxonomy.
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This latter suggestion might be met with suspicion. Lyons (2005) denies that there
is a perceptual experience of familiarity. Focusing on vision, Lyons points out that there
need not be much visual similarity among the class of things that are familiar to a given
subject. For example, a person on Walnut Street may be familiar to me. At the same time,
Walnut Street itself may be familiar to me. Yet, it is clearly false that the person looks like
Walnut Street. For Lyons, the upshot is that “looking familiar” is just a loose way of
talking—a shorthand for referring to a feeling of familiarity.

This conclusion is premature. Lyons’s reasoning at most establishes that the
experience of familiarity is unlike, say, the experience of motion or shape in that it cannot
be adequately characterized at the level of what we perceptually experience. Lyons does
not, however, eliminate the possibility that the experience of familiarity consists in a
certain way, or manner, of perceiving things (e.g., the person on Walnut Street and Walnut
Street itself).?> As an analogy, if I remove my eyeglasses, everything may look blurry.
Lyons may correctly point out that there is little in the way of visual resemblance among
the things I see, but this does not imply that we are somehow mistaken in supposing these
things all look blurry. After all, blurry may characterize the way that these things are
presented in vision. On this view, blurriness is not a feature of the world. Blurry is #ow the
world is visually experienced. This is why something can look blurry, but it cannot in any
literal sense look to be blurry (Smith, 2008). In this way, blurriness is distinguished from
fuzziness. Something can look to be fuzzy, such as an image with an indistinct boundary
projected on a screen.?

The upshot is that the dispute between Causalists and Constitutivists cannot be easily
resolved by appeal to phenomenology. Instead, phenomenological considerations lead to
an impasse.

4. Capgras syndrome

To further illustrate the difficulty of resolving the dispute, let us consider the question of
whether persons suffering from Capgras syndrome recognize their loved ones. Capgras
syndrome, first described by Joseph Capgras and Jean Reboul-Lachaux in 1923, is
commonly distinguished by its highly topic-specific (“monothematic” or
“monosymptomatic”) delusions concerning the identity of familiar individuals.?* As Ellis
and colleagues put it:

The Capgras delusion is characterized by the patient insisting that others, usually
those quite close emotionally, have been replaced by doubles, impostors or robots.
This bizarre belief can arise as a monosymptomatic delusion held with conviction
despite insight into its irrationality and unbelievability. It has been noted to follow
various types of brain injury, has been reported for patients from many different

22 In representational terms, this “way of perceiving” is often referred to as a manner of representation, a
characterization of how some representational content is represented (Chalmers, 2004). Certain naive realist
approaches also appeal to ways of perceiving (see, e.g., Campbell, 2016).
2 For an overview of various accounts of blurry vision, see Allen (2013).
24 Although most Capgras delusions concern the identity of familiar persons, this is not always the case. For
instance, some Capgras delusions concern familiar animals (Darby and Caplan, 2016).
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cultures, and presents a significant risk of violence against the alleged impostors
(1997: 1085, citations omitted).

The most widely accepted explanation of Capgras syndrome—at least instances that
are confined to the sense modality of vision—is that the disorder (in part) originates from a
failure to form appropriate affective responses to the faces of familiar individuals (Ellis
and Young, 1990; Ellis et al., 1997; Hirstein and Ramachandran, 1997).2° The strongest
evidence for this claim is that the skin conductance responses (SCRs) of visual Capgras
patients to the faces of familiar and unfamiliar individuals—a measurement commonly
used to assess affective responses to stimuli—are virtually indistinguishable. These same
patients show normal SCRs to familiar and unfamiliar auditory tones, so it cannot be that
these patients simply show no differential SCRs to familiar and unfamiliar stimuli in
general. Rare instances of Capgras syndrome that are isolated to the auditory modality are
explained in terms of a failure to form appropriate affective responses to the voices of
familiar individuals (Lewis et al., 2001). Moreover, in patients with auditory Capgras
syndrome, SCRs to the voices—but not faces—of familiar and unfamiliar individuals are
virtually indistinguishable.

Assuming this widely accepted explanation is correct, Causalists will be able to
claim that visual Capgras patients can recognize the faces of familiar individuals through
sight alone despite failing to form an appropriate affective response. This would imply that
the disrupted response of the Capgras patient is post-recognitional. In support of this claim,
Capgras patients tend to perform moderately well on facial reidentification tasks (Hirstein
and Ramachandran, 1997; Ellis et al., 1997), such as the Warrington Recognition Memory
Test in which patients are simultaneously shown images of two distinct faces—one novel
and one displayed along with dozens of others at an earlier point—and are forced to decide
which they have seen before.

Constitutivists will insist that Capgras patients cannot recognize the faces of familiar
individuals through sight alone since, on their view, forming an appropriate affective
response is part of what it is to recognize a familiar face. Intuition might seem to favor
Constitutivism. It is odd to claim that Capgras patients recognize their loved ones but
regard them as imposters. Yet, this view has the consequence that moderately successful
performance on a facial reidentification task is possible even if one is incapable of
recognizing a familiar face.?® Who is correct?

5. Resolutions

I can imagine three possible resolutions to this dispute. First, it may be that the new or
existing evidence puts the matter to rest. Second, it may be revealed that the dispute is

25 According to “two-deficit” accounts of delusion formation (Langdon and Coltheart, 2000; Coltheart, 2010), visual
Capgras delusions arise from an impaired affective response to faces along with an impaired capacity for doxastic
evaluation.
26 In defense of Constitutivism, this consequence is not as outlandish as it initially seems. For instance, even if
Capgras patients are incapable of recognizing familiar faces, they may still complete the Warrington Recognition
Memory Test by reidentifying idiosyncratic facial features (e.g., short noses, pronounced ears) rather than by
reidentifying faces as such. As I discuss shortly, the Causalist can accommodate the possibility that Capgras patients
are incapable of recognizing familiar faces.
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merely verbal. Finally, and related to the previous option, it may be that the dispute is
settled by disambiguating the relevant sense of recognition. In this section, I discuss each
of these possible resolutions in turn and show why none are particularly promising.

5.1 New or existing evidence

It may be that new or existing evidence concerning the role of affect in recognition settles
the matter. I am doubtful that the dispute will be resolved in this way since any such
evidence will presumably be open to two mutually inconsistent interpretations. Which
interpretation is regarded as the more plausible one will depend on one’s antecedent
position in the debate. For example, suppose that new neuroimaging evidence indicates
that activity in neural region X (e.g., a part of the limbic system) correlates with the
affective responses associated with recognition. The Constitutivist will presumably
interpret this finding as an indication that region X belongs to one of the neuroanatomical
pathways for recognition (see 5.3 below), while the Causalist will instead suggest that
region X lies outside any such pathway. Anatomical distinctions reflect one’s theoretical
commitments.

Similar considerations apply in the case of behavioral evidence. Suppose it is shown
that subjects have an improved ability to recognize friends in low-resolution photographs
when they are in a good mood.?’ At first blush, such a result would seem to support
Constitutivism. Yet, the Causalist could offer their own interpretation of the finding
according to which a subject’s affective state is dissociable from the process of recognition

but nonetheless exerts a causal influence on it—what amounts to a kind of top-down
feedback.

Indeed, the Causalist might extend this interpretation to provide a more nuanced
explanation of Capgras syndrome than the one given in §4. As I mentioned earlier,
Capgras patients tend to perform moderately well on facial reidentification tasks. However,
this is not to say that they perform equally well as control subjects; in fact, at least one
study indicates they do not (Fiacconi et al., 2014; see also Lucchelli and Spinnler, 2008).
In light of this disparity in task performance, the Causalist may grant that Capgras patients
suffer from an impairment in familiar face recognition but claim that an absence of
affective feedback explains why this is so.?

Just as both the Causalist and Constitutivist can provide competing interpretations of
the influence of affect on recognition, both can offer competing interpretations of the
influence of recognition on affect. Consider the mere exposure effect: Familiar stimuli are
usually evaluated more positively than novel stimuli (Zajonc, 1968). For instance, we tend
to find a face more attractive if we have seen it before. While it may seem that the mere

27 This hypothetical result would differ from existing evidence indicating that subjects are more likely to mistakenly
judge that a stimulus is familiar when they are in a good mood (Garcia-Marques et al., 2004). An explanation of this
latter finding is that subjects tend to use positive affect as a heuristic guide to familiarity, especially in situations of
uncertainty (Monin, 2003).

28 An explanation along these lines is suggested by Fiacconi et al. (2014). This disparity in task performance may
also be explained by a perceptual or memory deficit unrelated to affect. For evidence for the latter possibility, see
Darby and Sashank (2016).
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exposure effect is grist to the mill of the Constitutivist, the Causalist will contend that the
phenomenon can be understood in causal terms: positive affect is a causal byproduct of
recognition. Hence, a competing interpretation is again available to the Causalist.

5.2 A verbal dispute

A second possibility is that it may become apparent that the dispute is a verbal
disagreement concerning the correct use of the terms ‘recognize,” ‘recognition,’ etc.
Though I find this resolution more plausible than the last, it certainly seems as though the
issue is non-verbal—that there is an objective fact of the matter, independent of the way in
which we use our words, as to whether Capgras patients recognize their loved ones. In any
case, even if the dispute partly concerns our use of words, it does not wholly concern our
use of words. The dispute has implications for the kinds of interpersonal relationships
Capgras patients are able to enter into, whether they are responsible for acts of violence
towards alleged imposters, the evidential status of a witness testimony they might provide
in a court of law, their knowledge of the past, and so on. These implications are arguably
all non-verbal. In contrast, wholly verbal disputes typically lack non-verbal implications.

As an aside, even if we were to conclude that the dispute is wholly verbal, this would
not in itself guarantee a resolution to the debate by revealing it to be non-substantive.
While many wholly verbal disputes are non-substantive, it is doubtful that all are. In
certain fields, such as linguistics or philosophy of language, substantive disputes are
almost entirely over words (Chalmers, 2011). Examples can be found within the
philosophy of mind as well, such as disputes over how we ought to understand the term
‘representation.” In my mind, these disputes are verbal, but they are also substantive.?’ In
opting for a particular interpretation of the term, theorists are attempting to track an
explanatorily significant notion within cognitive science—they are not merely expressing
arbitrary preferences. We cannot rule out the possibility that a parallel point applies when
it comes to the terms ‘recognize,’ ‘recognition,’ etc. The general lesson is that it is a
mistake to assume a dispute will evaporate just because it concerns language.

5.3 Reconciliation through disambiguation

Related to the last option, reconciliation might be achieved through disambiguation. The
most promising suggestion along these lines comes from Ellis and Young (1990), who
distinguish between conscious “overt” recognition associated with a ventral stream
pathway, which runs from the brain’s occipital to temporal lobes, and unconscious
“covert” recognition associated with a dorsal stream pathway, which runs across the
occipital to parietal lobes. They hypothesize that overt recognition is preserved in Capgras
syndrome, while covert recognition is impaired because of damage to the dorsal stream
(see also Ellis and Lewis, 2001). Importantly, they claim that processing within the dorsal
stream is what imbues one’s impression of a face with an “affective tone” that is missing in

2 To be clear, not all theorists characterize these disputes as verbal (see, e.g., Orlandi, 2014, pp. 117-120). It seems
to me that part of the hesitancy in regarding these disputes as verbal stems from conflating verbal with non-
substantive disputes.
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the case of Capgras syndrome. This hints at the possibility that Constitutivism may be
correct if restricted to just covert recognition.

To be clear, in claiming that the Capgras patients cannot imbue faces with an
affective tone, Ellis and Young are not committed to claiming that Capgras patients
experience no affective response whatsoever as a result of seeing their loved one. In
Capgras syndrome, there is a hypothesized mismatch between the outputs of the overt
recognition system (“I recognize them”) and the covert recognition system (“I do not
recognize them™). It is possible that this mismatch induces an anomalous affective
response in the patient upon seeing their loved one, such as a feeling of unfamiliarity.

In any case, there are difficulties with the suggestion that Constitutivism may be
correct if restricted to just covert recognition associated with a dorsal stream pathway.
First, it presupposes that information processing in the ventral stream is responsible for the
character of one’s conscious experience while information processing in the dorsal stream
is not. This is a widely held presupposition, but some deny it. Wu (2014), for instance,
argues that information processing in the dorsal stream is responsible for the experience of
a stable world despite quick, pervasive movements of our eyes that result in constant
changes in the retinal image—a phenomenon known as “space constancy.” (To appreciate
the failure of space constancy, gently press on your eye with a finger and notice how
everything seems to move.) If this is right, it is a mistake to regard the dorsal stream as an
unconscious “zombie” stream.

Bracketing this concern, the Constitutivist may worry that this reconciliation is too
concessive. By restricting Constitutivism to just unconscious covert recognition, we
undercut the phenomenological considerations that the Constitutivist raised against the
Causalist in §3, namely, that affect must play a constitutive role in recognition if we are to
explain the qualitative character of recognition. This point, after all, pertains only to
conscious overt recognition.

These first two difficulties might be brushed aside. In response to the first
difficulty, even if we are skeptical of the idea that the dorsal stream is responsible for
unconscious processing while the ventral stream is responsible for conscious processing,
we can still make sense of a non-anatomical distinction between a covert recognition
system associated with affective responses and an overt recognition system that is not,
which is all that is needed to articulate the restricted version of Constitutivism. In response
to the second difficulty, we have already seen that phenomenological considerations are
not effective against the Causalist, so no argumentative ground would be lost if the
Constitutivist were to abandon them.

Yet, there is a deeper difficulty that cannot easily be surmounted: One worries that
the disagreement between Causalists and Constitutivists will simply resurface after we
restrict our attention to covert recognition. That is, the role of affect in covert recognition
will itself be a source of debate. The Causalist will claim that affect is only causally
implicated in covert recognition, whereas the Constitutivist will claim that it plays a
constitutive role. No argumentative advances are made by the restriction to covert
recognition. In fact, casting the disagreement in these terms introduces new epistemic
difficulties. Unconscious perception is notoriously difficult to study; theorists do not even
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agree whether it exists (Peters et al., 2017). If unconscious perception is some indication,
we should expect serious hurdles when it comes to the study of unconscious covert
recognition. For this reason, reconciliation through disambiguation is ultimately a non-
starter.

6. Conclusion

While the disagreement between Causalists and Constitutivists is significant and arguably
non-verbal, as our discussion of Capgras syndrome helps illustrates, it is far from obvious
how we should go about resolving it. Neither phenomenology nor new empirical evidence
appears capable of advancing the debate beyond a stalemate. Likewise, the most obvious
route to reconciliation through disambiguation looks to be a non-starter. We are therefore
left with a puzzle concerning the role of affect in recognition.

Analogous puzzles seem to arise in other domains involving affect. For example, is
the feeling of knowing causally or constitutively implicated in knowledge? Is a feeling of
effort causally or constitutively implicated in action? Should the relationship between
affect and perception be understood in causal or constitutive terms? It remains to be seen
just how closely these cases align with the present discussion. Still, if what I have said is
any guide, providing answers to these questions will be no straightforward task.

In this and the previous chapter, I have investigated whether perception, cognition,
and affect play a constitutive role in recognition. However, I have not yet addressed the
question of what exactly it is to recognize a particular person, place, or thing. This—and
closely related questions concerning the explicability and analyzability of recognition—are
the focus of the next chapter.
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Chapter 3: The irreducibility of recognition
1. Introduction

In this chapter, I focus on the question of what it is for a subject to recognize a particular. Some
examples of this phenomenon are vivid and infrequent, such as when you recognize a lake you
have not visited since you were a child. Other examples are mundane and pervasive, such as
when you recognize your scarf hanging on the restaurant coat rack. Also notable are our failures
to recognize, for instance, when your colleague in the hallway fails to recognize you and walks
by without saying a word. While these examples all involve sight, other sense modalities also do
the job (e.g., when we recognize a loved one by the sound of their voice or a favorite trinket by
touch). Here, the relevant sense of recognition is one that involves the reidentification of
particulars, such as people, places, and things. This sense of recognition is to be distinguished
from the recognition of people, places, and things as such, for example, when you recognize the
creature in the bushes as a tiger.>

Aside from its intrinsic interest, the question of what it is to recognize a particular is
worth exploring because it appears to be a precondition for other important aspects of thought.
Thus, it has been argued that the capacity for recognition is necessary for the identification of
particulars (Strawson, 1959; cf. Evans, 1982), non-probabilistic forms of reasoning (Evans,
ibid.), a conception of the same material object extended over time (Swinburne, 1969), and the
possession of a range of concepts, including locational concepts, such as the concept Lincoln
Square, and demonstrative concepts, such as the concept that shade (Peacocke, 1992 and
McDowell, 1994, respectively). A common thread underlying these arguments is that our
capacity for recognition plays a foundational role in our mental economy. In due course, I argue
for a more precise version of this idea.

The question is also connected to the work of cognitive scientists who have explored the
subpersonal underpinnings of recognition. Perhaps the most influential contribution along these
lines is Bruce and Young’s (1986) familiar face recognition model. On this box-and-arrow
model, the face of an individual is inputted into a system that produces a structural code of that
face, in essence, a description of that face stripped of its facial expressions. This newly produced
structural code is matched against old codes stored in dedicated systems called face recognition
units. The rough idea is that if a match is made, the face is treated as familiar by the system,
though this can be overridden by a decisional mechanism if the face is judged to belong to, say, a
friend’s never before seen doppelginger.?! As we will see, there is a pervasive inclination to
extend such “matching” explanations to the personal level. A secondary aim of this chapter is to
diagnose why such explanations are destined to fail.

I begin by considering an analysis of recognition in terms of a relation of re-acquaintance
(Section 2). Even with supplementation, this analysis cannot explain mundane cases in which

30 Are these two different senses of recognition dissociable from one another? The answer seems to be yes. You
might recognize the tiger in the bushes as a tiger without recognizing it in the reidentificational sense (e.g., if you
have never encountered that specific tiger before). Conversely, you might recognize the tiger in the bushes in the
reidentificational sense even if you do not recognize it as a tiger (e.g., you might think it is a bear). For a more
detailed discussion of the dissociation between these two different senses of recognition, see Abid (2021).

31 For a discussion of recognition in light of the possibility of unfamiliar duplicates, see Evans (1982, pp. 278-284).
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standing in the re-acquaintance relation with a particular does not suffice for recognizing it.
What is missing from this first analysis is an internal connection between one’s past and present
encounters with a particular. I turn to an alternative analysis which seeks to explain recognition
using the framework of mental files (Section 3). While this second analysis avoids the problems
faced by the first, it nonetheless fails to explain instances of recognition that involve familiarity
without recollection.

The idea that recognition eludes explanation becomes the dominant theme in the
remainder of the chapter. Inspired by the remarks of Wittgenstein and Evans, I introduce what I
call the Inexplicability Thesis, according to which recognition cannot be mentalistically
explained (Section 4). After unpacking the relevant notion of mentalistic explanation, I argue
that the Inexplicability Thesis leaves us with a meta-explanatory problem: We need an
explanation for why we cannot provide a mentalistic explanation of recognition (Section 5).

I develop an ontological solution to this meta-explanatory problem according to which
recognition cannot be subjected to mentalistic explanation because it is an irreducible mental
capacity. My solution respects the observation that our capacity for recognition depends on more
basic perceptual capacities for detection and discrimination (Section 6). Nevertheless, if I am
right, there is no X such that the capacity for recognition fu/ly depends on the capacities for
detection, discrimination, and X (where X need not be just one mental capacity). I show how my
solution can be established non-circularly by treating the irreducibility of recognition as an
empirical hypothesis (Section 7). I conclude by briefly discussing non-mentalistic explanations
of recognition (Section 8).

2. Recognition as re-acquaintance

It might initially seem that recognition is simply a matter of observing a particular twice over. To
see why this suggestion is overly simplistic, it is instructive to consider the following first-pass
proposal:

Recognition as Re-Acquaintance: A subject S recognizes some particular o just in
case S is re-acquainted with o.

Let us say that S is re-acquainted with o just in case S was perceptually acquainted with o in the
past and is perceptually acquainted with o again in the present. In this context, we should adopt
a liberal conception of perceptual acquaintance to allow for cases of indirect perception in which,
for instance, S recognizes a celebrity on the street despite having only previously seen them on
television.

As it stands, there are obvious counterexamples to Recognition as Re-Acquaintance.
Suppose that §’s memory of o is totally wiped because of a severe accident. With no memory of
o whatsoever, S will not recognize o. Yet, this complete eradication of memory concerning o will
not prevent S from standing in the re-acquaintance relation with o.

32 For a discussion of the relation of re-acquaintance, see Recanati (2012, pp. 86-88). While some of Recanati’s
remarks suggest that he endorses Recognition as Re-Acquaintance, I set these exegetical issues aside for now and
focus on discussing the proposal in its own right.
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Counterexamples persist even if we restrict ourselves to ‘well-functioning’ subjects—
whatever exactly that might amount to. Suppose that some well-functioning subject S stands in
the re-acquaintance relation with some particular o. Suppose further that o has changed some of
its superficial appearance properties—properties that are inessential to sustaining o’s numerical
identity over time. For instance, if o is a person, we might imagine that o has changed their hair
color, grown facial hair, developed a few wrinkles, etc. (On any non-eliminativist theory of
personal identity, o can retain their numerical identity despite such changes.) If this change in
appearance properties is drastic enough, S will no longer be able to recognize o. To take an
extreme example, if o is wearing thick face paint, S will not be able to recognize o despite
standing in the re-acquaintance relation with them.

In fact, it is not even essential that o change its superficial appearance properties.
Suppose that § is an untalented astronomer and that o is a star clearly visible in the night’s sky.
Even after a great deal of practice, S may be unable to recognize o. (“All the stars look the same
to me!”) Yet, all the conditions necessary for S to stand in the re-acquaintance relation with o
might be met: $ may have clearly perceived o in the past, guaranteeing prior perceptual
acquaintance with it, and stand in the very same acquaintance relation with o in the present.

The problem, in its most general form, is that a subject S can stand in the re-acquaintance
relation to a particular o without reidentifying o. However, S cannot recognize o unless S
reidentifies o. Hence, S may stand in the re-acquaintance relation to o but fail to recognize o.

Putting things this way suggests that the problem might be avoided if we add a
reidentification condition to the re-acquaintance relation. The rough idea would be that a subject
counts as reidentifying a particular if they in some way register that they have observed it before.
Let us say that a subject S stands in the re-acquaintance* relation to a particular o just in case S
stands in the re-acquaintance relation with o and, in addition, reidentifies o.

This is not an adequate fix. Standing in the re-acquaintance* relation is still not sufficient
for recognition. This is because reidentification is itself not sufficient for recognition (although it
is necessary). To see this, note that the untalented astronomer may reidentify the North Star even
if they are unable to recognize it; they might, for instance, reidentify it by asking a professional
astronomer to point it out or by using a mobile phone app. Similar considerations apply in the
case of a friend wearing face paint that makes them unrecognizable. Recognizing something is
just one way of reidentifying it.

In these cases of reidentification without recognition, the issue is that there is no internal
connection between S’s past and present acquaintance with o. In such cases, S perceives o and
has a memory of o, but fails to link their perception and memory of o. This raises the question:
What exactly does it mean to ‘link’ one’s percept of o with their memory of 0? To provide an
answer to this question, I turn to an attempt to analyze recognition using the framework of
mental files.*?

33 A different approach takes inspiration from the causal theory of seeing (Grice, 1961). According to the simple
version of the theory, S sees x just in case x causes S to have a visual experience as of x. Perhaps an analogous
theory could be constructed for recognition by building on the notion of re-acquaintance: S recognizes x just in case
x causes S to have a recognitional experience as of x when S is re-acquainted with x. Now, there are well-known
counterexamples to the simple causal theory of seeing involving deviant causal chains. For example, suppose S is in
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3. Recognition via linking

Many theorists have been drawn to the idea that a file-like structure pervades our minds. So-
called ‘mental files’ have been invoked to provide psychologically realistic accounts of
continued belief over time, informative identity statements, etc. This raises the question: Could
mental files be used to analyze recognition?

Consider the following approach:

Recognition via Linking: A subject S recognizes some particular o just in case a
perceptual file of o initiated by S at time ¢ is linked to a memory file of o initiated by
S at some earlier time 7”34

Perceptual and memory files are both types of mental files. While much has been said
about mental files, the important point for our purposes is that a mental file about o contains—
but is itself distinguishable from—a cluster of information taken to correspond to o and o
alone.* We might think of a cluster of information about o as a set of predicates all taken to
apply to o or, slightly more figuratively, as a body of documents all taken to pertain to o.%¢
Regardless, once a mental file is created, it comes to function as a repository for information
specifically about o. If the cluster of information contained in a mental file about o derives from
S’s present perceptual acquaintance with o, the mental file is a perceptual file. If the cluster of
information instead derives from S’s past acquaintance with o, the mental file is a memory file.

When two files are linked, information flows freely from one file to the next. Put
differently, during the period in which two files are linked, it is as if their information is
contained in a single file. Linking is a transient operation. Paradigmatic examples of linking
involve the acceptance of an informative identity. If I accept that Clark Kent is Superman, my
CLARK KENT and SUPERMAN files get linked. Consequently, informational integration across

the immediate presence of x but S’s visual experience as of x is a result of the manipulations of a neurosurgeon, as
opposed to being caused by x as would normally be the case (No€, 2003). And suppose that the neurosurgeon does
this because of x. For example, a manipulative neurosurgeon might see x in the immediate presence of S and
subsequently devise a plan is to create a visual experience in S indistinguishable from one normally caused by x,
thereby leading to a causal chain from x to S mediated by the neurosurgeon. Intuitively, S does not see x, but S’s
visual experience as of x is nonetheless caused by x (through a deviant causal chain). Counterexamples like these,
which require an articulation of the ‘right sort” of causal chain, plague the analogous causal theory of recognition.
An additional problem specific to the causal theory of recognition is that it is unclear what a “recognitional
experience” might amount to. The most promising candidate is a feeling of familiarity. This feeling does accompany
some instances of recognition. For instance, I enjoy a feeling of familiarity when I recognize a colleague by surprise
in a foreign city. However, some hypothesize that the feeling of familiarity occurs only if there is a violation of
expectation (Whittlesea and Williams, 2000). This hypothesis seems to correctly predict that a feeling of familiarity
would not be stirred up if I were to recognize a colleague in the hallway at work—just where I expect to encounter
them. Similarly, it would seem to vindicate Wittgenstein’s (1958/1969) skepticism that a feeling of familiarity must
be stirred up every time someone, for instance, gazes at their old coat and hat (a context in which there is no
violation of expectation). If this hypothesis is correct, it would be misguided to think that a recognitional experience
consisting in a feeling of familiarity accompanies each instance of recognition.

34 A predecessor of this approach can be found in the works of Strawson (1974, pp. 46-7).
35 This claim is accepted even by theorists who deny that the referent of a file is fixed by the descriptive information
contained in that file (see Perry, 1980 and Recanati, 2012).
36 See Perry (1980) and Schroeter (2007), respectively.
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files becomes possible. Suppose that the predicate IS A SUPERHERO is contained in my
SUPERMAN file and that the predicate LOVES LOIS LANE is contained in my CLARK KENT file. If
these two files are linked, I will be able to infer that a superhero loves Lois Lane. Note that my
CLARK KENT and SUPERMAN files do not collapse into a single file after being linked.*’

There are a few reasons for having doubts about Recognition via Linking. Some argue
that it conflicts with a plausible criterion for token-individuating mental files.>® My concern is
that it cannot explain cases of recognition that involve familiarity without recollection.

Familiarity is often contrasted with recollection, which requires the retrieval of
contextual information about a particular. In contrast to recollection, a particular can strike one
as familiar even if one cannot pinpoint when or where one last observed it. Consider the classic
butcher in the bus example (Mandler, 1980). I get on a bus and notice a seemingly familiar
person sitting in the back. Even though I am sure I have seen this person before, I cannot
recollect who this person is, where I last saw them, etc. It is only affer the individual leaves the
bus that I can recall who they are—my butcher.

How might we make sense of that moment in which I could not recollect anything about
the person on the bus even though they struck me as familiar? It cannot be in terms of the linking
of perceptual and memory files. If these files were linked, I would be able to freely integrate
information contained in my memory file with information contained in my perceptual file. I
would, for instance, be able to infer that the person sitting on the back of the bus cuts meat. Yet,
this is precisely what does not happen in the example above. I cannot recall even the most
rudimentary information corresponding to my previous encounter with the person.*

Nevertheless, such information is clearly stored in my memory file of the individual. A
simple prompt might be all I need to access a great deal of information about them. For instance,
if you were to remind me that the individual is my butcher, I might reply, “Yes, of course, now I
remember; they were wearing a blood covered smock the last time I saw them.” Therefore, it
cannot simply be that the cluster of information contained in my memory file is empty.

Could the problem be one of information retrieval? Perhaps my perceptual and memory
files are linked even though I am unable to retrieve information about my past encounters with
the individual. It is hard to make sense of this suggestion. Again, if my perceptual and memory
files were linked, there would be free information flow between the two files. Consequently, we
would expect a symmetry in the retrieval of information from each file: I would either be (i) able
to retrieve information from both files or (ii) unable to retrieve information from either file. What
we in fact find is an asymmetry in retrieval. On the one hand, I can retrieve some information
about the individual, namely, information contained in my perceptual file (e.g., that the person
sitting in the back of the bus is wearing blue). So, (ii) is not an option. On the other hand, I
cannot retrieve information about my past encounters with the individual, information housed in

37 See Lawlor (2001); Recanati (2012).
38 See Recanati (2012, pp. 84-5).

3 It is for this reason that there is little use in appealing to what we might call proto-linking, an operation between
two distinct files allowing for a restricted flow of information from one to the other. What is distinctive about cases
of familiarity without recollection is that there is no information flow between files.
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my memory file. So, (i) is also not an option. Against the present suggestion, the most plausible
reason why this asymmetry exists is that my perceptual and memory files are not linked.

Could it be that familiarity is an altogether different phenomenon than recognition? If so,
cases of familiarity without recollection would not be a threat to Recognition via Linking.
Although it might seem that this suggestion is vindicated by an appeal to ordinary language, this
is incorrect. While we sometimes speak of familiarity and recognition contrastively (e.g., “I
didn’t recognize them, but they still seemed familiar”), this is not always the case (e.g., “1
recognized a familiar face in the crowd”). What should we make of this? A natural interpretation
is that the term ‘recognize’ (in its colloquial sense) is polysemous. In the contrastive cases, we
use the term restrictively, requiring a subject to recollect their past encounter with a particular to
count as having recognized it. In the non-contrastive cases, we use the term more permissively,
allowing for familiarity-based recognition (without recollection). But if this is right, then appeals
to ordinary language cannot delineate the underlying phenomena.

A more promising route would be to appeal to existing psychological models as a guide.
Here, we find that matters are more conclusive: The suggestion that familiarity is a distinct
phenomenon from recognition straightforwardly conflicts with widely accepted “dual-process”
models of recognition (Mandler, 2008; Yonelinas, 2010). These models understand recollection
and familiarity as two processes that can each give rise to recognition: You can recognize a
person, place, or thing by recollecting your past encounter with it (recollection-based
recognition), or you can simply recognize a person, place, or thing as familiar (familiarity-based
recognition). If these models are correct, then cases of familiarity without recollection are
genuine instances of recognition and hence counterexamples to Recognition via Linking.

In sum, Recognition via Linking provides only a partial explanation of recognition.*’
This is no accident: There is a sense in which recognition can never be fully explained. To bring
this point into focus, it will help to turn to the work of Wittgenstein and Evans.

4. The inexplicability thesis

For both Wittgenstein and Evans, a tempting yet ultimately false explanation of recognition
involves a process of matching one’s past and present impressions of a particular—a process
akin to comparing an object with its picture by holding them side-by-side. Wittgenstein writes:

It is easy to misconceive what is called “recognizing”; as if recognizing always
consisted in comparing two impressions with one another. It is as if [ carried a
picture of an object with me and used it to identify an object as the one represented
by the picture. Our memory seems to us to be the agent of such a comparison, by
preserving a picture of what has been seen before, or by allowing us to look into the
past (as if down a spyglass) (1953/2009, §604).

40 Perhaps in that moment of familiarity without recollection I entertain a thought of the form: There exists a
memory file of that person sitting in the back of the bus. While this suggestion does not vindicate Recognition via
Linking, it does hint that Mental File Theory might be able to account for cases of familiarity without recollection.
The challenge for this approach is to specify the conditions under which I would entertain this existential thought.
Presumably, I would need to stand in some appropriate relation to the person in question. What would this relation
consist in? The discussion in Section 2 makes clear that spelling out this relation it is non-trivial.
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Let us call this process of comparing past and present impressions impression matching.
By invoking impression matching to explain recognition, we arrive at:

Impression Matching: A subject S recognizes a particular o just in case S matches
past and present impressions of o.

Both Wittgenstein and Evans find Impression Matching implausible. For Wittgenstein,
Impression Matching is phenomenologically inadequate. In recognizing a particular, it is not as
though one has a sense of a side-by-side comparison of two distinct impressions (ibid., §605).
For Evans, problems arise because Impression Matching fails to explain cases in which a
particular is familiar to us even though we cannot recollect our last encounter with it, such as in
the butcher in the bus example (Section 3). It is difficult to see how Impression Matching is
supposed to apply in these cases. For in such circumstances a subject lacks access to their past
impressions of the particular in question (e.g., the butcher), precluding a comparison of past and
present impressions. Evan’s worry is not so different from the worry raised against Recognition
via Linking, suggesting that Recognition via Linking is a descendant of Impression Matching.

Although it seems to me that these criticisms are largely successful, I do not consider
them in detail. My primary interest is instead in the alternative that emerges in light of these
criticisms. Inspired by Wittgenstein’s remarks, Evans writes:

Only the conviction that it [Impression Matching] must be so, that the process of
recognition would be incomprehensible unless it were so, could blind one to the fact
that it is not so. Perhaps, in some sense or other, information about the object’s
appearance is stored in the nervous system, but this is not information which the
subject has, or in any sense uses to effect an identification [viz., a
reidentification]... We need not use anything to make an identification...the
philosophical resistance to the idea that there are certain things we just do, for
which a neural, but not mental, explanation should be provided, are brilliantly
analysed by Wittgenstein... (1982, p. 288, italics added).

Evans does not explicitly claim that recognition cannot be explained in this special mentalistic
sense, only that it should not. 1 find it quite plausible that the reason why Evans thinks we should
not offer such an explanation is that we cannot—it is a forlorn cause. Regardless of whether this
interpretation is correct, the important point for our purposes is that Evans’s remarks suggest a
thesis that is independently interesting:

The Inexplicability Thesis: Recognition cannot be mentalistically explained.

Before evaluating the Inexplicability Thesis, let us take a moment to clarify the relevant
sense of mentalistic explanation. Distinguishing mentalistic explanation from neighboring
explanations will allow us to acknowledge that there are non-mentalistic forms of explanation
applicable to recognition. I turn to the issue of what would justify the Inexplicability Thesis in
later sections.

To begin, consider the finding that cortical activity in the parahippocampal place area
(PPA) and the retrosplenial cortex (RSC) is closely correlated with scene recognition (Epstein
and Higgins, 2007). We cannot dismiss these regions as explanatorily irrelevant to scene
recognition, given that they may ultimately play a key role in an explanation of its neural basis.
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This is to say that denying that there can be a mentalistic explanation of recognition must be
compatible with accepting that there can be neural explanation of it, a point that Evans explicitly
grants in the passage above. The difference is that while mental phenomena are a part of the
explanandum of both a neural and mentalistic explanation, they are only part of the explanans of
a mentalistic explanation.

Denying that there can be a mentalistic explanation of recognition must also be
compatible with accepting that there can be a subpersonal explanation of recognition cast in
information-processing terms—the sort of explanation a cognitive psychologist might provide
(cf. Section 1). Evans implicitly leaves room for such an explanation, admitting that “If we were
programming a computer to recognize faces, we should programme it to be sensitive to the ratios
of the distances between various facial landmarks...” (1982, p. 290). Nevertheless, information
about facial landmark ratios would be quite alien to a subject gua subject. This much is
evidenced by the fact that a subject would be surprised to learn that they possessed such
information, even if they were able to comprehend it. Unlike a cognitive psychological
explanation, the explanans of a mentalistic explanation is couched at the personal level.*!

Finally, denying that there can be a mentalistic explanation of recognition must be
compatible with accepting that we can specify its causal role with respect to other mental
phenomena. If Lewis (1972) is correct, we can always analytically define a mental state (event,
process, etc.) as the occupant of a unique causal role provided by folk psychology (viz., as the x
such that x causes such-and-such behavioral responses, is causally related to such-and-such other
mental states, and is caused by such-and-such sensory stimuli). If such functional definitions are
counted as mentalistic explanations, we would render the claim that recognition cannot be
subjected to mentalistic explanation trivially false. The way out of this problem is to note that a
mentalistic explanation, unlike a functional definition, is a species of non-causal explanation.

Putting these threads together, a mentalistic explanation is a non-causal explanation that
takes a mental phenomenon as its explanandum and includes other mental phenomena as a part
of its personal-level explanans. When Locke seeks to explain a complex idea in terms of a
combination of simple ideas, he is providing a mentalistic explanation. Impression Matching and
Recognition via Linking are both attempts to provide mentalistic explanations of recognition.*?

5. The meta-explanatory problem

4! By invoking the notion of a mental file, one might worry that Recognition via Linking falls short of this
requirement for mentalistic explanation. I think this worry is misplaced. Most theorists hold that mental files play a
role in our cognitive economy at the personal level, though they occasionally appeal to the subpersonal level to
explain how mental files work (see, inter alia, Jeshion, 2010; Recanati, 2012, ch. 8; Papineau, 2013; Goodman,
2016). At the subpersonal level, the relevant notion is that of an object file. For a recent discussion of object files,
see Green and Quilty-Dunn (2021).

4 Additional examples of mentalistic explanation can be found throughout contemporary philosophy of mind.
Consider higher-order theories of consciousness. As Gennaro writes, “...[higher-order] theories attempt to explain
consciousness in mentalistic terms, that is, by reference to such notions as ‘thoughts’ and ‘awareness’” (2004, p. 2).
On standard versions of the higher-order theory, consciousness is mentalistically explained in terms of the
interaction between two nonconscious mental states: a mental representation R and a higher-order representation of
R. As a second example, consider theories which attempt to explain concepts in terms of their possession conditions
(see, e.g., Peacocke, 1992). Such theories can be understood as providing a mentalistic explanation of individual
concepts in terms of the capacities of a thinker who has mastered them.
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While the failure of Impression Matching and Recognition via Linking might motivate us to
accept the Inexplicability Thesis, a rejection of the former does not justify an acceptance of the
latter. Without any supplementary reasoning, it would be fallacious to infer that there could be
no mentalistic explanation of recognition from the isolated failure of these two attempts. After
all, what assurance do we have that there is no other mentalistic explanation of recognition—one
that avoids the objections raised thus far?

To put matters slightly differently, by pointing out the problems with Impression
Matching and Recognition via Linking, we provide negative arguments in favor of rejecting
specific mentalistic explanations of recognition. However, these arguments do not speak to the
independent plausibility of the Inexplicability Thesis. This puts the Inexplicability Thesis in a
dialectically weak position, making its adequacy dependent on the inadequacy of every other
possible mentalistic explanation of recognition.

Might we instead opt for the non-modal claim that recognition has not yet been
mentalistically explained—in contrast to the modal claim that recognition cannot be
mentalistically explained? The problem is that this non-modal claim looks much more like a
sociological observation than a philosophical position, and it is vulnerable to the possibility of
forthcoming mentalistic explanations of recognition.

If the Inexplicability Thesis is to be retained, we need an explanation (or better: a meta-
explanation) for why there could be no mentalistic explanation of recognition. Call this the meta-
explanatory problem.

6. The recognitional capacity as bedrock

Broadly speaking, there are two strategies for solving the meta-explanatory problem. One
strategy would be to identify some epistemic basis for why we cannot mentalistically explain
recognition. Maybe some idiosyncratic feature of the human mind makes it the case that we
cannot provide a mentalistic explanation of recognition, leaving us cognitively closed off with
respect to it.** Such an approach seeks to provide an epistemic answer to the meta-explanatory
problem. A different strategy—the one I shall pursue—would be to demonstrate that no
mentalistic explanation of recognition can be provided because recognition is, in some sense,
mentally foundational. This latter strategy aims to provide an ontological answer to the meta-
explanatory problem.

What would it mean to be mentally foundational? We can provide an answer to this
question by drawing on the notion of a mental capacity. A mental capacity is a kind of mental
tool which possesses some function.** We can distinguish the possession of a mental capacity
from its exercise—the latter being a mental activity or process. A subject can possess a mental
capacity without exercising it—just as one can own a tool without using it. When a mental
capacity is successfully exercised, its function is fulfilled.*> On this line of thought, recognition is

43 Cf. McGinn (1989). One issue: It seems that this epistemic strategy only explains why we cannot mentalistically
explain recognition, not why recognition cannot be mentalistically explained simpliciter—as suggested by the
Inexplicability Thesis.

4 This paragraph draws on Schellenberg’s (2018) discussion of mental capacities.

45 Millar (2008) holds that the recognitional capacity can only be exercised if it is successfully exercised. I remain
neutral on this point.
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the exercise of a mental capacity with the function of reidentifying previously observed
particulars.*®

We would like to say that some mental capacities are more basic than others. That is to
say, at least in some cases, the possession of some capacity x depends on the possession of some
other capacity y, but not vice versa.*’ It is plausible, for example, that one cannot possess the
mental capacity for multiplication without possessing the capacity for addition, although to the
dismay of elementary school math teachers the converse is not true. This is compatible with the
idea that for some capacities x and y, the possession of x and y are mutually dependent—neither
being more basic than the other. Important for our purposes, it is also compatible with the idea
that some mental capacities are bedrock in that their possession does not depend on the
possession of any other capacities. The present proposal is that the mind at its most foundational
level decomposes into bedrock mental capacities.*®

If the recognitional capacity were bedrock, any attempt to provide a mentalistic
explanation of recognition would be fruitless: We would not be able to mentalistically explain
the capacity for recognition in any more basic mental terms. Moreover, if this suggestion were
correct, the explanatory failures of Impression Matching and Recognition via Linking could be
chalked up as special instances of this more general mistake.

Nonetheless, there is a prima facie and an ultima facie objection to the claim that the
recognitional capacity is bedrock. The prima facie objection is that the recognitional capacity is
too sophisticated and flexible to be a bedrock capacity. As noted in passing earlier, we are
frequently able to recognize a particular despite considerable changes in its superficial
appearance properties. Familiar face recognition is the paradigm example. We possess a tacit
sense that a face can vary in certain ways while retaining its numerical identity. This is no small
feat; after all, there is at least some sense in which a face does not look the same across changes
in, say, facial expression. A picture of an individual’s smiling face would be a poor pixel-by-
pixel match with a picture of that same individual’s grimacing face. In both children and adults,
this attunement to the identity of a particular face despite such variation appears to be present
only after repeated exposures to the face (Baker et al., 2017), indicating the flexibility of our
capacity to recognize faces. This worry is, of course, far from decisive, given that we have no
principled reason for thinking that bedrock mental capacities must be inflexible or
unsophisticated.

The ultima facie objection is that there are at least two mental capacities whose
possession is more basic than the possession of the capacity for recognition. These are the
detection and discrimination capacities that function to perceptually isolate a particular from its

46 T am not assuming that the only way to reidentify a previously observed particular is by recognizing it (cf. Section
2). More generally, I am not assuming that the only way to fulfil the function of a mental capacity is by exercising
that capacity. There may be other ways of fulfilling that function. As an analogy, the function of a hammer is to
drive in nails, but it is certainly possible to drive in nails without the use of a hammer.
47 The relevant notion of dependence is ontological. For present purposes, it does not matter whether ontological
dependence is treated as a primitive or is analyzed in terms of some other metaphysical notion, such as essence.
48 Cf. Searle (1983).
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surroundings.*’ These capacities are phylogenetically ancient. Even ants possess the capacity to
discriminate harmless in-group members from dangerous out-group members, acting
aggressively towards the latter but not the former (Stroeymeyt et al., 2010). I claim that one
could not possess a capacity for recognition without possessing these detection and
discrimination capacities.

The rationale for this last claim is that we cannot be said to possess a mental capacity if
we could never successfully exercise it and, by extension, never fulfil its function. Applied to the
present point, this means that we could not possess the capacity for recognition if we could never
reidentify previously observed particulars. Yet, at least for creatures like ourselves, the
reidentification of a particular proceeds via the successful exercise of detection and
discrimination capacities that allow us to single it out from its surroundings. In order to
reidentify a particular o at time ¢, it must be observed at ¢, and it must have been observed at
some earlier time ¢’. Both the observation of o at 7 and the earlier observation of o0 at ¢’ depend on
the successful exercise of detection and discrimination capacities that allow us to single o out
from its surroundings. If we did not possess these detection and discrimination capacities, it
would not be possible for us to observe and, hence, recognize o. On the basis of these
considerations, it appears that the recognitional capacity is not bedrock.

7. The recognitional capacity as irreducible

One might think the foregoing considerations demonstrate that an ontological answer to the
meta-explanatory problem cannot be provided. This is too hasty a conclusion. For even if the
possession of the capacity for recognition depends on the possession of detection and
discrimination capacities, it still appears that the capacity for recognition is not reducible to other
mental capacities. Can we make sense of this suggestion? One thing is clear: To avoid producing
a question-begging answer to the meta-explanatory problem, ‘reducible’ must mean more than
just explainable in this context.’® Let us say a mental capacity is reducible just in case its
possession fully depends on the possession of some other mental capacities; if there is no such
full dependence, the capacity is irreducible. Thus, the capacity for recognition is reducible just in
case there is some X such that the possession of the capacity for recognition fu/ly depends on the
possession of the capacity to discriminate, detect, and X (where X need not be just one capacity).
If there is no such X, the capacity for recognition is irreducible to other mental capacities, even if
it is not bedrock.

If the capacity for recognition were irreducible, any attempt to provide a mentalistic
explanation of recognition would be incomplete. Such a mentalistic explanation is not merely
incomplete in the sense that it is an explanation sketch, an outline of an explanation that one
hopes can be, at least in principle, eventually filled out.! Rather, there would always be a

4 These capacities are discussed extensively by Schellenberg (2018). To be clear, I am interested in a (human or
non-human) subject’s capacity for detection and discrimination—that is, detection and discrimination capacities at
the personal-level. Nevertheless, I do not wish to deny that these capacities can also be characterized at the
subpersonal-level. The latter characterization is at play, for instance, when cognitive neuroscientists speak of edge
detection in the primary visual cortex.

50 For a discussion of explanatory and non-explanatory senses of reduction, see Sarkar (1992).

31 See Hempel (2002).
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missing piece to the mentalistic explanation—the X that can never be included as a part of the
explanans.

The final step of this ontological solution to the meta-explanatory problem involves
demonstrating that the recognitional capacity is irreducible—that there is no X to play the part.
There is at least one reason for thinking it is an irreducible mental capacity: It appears that
recognition cannot be subjected to mentalistic explanation. Now, this reasoning is clearly
circular, at least if the hypothesis that the recognitional capacity is irreducible is to support the
claim of the Inexplicability Thesis that recognition cannot be subjected to mentalistic
explanation.>?

Yet, there is an alternative to engaging in circular reasoning. We can treat the suggestion
that the recognitional capacity is irreducible as an empirical hypothesis. Support for this
hypothesis would come from evidence showing that the capacity for recognition can be
possessed without possessing a range of other mental capacities (apart from detection and
discrimination capacities). Although the hypothesis is clearly falsifiable, no single finding—or
even collection of findings—can verify that it is correct; nevertheless, a large body of supporting
evidence might be gradually built.

I can imagine someone objecting to this empirical approach on the grounds that it is a
conceptual truth, or close to it, that some sort of memory—what we might call ‘recognitional’
memory—is required for recognition. But this is a red herring. For granting this truth would not
establish that there is a memory capacity distinct from the recognitional capacity itself, such as
an episodic or working memory capacity, that must be possessed if one is to possess a capacity
for recognition. Indeed, neuropsychological evidence indicates just the opposite. The capacity for
recognition is spared among elderly patients and patients with head trauma whose memory
capacities are otherwise greatly impaired, as evidenced by poor performance on various explicit
memory tasks (e.g., word recall tasks). Over a wide range of different delay periods, these
patients’ performance on a recognition-based picture reidentification task was comparable to the
performance of control subjects without any memory impairments (Spikman et al., 1995). A
similar pattern of results was found among amnesia patients (Volpe et al., 1986) and in a case
study involving a patient suffering from brain damage which resulted in memory loss due to
meningitis (Aggleton et al., 2005).

These studies provide some indication that the possession of the capacity for recognition
does not depend on the possession of any memory capacity (apart from the recognitional
capacity itself). This, in turn, partially vindicates the empirical hypothesis that the recognitional
capacity is irreducible.

In addition to neuropsychological evidence, there is ethological and developmental
evidence for the hypothesis. A capacity for recognition is possessed by rats, as evidenced by
above chance performance on object recognition tasks (Aggleton, 1985), and even certain
electric fish who can recognize other individual fish by detecting the specific frequencies of their
electrical organ discharges (Harvey-Girard et al., 2010). It is also well-established that human

52 Another problem with this reasoning is that there may be alternative explanations as to why recognition cannot be
subjected to mentalistically explanation; as I mentioned above, the explanation as to why recognition cannot be
mentalistically explained may have an epistemic basis.
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infants possess a capacity for recognition (see Rose et al., 2004 for review). While we human
adults certainly do share commonalities with rats, electric fish, and infants, these other life forms
also lack many of the same mental capacities we possess, such as linguistic and certain
metacognitive capacities.>?

Finally, there is room to combine neuropsychological, ethological, and developmental
evidence to support the hypothesis. One example, which involves a hybrid
neuropsychological/ethological approach, is a study showing that rats with certain impaired
learning capacities—evidenced by their poor performance in learning the locations of platforms
in a navigation task—had no issue recognizing familiar objects. As the experimenters put it: “In
contrast to the learning of several spatial locations, object-recognition memory was normal in
PDAPP animals [i.e., the group of rats in question] across their lifespan” (Chen et al., 2000, p.
977). A similar study was conducted using a group of macaque monkeys with brain damage
resulting in impaired performance on a task requiring them to learn which among several items
they should touch in order to receive a reward (Browning et al., 2010). Despite their poor
performance on this learning task relative to a control group, the macaques’ performance was
normal in an object recognition task.

These studies provide some indication that the possession of the capacity for recognition
does not depend on the possession of some other learning capacity, again partially vindicating
the hypothesis.

While more evidence is needed to put this empirical hypothesis on firm footing, the
foregoing discussion makes it apparent that there is a non-circular support for the suggestion that
the recognitional capacity is irreducible. Likewise, it is clear how to proceed. In schematic terms,
we establish that there is no X such that the possession of a capacity for recognition fully
depends on the possession of a capacity for discrimination, detection, and X by showing that for
various candidate Xs, a creature can possess a capacity for recognition (as evidenced by above-
chance performance on recognition-based tasks) while failing to possess a capacity for X (as
evidenced by at or below-chance performance on appropriate behavioral tasks).

8. Conclusion

I began by highlighting problems with various attempts to analyze recognition—Recognition as
Re-Acquaintance, Recognition via Linking, and Impression Matching. This, in turn, led me to
introduce the Inexplicability Thesis, according to which recognition cannot be subjected to
mentalistic explanation. I found that the Inexplicability Thesis left us with a meta-explanatory
problem: We needed an explanation for why recognition cannot be mentalistically explained. I
suggested an ontological answer to this meta-explanatory problem—that the capacity for
recognition cannot be mentalistically explained because it is bedrock. While this seemed to
provide a tidy solution to the meta-explanatory problem, this approach turned out to be a non-
starter since the recognitional capacity is not bedrock after all. Nonetheless, I argued that a

33 For evidence suggesting that rats and human infants possess some metacognitive capacities, see Foote and Crystal
(2007), and Goupil and Kouider (2016), respectively. To my knowledge, there is presently no evidence that fish
possess any metacognitive capacities.
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neighboring ontological solution is available: Recognition cannot be mentalistically explained
because the recognitional capacity is irreducible.

It is important to note that the Inexplicability Thesis does not rule out various non-
mentalistic explanations of recognition. As I mentioned in Section 4, we can offer neural and
cognitive psychological explanations of recognition, and we can also specify its causal role with
respect to other mental phenomena—what amounts to a causal explanation. One additional
possibility worth mentioning, if only briefly, is that we can provide a taxonomic explanation of
recognition. Such an explanation would enrich our understanding of recognition by identifying
and demarcating its different senses. I provide a taxonomic explanation of recognition in recent
work (Abid, 2021). The central distinction in this taxonomy is between the recognition of types
(e.g., recognizing a dog as such) and the recognition of instances of types (e.g., recognizing
some particular dog). In turn, familiarity and recollection are both characterized as ways of
recognizing instances of types. Importantly, since this taxonomic explanation does not
presuppose that there is any mentalistic explanation of recognition, it is compatible with the
Inexplicability Thesis.

The distinction between these two different senses of recognition brings an outstanding
issue into focus. While we have concentrated on the recognition of instances of types, one
wonders whether parallel considerations apply to the recognition of types. For Evans, the answer
would seem to be yes: “For of course what I say about the process of recognition applies no less
to the recognizing of something as a dog (the recognition of a type) than to the recognition of
particular instances of that type” (1982, p. 289). Unfortunately, a discussion of this last point will
have to wait until another time.

In the next and final chapter, I turn to a widespread disruption of our recognitional
capacity that has serious practical consequences: the cross-race effect. I argue that the cross-race
effect has been mischaracterized by contemporary psychologists. By more accurately
characterizing the cross-race effect, we put ourselves in a better position to help mitigate some of
its harmful effects.
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Chapter 4: Towards a two-factor approach to the cross-race effect
1. Introduction

The cross-race effect (CRE) is standardly characterized as the finding that individuals are
generally better at recognizing previously observed faces of members of their own race (own-
race faces) than faces of members of other races (other-race faces).>* The CRE has been
replicated extensively (Meissner and Brigham, 2001; Young et al., 2012). Likewise, it has been
observed in individuals belonging to different racial groups (Ng and Lindsay, 1994) and in
children less than a year old (Kelly et al., 2007).

While the existence of the CRE is largely undisputed, there is little agreement about the
mechanisms underlying it. Two theories have dominated. Perceptual expertise theories claim the
CRE is a perceptual effect that derives from a lack of contact with other-race faces. Social-
cognitive theories claim the CRE is explained not by a lack of perceptual expertise, but by a
difference in ingroup/outgroup classification that causes an other-race face to be processed
differently from an own-race face. While these two theories are often framed as competitors,
hybrid theories have combined elements of both (see Young et al., 2012).%

My central thesis is that the CRE has been mischaracterized in the contemporary
psychological literature. It is widely assumed that there is just one factor associated with the
CRE: a difficulty in recognizing other-race faces relative to own-race faces (Factor I). This
much is assumed by perceptual expertise and social-cognitive theories (discussed in more detail
in Sections 2-3), along with their corresponding hybrid theories. I argue that this assumption is
flawed (Section 4). In addition to Factor 1, the CRE involves a limited metacognitive awareness
of one’s difficulty in recognizing other-race faces (Factor 2). In contrast to existing one-factor
approaches that focus exclusively on Factor 1, I advocate a two-factor approach to the CRE that
seeks to explain both of its associated factors.

In the second half of the chapter, I focus on developing a specific version of the two-
factor approach. In general, a two-factor approach can draw on existing theories of the CRE to
account for Factor 1 but must provide a supplementary explanation of Factor 2. I hypothesize
that Factor 2 is a product of our tacit yet mistaken assumption that we can recognize individuals
of all races equally well (Section 5). One prediction of this hypothesis, which is borne out, is that
subjects judge themselves to be equally likely to recognize individuals regardless of their race.
This prediction is not offered by a competing hypothesis which appeals to our general tendency
towards overconfidence when task performance is poor. I show how my preferred two-factor
approach can be extended to apply to neighboring phenomena, such as our difficulty in
recognizing the faces of members of age groups different than our own (Section 6).

There are several motivations underlying the development of a two-factor approach. The
first concerns the practical consequences of the CRE. One particularly grave consequence
pertains to eyewitness testimony. It has been estimated that over 1/3 of wrongful convictions in

34 The cross-race effect is also called the “own-race bias” or the “other-race effect.”

35 In emphasizing that the CRE involves both perceptual deficits (as emphasized by perceptual expertise theories) as
well as cognitive deficits (as emphasized by social-cognitive theories), hybrid theories align with the view that
recognition constitutively involves both perception and cognition (Abid, 2022).

41



the United States involve the misidentification of an individual belonging to a race other than the
witness’s (Innocence Project, 2008). The CRE is a likely cause of many of these eyewitness
misidentifications and, by extension, wrongful convictions. The CRE can be dehumanizing in
other ways as well. For example, by frequently misidentifying individuals belonging to other
races, we (as teachers, supervisors, etc.) fail to adequately acknowledge them and thereby create
an unwelcoming atmosphere. The fact that this consequence is unintended does not curtail its
effects. In due course, I argue that a two-factor approach to the CRE helps us better understand
the harms it causes.

A second motive concerns the connection between the CRE and racism. This connection
can be investigated through a series of related questions. Is the CRE a cause of racism? Is the
CRE caused by racism? Is CRE itself racist? Answers to these questions turn on our
understanding of the nature of both racism and the CRE. For example, we would expect different
answers to these questions depending on whether individuals or social institutions are assumed to
be conceptually foundational in understanding racism. Similarly, our answers will vary
depending on how exactly the CRE is characterized. Part of the motivation of the present chapter
is to sharpen our understanding of the CRE so that we are in a better position to provide such
answers.

A final motivation for developing a two-factor approach is to pinpoint why exactly the
CRE is epistemically problematic, a task more difficult than one might initially expect.
Assuming that our face recognition capacities must be ‘tuned’ to certain groups of faces at the
expense of others, it would seem to make sense from an epistemic perspective to tune our
recognitional capacities to own-race faces as opposed to other-race faces, given that we tend to
interact with members of our own race more often than members of other races. Assuming this
tuning strategy maximizes the overall reliability of our recognitional capacities, it becomes hard
to say what is epistemically defective about our enhanced ability to recognize own-race faces. I
argue that we can identify what is epistemically problematic about the CRE by instead focusing
on the metacognitive limitation associated with it, which systematically distort our understanding
of our own recognitional capacities (an issue I return to in Section 7).

2. Perceptual expertise theories

In this section and the next, I provide a brief overview of existing psychological theories of the
CRE. I focus primarily on perceptual expertise and social-cognitive theories, beginning with the
former.

Perceptual expertise theories start with the observation that people are often, though not
always, exposed to individuals of their own race much more frequently than individuals of other
races. This frequent exposure is said to result in a perceptual expertise for own-race faces that
facilitates recognition of these faces relative to other-race faces. In turn, the CRE is explained in
terms of this selective perceptual expertise.

Perceptual expertise theories are supported by evidence that increased contact with other
races can reduce and even reverse the CRE. For instance, Chiroro and Valentine (1995) find that
the CRE for White faces is attenuated in Black individuals with a high degree of contact with
Whites. Similarly, Sangrigoli et al. (2005) show that Korean children adopted between the ages
of 3-9 years and raised in France recognize White faces more accurately than Asian faces. Since
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children first exhibit the CRE by 6-9 months of age (Kelly et al., 2007), long before any of the
children in this study were adopted, we can be confident that this was a genuine reversal of the
standard CRE.

What kind of processing advantage would perceptual expertise confer? The answer varies
depending on the version of the perceptual expertise theory in question. Michel et al. (2006)
stress that perceptual expertise allows for an own-race face to be processed in a configural
fashion; in contrast, other-race faces are processed in a feature-based, or piecemeal, fashion.
Although exact definitions of “configural” and “feature-based” processing differ among
experimenters, the rough idea is that relational information about facial landmarks (e.g., nose-to-
mouth distance) is encoded in configural processing, whereas intrinsic information about facial
landmarks (e.g., nose shape) is encoded in feature-based processing. The tacit assumption is that
configural processing is more effective for familiar face recognition than feature-based
processing.’® Papesh and Goldinger (2010) hypothesize that the CRE arises due to a difference in
how own- and other-race faces are clustered in “face space,” a n-dimensional coordinate system
where each dimension corresponds to some physiognomic aspect and each individual’s face is
represented as a point. The suggestion is that own-race faces are represented sparsely in face
space as a result of increased perceptual expertise, facilitating differentiation between own-race
faces; in contrast, other-race faces are represented in dense clusters in face space that makes
differentiation more difficult.

A challenge faced by perceptual expertise theories is that the evidence regarding the
correlation between increased exposure to other races and the CRE is mixed. While some
studies, such as those cited above, find a negative correlation between the CRE and other-race
exposure, others do not (e.g., Ng and Lindsay, 1994). Similarly, other-race exposure seems to
account for only a small amount of the variability in the CRE, roughly 2% (Meissner and
Brigham, 2001).

3. Social-cognitive theories

According to social-cognitive theories, when an individual’s face is perceived, it is classified as
belonging to either an ingroup or outgroup member. If classified as belonging to an ingroup
member, various mental resources, such as attentional, memory, and motivational resources, are
used to individuate that that face as effectively as possible, thereby facilitating later recognition
of that face. If classified as belonging to an outgroup member, these resources are instead used to
categorize the face in terms of (e.g.) race, gender, or age. Since other-race faces tend to be
classified as belonging to an outgroup member, resources are dedicated to categorizing these
faces, not to individuating them.>’ This pattern is reversed for own-race faces, which tend to be
classified as belonging to an ingroup member. Accordingly, this difference in ingroup/outgroup
classification and mental resource allocation is what gives rise to the CRE.

There are different versions of social-cognitive theories. On Levin’s (2000) version,
when a face is classified as belonging to an ingroup member, a subject encodes facial features

% For a critique of this assumption, see Burton et al. (2015).

57 For the sake of simplicity, I treat individuation and categorization as if they were all-or-nothing, binary options. In
reality, there is likely a graded spectrum of options, with ‘pure’ forms of individuation and categorization sitting on
opposite extremes. None of my argumentative points turn on this simplification.
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that are most helpful for individuating that face. When a face is classified as belonging to an
outgroup member, encoding is restricted to those facial features most useful for categorization.
On Rodin’s (1987) version, outgroup faces are altogether “cognitively disregarded.” On this
view, ample mental resources are allocated to the processing of a face only if it belongs to an
ingroup member. For faces classified as belonging to an outgroup member, resources are only
allocated to allow for superficial face processing.

Social-cognitive theories offer a different set of predictions about the CRE than
perceptual expertise theories. For instance, in the study of Sangrigoli et al. (2005) discussed
above, social-cognitive theories predict that adopted Korean children would exhibit the usual
CRE if the outgroup status of the surrounding White Europeans was made salient. Likewise,
social-cognitive theories predict that CRE-like impairments can be generated on the fly, without
any differences in perceptual expertise, as long as there is a difference in ingroup/outgroup
classification. This prediction receives some vindication. Artificial ingroup/outgroup distinctions
created in a laboratory suffice to generate CRE-like impairments, even when prior exposure to
these ingroup/outgroup members is the same (Bernstein et al., 2007).

The aforementioned studies provide some support for social-cognitive theories. However,
other studies paint a different picture. For example, Rhodes et al. (2010) find that manipulations
affecting whether a racially ambiguous face is classified as either White or Asian had no
influence on White participants’ ability to later recognize the face. This finding is at odds with
the prediction offered by social-cognitive theories. Thus, just as is the case with perceptual
expertise theories, the evidence for social-cognitive theories is on the whole mixed. In the next
section, I argue that equivocal evidence is not the only problem faced by these theories.

4. The problem with one-factor approaches

At a certain level of generality, perceptual expertise and social-cognitive theories—along with
corresponding hybrid theories, which I have only mentioned briefly—both adopt a similar
explanation of the CRE. Both are examples of what I call one-factor approaches. On a one-factor
approach, the CRE arises because own-race faces tend to be processed in a way that is more
advantageous for recognition relative to other-race faces. According to perceptual expertise
theories, this recognition advantage arises because of a selective perceptual expertise for own-
race faces. According to social-cognitive theories, the advantage arises because of the ingroup
classification of and consequent mental resource allocation for own-race faces.

One-factor approaches clearly explain a core aspect of the CRE. It is difficult to see how
we could acknowledge the existence of the CRE without admitting this much. However, I
contend that one-factor approaches do not provide a complete explanation of the CRE.
Specifically, they do not explain why subjects are overconfident in their capacity to recognize
other-race faces—an effect indicative of a limited metacognitive awareness of their difficulty in
recognizing such faces. If this is right, then existing one-factor approaches are in need of
supplementation.

One of the clearest studies providing evidence for this overconfidence effect is that of
Dodson and Dobolyi (2016). In this study, experimenters ask participants to recognize own- and
other-race faces presented during an earlier encoding phase in a mock lineup, which consists of
images of six different faces. Some lineups include only own-race faces, while others include

44



only other-race faces. In some lineups, all six faces have never been seen before by participants;
in other lineups, one of the six faces has been previously seen. For each lineup, participants are
required to indicate whether they recognize any of the six faces and provide a confidence rating
about the accuracy of their response. In addition to replicating the standard CRE, Dodson and
Dobolyi find that confidence ratings are moderately well calibrated with task accuracy for own-
race faces.’® For other-race faces, however, calibration is significantly worse. Importantly, this is
due to participants’ overconfidence in recognizing other-race faces. One-factor approaches do
not account for this finding—and others like it.>* As a result, they fail to address the
metacognitive aspect of the CRE.

This objection to one-factor approaches presupposes that a metacognitive deficit partly
constitutes the CRE. But why should we accept this? Couldn’t we instead acknowledge the
existence of this metacognitive deficit while nonetheless denying that it is definitive of the CRE?
Such a response would align with the way contemporary psychologists characterize the CRE and
would suggest that one-factor approaches are on the right track after all.

In response, it is worth clarifying that my aim in characterizing the CRE is revisionary,
not descriptive. That is, my aim is to clarify how the CRE should be characterized, not how it is
in fact characterized by theorists. Thus, it is no strike against my approach that it deviates from
the orthodox construal of the CRE. Moreover, my guiding assumption is that the CRE ought to
be defined and redefined in such a way that best suits our needs as theorists with the goal of
understanding it and bringing attention to its harms.® By endorsing the extant definition, which
excludes the accompanying metacognitive deficit, we make it easier to neglect the harms
associated with the CRE. In contrast, we highlight these harms by broadening the existing
definition of the CRE so as to include its accompanying metacognitive deficit.

Concrete examples help to bring this last point into focus. In light of findings concerning
the CRE, the Innocence Project (2020), which works to combat wrongful convictions,
recommends that eyewitnesses provide confidence ratings about their identifications as a means
of combating wrongful misidentification. In making this recommendation, the Innocence Project
is operating with a narrow definition of the CRE as involving just one factor. Given this
definition, the proposed recommendation seems unproblematic and potentially useful.
Nevertheless, it is in fact antithetical to the aim of combating witness misidentification since an
overconfident but mistaken eyewitness is more convincing than a mistaken eyewitness who
provides no indication of their confidence. By contrast, the broader definition that I favor makes
it apparent that a subject’s reported confidence is not a reliable means of assessing how accurate
they are in recognizing the face of an individual of another race. Eyewitnesses testifying against

38 Note that calibration is still imperfect in the case of own-race recognition, reflecting a smaller degree of
overconfidence than in the case of other-race recognition. Perfect calibration would be surprising given the general
pattern that we have only limited insight into our face recognition capacities (see Palmero et al., 2017).

59 Hourihan et al. (2012) provide evidence of a metacognitive deficit by showing that participants are less likely to
accurately predict their performance on a face recognition task involving an other-race face than an own-race face.
Unfortunately, the experimenters do not report whether this effect is driven by participants’ overconfidence. I
outline additional evidence for this overconfidence effect in 5.3.

60 This assumption is closely aligned with what Haslanger (2000) calls an analytic approach, according to which our
answers to questions of the form “What is X?” are informed by a consideration of what we want the concept X to do
for us. On an analytic approach, concepts are defined partly in relation to our aims.
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individuals of other races are liable to make confident misidentifications. These issues remain
opaque under the narrow definition of the CRE employed by most psychologists.

Similarly, the broader definition of the CRE I favor makes it clear that you and I are
almost certainly susceptible to the CRE even if we do not think we are. Indeed, on my favored
definition, it is part of the very nature of the CRE to think that we are not susceptible to it. By
contrast, the narrow definition of the CRE endorsed by most psychologists provides no reason to
second-guess our own metacognitive assessment. This, in turn, makes it easier to neglect the
everyday harms we cause as a result of our susceptibility to the CRE. For example, it makes it
easier to overlook that we regularly alienate members of other races by failing to recognize them
in social situations.

These examples illustrate how my favored definition of the CRE more effectively
highlights its harms. However, even if one is not moved by the consideration that a definition of
the CRE should bring attention to its deleterious consequences, there is still reason to favor my
broader definition on the grounds that it sharpens our understanding of the CRE. To appreciate
this point, let us consider a proposal by Malinowska (2016) that the CRE is an instance of a more
general phenomenon known as the unfamiliar homogeneity effect (UHE). Unlike the CRE, the
UHE does not only involve faces. It also includes “...similar difficulties relating to other social
groups, languages, sounds and objects, whose recognition we are not specialised in” (ibid., pp.
3866-7). For example, people, such as myself, who rarely listen to classical music often say it all
sounds the same. Thus, I exhibit a UHE for classical music. Similarly, those of us who do not
spend extensive amounts of time around pigeons have trouble recognizing individual pigeons
and therefore exhibit a UHE for pigeons.

Malinowska does not discuss the issue of metacognitive awareness in light of the UHE.
Still, it is reasonable to ask whether we are overconfident in our capacity to recognize those
various types of things we do not specialize in. Is it the case, for example, that I am not only bad
at distinguishing Beethoven from Bach but am also overconfident in my ability to do so? Do I
take myself to be more skilled in identifying individual pigeons than I actually am? Although
these are ultimately empirical questions, there is plausibly an asymmetry between these cases
and the case of human face recognition. By my own lights, I am not overconfident in my
capacity to recognize the works of classical composers; instead, I readily acknowledge my
limitations in this domain. ¢!

If this line of thought is right, we should resist the temptation to regard the CRE as a
mere instance of the UHE. This suggestion is tempting only if one adopts a one-factor approach,
as Malinowska does. > However, by adopting a broader definition of the CRE that acknowledges

%1 This last assessment might be a product of a meta-metacognitive impairment: a poor understanding of my own
metacognition. However, such a meta-metacognitive impairment would not account for my hunch that you are not
suspectable to overconfidence in your ability to recognize individual pigeons.

2 Malinowska claims that the UHE emerges because of a lack of perceptual expertise (or “perceptual narrowing”)
with certain social groups, objects, faces, etc. Putting two and two together, it is apparent that Malinowska is
ultimately advocating a perceptual expertise theory, albeit one that has a broader scope than standard perceptual
expertise theories which focus on just the CRE. As such, Malinowska is adopting a one-factor explanation of the
CRE.

46



its accompanying metacognitive deficit, we acknowledge the possibility that it is importantly
different from other examples of the UHE that do not involve the recognition of human faces.

Let me highlight a final concern with adopting a two-factor approach to the CRE.
Consider the separate phenomenon of implicit bias. Like the CRE, implicit bias involves both a
biased response that is manifested behaviorally and a lack of metacognitive awareness of that
bias. Yet, theorists in the implicit bias literature usually take themselves to be explaining just one
thing (viz., implicit bias), not two (viz., bias and a lack of metacognitive awareness of it). Hence,
it would be odd to suggest that a two-factor explanation of implicit bias is needed. So, why is

there a need for a two-factor approach in the case of the CRE? Where does the disanalogy lie?®

To appreciate the disanalogy, note that implicit bias is standardly characterized as
involving limited metacognitive insight. For example, the American Psychological Association
defines implicit bias as “a negative attitude, of which one is not consciously aware, against a
specific social group” (2023, italics added). A lack of awareness of one’s own biased attitudes is
commonly taken to be an essential and defining feature of implicit bias and is already
incorporated into existing accounts of the phenomenon. Thus, a two-factor approach to implicit
bias would be redundant. By contrast, a lack of metacognitive awareness is not a part of the
standard characterization of the cross-race effect. For example, the perceptual expertise, social-
cognitive, and hybrid theories introduced in Sections 1-3 do not characterize the cross-race effect
as involving any metacognitive deficit. If the cross-race effect were standardly characterized as
involving a limited metacognitive awareness, as in the case of implicit bias, then a two-factor
approach would be unnecessary and existing accounts would not require supplementation.
However, that is not the situation we are in.

To briefly recap, I have been arguing that we ought to revise our understanding of the
CRE and accept that two factors constitute it: a difficulty in recognizing other-race faces relative
to own-race faces coupled with a limited awareness of this difficulty—an evaluative limitation in
acknowledging one’s own difficulty in recognizing other-race faces. Again, my reason for this
endorsing this revisionary characterization is that it helps us better understand the CRE (by
distinguishing it from the UHE) and more effectively highlights its harms (as illustrated by the
work of the Innocence Project and our own susceptibility to the effect). What is needed is a two-
factor approach which seeks to explain both factors associated with the CRE, in contrast to a
one-factor approach which accounts for only the former.® Finally, parallel considerations do not
apply in the case of implicit bias since a metacognitive deficit is already part of the standard
characterization of implicit bias and incorporated into existing accounts of the phenomenon.

5. Towards a two-factor approach

A two-factor approach can draw on a perceptual expertise, social-cognitive, or hybrid theory to
explain the first factor associated with the CRE—our difficulty in recognizing other-race faces
relative to own-race faces. But what would explain the second factor associated with the CRE—
our limited awareness of this difficulty? Simply citing our limited insight into face recognition is
not enough: Such an answer does explain why we possess a greater metacognitive awareness of

63 I thank an anonymous reviewer for raising this concern.
 To my knowledge, Rhodes et al. (2013) are the only theorists who explicitly suggest that the CRE involves a
metacognitive impairment. However, they do not emphasize the need for a two-factor approach.
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our capacity to recognize own-race faces in comparison to other-race faces. In this section, I
explore two candidate explanations for Factor 2 (5.1 and 5.2) and argue that we have reason to
favor the latter on the grounds that it offers a more fine-grained prediction regarding subjects’
performance on face recognition tasks (5.3).

5.1 A generic two-factor approach

I begin with what I call a generic two-factor approach. On this approach, Factor 2 is an instance
of a generic metacognitive deficit. By a generic metacognitive deficit, | have in mind one that
applies to individuals’ assessments of their own performance regardless of which exact task they
are performing. We can think of a generic metacognitive deficit as one that is task insensitive
and domain general.

The most promising way to develop the generic two-factor approach is by appeal to the
Dunning-Kruger effect, our tendency to overestimate our performance when we are least
proficient and underestimate it when we are most proficient (see Kruger and Dunning, 1999). %
An example of this effect: Students who score in the top quartile on an exam tend to
underestimate their performance, whereas students in the bottom quartile tend to overestimate it
(Ehrlinger et al., 2008).°6 Importantly, there is nothing special about students’ exam
performance. The effect is also exhibited by bridge players, physicists, and pharmacists (see
Dunning, 2011 for review). Indeed, the effect even extends to the domain of face perception
(Zhou and Jenkins, 2020). This is unsurprising given that the Dunning-Kruger effect is a generic
metacognitive deficit (in the aforementioned sense).

The Dunning-Kruger effect offers a possible explanation for the metacognitive deficit
associated with the CRE. In light of our susceptibility to the Dunning Kruger effect, we have a
tendency to overestimate our performance on any task where our performance is poor. The
recognition of faces of members of other races is one such task. (Again, we can appeal to
existing theories of the CRE to explain why this is so.) Thus, it is expected that we would
overestimate our performance on tasks requiring us to recognize other-race faces.

5.2 A non-generic two-factor approach

A non-generic two-factor approach offers a contrasting explanation of Factor 2. This approach
holds that the metacognitive deficit associated with the CRE is non-generic in the sense that it
applies to individuals’ assessments of their own performance on only a circumscribed range of

%5 The Dunning-Kruger effect is a psychological generalization. Like psychological generalizations in general, it
admits of occasional counterexamples. Thus, an extremely modest student who scores in the bottom quartile on an
exam might nonetheless underestimate their performance. It is also worth pointing out that who lack even the most
basic proficiency on a given task do not exhibit the effect. As Kruger and Dunning themselves note: “...most people
have no trouble identifying their inability to translate Slovenian proverbs, reconstruct an 8-cylinder engine, or
diagnose acute disseminated encephalomyelitis. In these domains, without even an intuition of how to respond,
people do not overestimate” (1999, p. 1132). This might explain why, for example, those who lack even a
rudimentary capacity to recognize individual pigeons are not overconfident in their capacity to do so (cf. Section 4).
% This holds true of both absolute and relative performance estimates. For instance, a student in the bottom quartile
with overestimate their raw score and will also overestimate their performance relative to other students (see
Ehrlinger et al., 2008). Interestingly, overestimation on exam performance is most pronounced among male students
(Bengtsson, Persson, and Willenhag, 2005).
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tasks. In contrast to a generic metacognitive deficit, which is task insensitive and domain
general, a non-generic deficit is task sensitive and domain specific.

Although a non-generic two-factor approach might be developed in several different
ways, I focus on one specific version of the approach in which the metacognitive deficit
associated with the cross-race effect is explained by our tacit endorsement of an assumption that
we recognize faces of all races equally well. I call this the homogeneity assumption. Importantly,
the homogeneity assumption is flawed: We do not recognize faces of all races equally well.
Thus, when paired with a difficulty in recognizing other-race faces relative to own-race faces, a
tacit endorsement of the homogeneity assumption leads us to overestimate our ability to
recognize other-race faces.

I understand tacit endorsement as a type of implicit attitude. Like implicit attitudes in
general, a tacit endorsement can guide an individual’s behavior without cohering with their
explicit beliefs. For instance, Dovidio and Gaertner (2000) find that while there was a decline in
White subjects’ self-reported racial prejudice towards Blacks between 1989 and 1999, there was
no corresponding decline when more subtle measures of racial prejudice were used. A standard
interpretation of this finding is that while White subjects’ avowed beliefs about Blacks were
revised during the 1989 to 1999 period, their corresponding implicit attitudes remained largely
unchanged. In this example, there is a mismatch between the content of subjects’ explicit beliefs
and their implicit attitudes. However, implicit attitudes can also fail to cohere with explicit
beliefs not because of inconsistency but because a subject lacks any corresponding explicit
beliefs. The latter is relevant for our purposes. In claiming that subjects tacitly endorse the
homogeneity assumption, I am not claiming that subjects explicitly believe the homogeneity
assumption, nor am I claiming that they explicitly reject it. I would wager that most subjects
have no considered belief whatsoever concerning their ability to recognize faces belonging to
individuals of other races. This vacuum in explicit belief opens the possibility that different
subjects will respond in different ways when presented with evidence that they themselves are
susceptible to the CRE. Some may vehemently deny that they have any difficulty recognizing
members of other races—perhaps out of shame, guilt, or fear that such an admission may
implicate them as racists. By contrast, those with greater humility might openly concede their
susceptibility to the effect once it is pointed out.

On the present proposal, the homogeneity assumption is the content of one’s tacit
endorsement. Moreover, it is a propositionally structured content, roughly, a truth-evaluable
content with a structure reminiscent of a natural language sentence. Since I regard tacit
endorsement as an implicit attitude, it follows that the tacit endorsement of the homogeneity
assumption is an implicit attitude with a propositionally structured content. This commitment is
compatible with theories that characterize implicit attitudes as fragmented, unconscious beliefs
(Mandelbaum, 2016). It is also compatible with theories which regard implicit attitudes as sui
generis mental states that are similar to beliefs in that they possess propositionally structured
contents (Levy, 2015). However, it is incompatible with views according to which implicit
attitudes are sui generis mental states with “associative” contents that are not propositionally
structured (Gendler, 2008). While some implicit attitudes may have associative contents, if the
present proposal is correct, not all do.
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One substantive question is why anyone would tacitly endorse the homogeneity
assumption, given that it is incorrect. One possibility is that it is endorsed by default—perhaps
due to its simplicity and parsimony in comparison to the contrasting assumption that our face
recognition capacities are sensitive to race. Moreover, this default assumption would never be
disconfirmed by most subjects. There are several reasons for this. First, we rarely, if ever, receive
extensive feedback concerning our ability to recognize other-race faces outside of laboratory
settings. Similarly, while the CRE is well-replicated, a large portion of society is nonetheless
ignorant of it. Without any such feedback or some general knowledge of the CRE, a subject’s
default tacit endorsement of the homogeneity assumption would remain unchecked. Furthermore,
we lack introspective access to the mechanisms which give rise to the first factor associated with
the CRE. For example, on the approach of Michel et al. (2006), subjects’ difficulty in
recognizing other-race faces relative to own-race faces is caused by the use of feature-based as
opposed to configural processing (Section 2). The “decision” to use feature-based processing—if
we wish to call it that—is made not by the subject, but by the information processing systems
within the subject. More generally, we lack introspective access to the inner workings of these
systems. Since the processing difference between own- and other-race faces remains
introspectively opaque to us, it does not occur to us that we process own- and other-race faces
differently. Consequently, the homogeneity assumption goes unchallenged.

5.3 Deciding between generic and non-generic two-factor approaches

I have sketched two ways of developing the two-factor approach. The first is a generic approach
that explains Factor 2 by appeal to the Dunning-Kruger effect; the second is a non-generic
approach that explains Factor 2 by appealing to our tacit endorsement of the homogeneity
assumption. How do we decide between these two approaches?

We can begin to answer this question by considering the predictions of each two-factor
approach. Both approaches share a prediction. Like the generic approach, the non-generic
approach predicts that subjects will overestimate their ability to recognize other-race faces.
However, unlike its generic counterpart, the non-generic approach offers a more fine-grained
prediction concerning subjects’ responses on face recognition tasks. It predicts that this
overestimation will occur in a highly specific way: If subjects are tacitly endorsing the
homogeneity assumption, they will judge themselves equally likely to recognize other-race faces
as own-race faces.

The upshot is that the two approaches can be empirically disentangled in light of their
differing predictions. Furthermore, these differing predictions can help us decide between the
two approaches. If the fine-grained prediction of the non-generic approach is correct, we would
have reason to favor it over the generic approach. On the other hand, if this prediction is
incorrect, that would count as a strike against the non-generic approach, and we would have
reason to instead favor the generic approach.¢’

67 It is worth making the caveat that this fine-grained prediction is offered by the specific version of the non-generic
approach I have developed, that is, the non-generic approach which involves a tacit endorsement of the homogeneity
assumption. I am not claiming that every version of the non-generic approach would make this fine-grained
prediction. I am only concerned with the predictions of my favored version of the non-generic approach. Similarly, I
do not wish to deny that some version of the generic approach could make such a prediction. I am only claiming that
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Is this fine-grained prediction borne out? Although evidence is still forthcoming, a study
by Rhodes et al. (2013) suggests an affirmative answer. In their first experiment, Rhodes and
colleagues ask White participants to study Black and White faces presented sequentially for two
seconds each. Participants are told that they will be required to recognize these faces later.
Following each face presentation, participants provide a “judgment of learning,” a scaled rating
indicating their predicted likelihood of later recognizing that face. If participants were aware of
their difficulty in recognizing other-race faces relative to own-race faces, their judgments of
learning would be lower for other-race faces than for own-race faces. However, Rhodes and
colleagues find that participants’ judgments of learning do not reliably differ for Black and
White faces, even though they exhibit the standard difficulty in recognizing Black faces
compared to White faces during the later recognition task. This is exactly what would be
expected if participants were tacitly endorsing the homogeneity assumption.

One potential pitfall of this first experiment is that the aims of the experimenters may be
transparent to participants. It is therefore possible that participants are aware of their difficulty in
recognizing other-race faces relative to own-race faces but try to conceal this difficulty by
reporting similar judgments of learning for own- and other-race faces in an effort not to
embarrass themselves in front of experimenters.

This concern is addressed by a follow-up experiment which uses a more subtle measure
of participants’ metacognitive awareness: study time. In their second experiment, Rhodes and
colleagues make one small adjustment to the first experiment. Instead of using a fixed
presentation time, they now allow participants decide how long they wish to study each face
during the initial presentation stage. Unbeknownst to participants, the experimenters record the
amount of time they devote to studying the own- and other-race faces they are required to
recognize at a later point in time. If participants were attuned to their own deficit in recognizing
other-race faces, they would have devoted a longer amount of time studying other-race faces.
What Rhodes and colleagues actually find is that participants spend roughly equal amounts of
time studying own- and other-race faces.®® Again, this is just what would be expected if
participants were tacitly endorsing the homogeneity assumption.

6. The challenge of neighboring phenomena

In this section, I consider a challenge to the non-generic two-factor approach I developed in
Section 5. The trouble is that we find effects similar to the CRE when it comes to recognizing
faces of members of other groups. For instance, we tend to have difficulty recognizing the faces
of members of other age groups relative to those of members of our own age group (e.g., a
teenager generally has more difficulty recognizing the face of an adult than another teenager).
This phenomenon is known as the cross-age effect (Rhodes and Anastasi, 2012). Just as in the
case of the CRE, we have a limited metacognitive awareness of this difficulty. For example,
young adults who have difficulty recognizing older faces are overconfident in their capacity to
do so (Bryce and Dodson, 2013).

the version of the generic approach under consideration—what I take to the most promising version involving the
Dunning-Kruger effect—does not make this prediction.
8 A similar pattern of results is obtained by Tullis et al. (2014).
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Given the similarity of the cross-age effect to the cross-race effect, you might think that
they should both be explained in the same way. That is, you might think an explanation of the
one should subsume the other. However, the non-generic approach that I’ve sketched in Section
5 does not explain the metacognitive deficit associated with the cross-age effect. This is because
the non-generic approach explains the metacognitive deficit in terms of the homogeneity
assumption, which pertains exclusively to race.

Now, there is an easy fix, which allows the non-generic approach to accommodate the
metacognitive deficit associated with the cross-age effect. The idea would be to revise the
homogeneity assumption by making it more encompassing. The assumption would now be that
we recognize faces of all groups equally well, not just faces of all races. A tacit endorsement of
this assumption leads to overconfidence in recognizing the faces of members of other groups
(e.g., other racial and age groups) when we have more difficulty recognizing them.

One wonders whether this revision salvages the non-generic two-factor approach in letter,
but not in spirit. By making the homogeneity assumption more encompassing, aren’t we
admitting that there is something right about a generic two-factor approach after all? If this is
correct, then the revision is in a way self-undermining to the non-generic approach. I think this is
the deeper worry that is highlighted by neighboring phenomena such as the cross-age effect.

In response, it is important to appreciate that the distinction between generic and non-
generic two-factor approaches is fuzzier than we initially supposed. Reflection on the cross-age
effect forces us to concede that the metacognitive deficit associated with the CRE generalizes
beyond just race. At the same time, we still have reason to doubt that the metacognitive deficit is
a generic one. After all, this suggestion does not generate the fine-grained prediction offered by
the non-generic approach sketched in Section 5. We are left with a two-factor approach that
cannot be straightforwardly characterized as either generic or non-generic; rather, it sits
somewhere along a generic/non-generic continuum.

7. Conclusion

In sum, existing theories of the CRE fail to explain subjects’ limited awareness of their own
difficulty in recognizing faces of other-races. To address this worry, I recommended that we
move towards a two-factor approach to the CRE. I sketched one specific version of a non-generic
two-factor approach that explains subjects’ limited metacognitive awareness in terms of a faulty
assumption that they recognize faces of all races equally well, arguing that it offers more precise
predictions than a generic two-factor approach which explains subjects’ limited awareness in
terms of in terms of a task insensitive and domain general metacognitive deficit, namely, the
Dunning-Kruger effect. Finally, I showed how my favored two-factor approach can be revised to
accommodate neighboring phenomena, such as the cross-age effect. The cost of this revision is
that my two-factor approach can no longer be easily characterized as a non-generic two-factor
approach.

To conclude, I would like to highlight the implications of adopting a two-factor approach
on our understanding of the epistemology of the CRE. It is difficult to pinpoint what is
epistemically bad about the CRE if one endorses a one-factor approach in which the CRE
consists entirely in a difficulty in recognizing members of other races. Munton (2019) asks
whether the development of an advantage in recognizing own-race faces over other-race faces
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could in fact be epistemically beneficial. The scenario Munton has in mind is one in which our
recognitional capacities must be tuned to certain groups at the expense of others. In this scenario,
face recognition is a zero-sum game: Aptitude in recognizing faces belonging to one group is
always balanced by ineptitude in recognizing faces belonging to another group. While we might
question whether some (or all) of our recognitional capacities work this way, let us bracket this
question for now and suppose that such a tradeoff is necessary. If this is right, it would make
sense from an epistemic perspective to tune the recognitional capacity to faces of those groups of
individuals we most commonly interact with. Given the persisting racial segregation in many
countries, including the United States, one consequence would be that our face recognition
capacities would often be tuned to own-race faces at the expense of other-race faces.

What would be epistemically wrong with this tuning strategy? Given the nature of one’s
surroundings, tuning the recognitional capacity in this way would seem to optimize its overall
reliability, even if it yields occasional false beliefs regarding the identity of members of other
races.®® While the strategy clearly has harmful ethical and practical consequences, it is difficult
to point out why it is flawed on epistemic grounds. This makes it difficult to say what, if
anything, is epistemically problematic about our difficulty in recognizing other-race faces.

Munton (forthcoming) suggests that the problem with optimizing our recognitional
capacities in this way is that we limit our ability to respond to faces in a demographically neutral
fashion. In other words, by adopting this tuning strategy, we are no longer in a position to
disregard race in the process of recognizing a familiar face. Munton suggests that there is
epistemic value in “a capacity to learn about others in ways that disregard their demographic
status” (ibid.). This view faces some challenges. Pace Munton, it is difficult to come up with
examples illustrating the epistemic value of demographic neutrality that cannot be explained
away in terms of its practical or moral value. Of course, there are many examples in which
subjects make faulty inferences on the basis of demographic information, such as when it is
inferred that differences in IQ scores across racial lines are explained by the genetic inferiority of
certain races (see Block, 1996 for critical discussion), but in such cases it is the faulty inference
that is epistemically blameworthy, not the consideration of demographic information per se.
More generally, it is unclear why disregarding any information—demographic or otherwise—
should be epistemically valuable. If anything, one might think that demographic neutrality leaves
us in an epistemically disadvantageous position, even if it has clear practical benefits (e.g.,
making us less likely to behave in biased ways).

By adopting a two-factor approach, we can nonetheless appreciate what is epistemically
problematic about the CRE in a way that bypasses these worries. For even if we accept that there
is nothing epistemically wrong with our difficulty in recognizing members of other races (Factor
1), it is epistemically problematic that we fail to acknowledge our difficulty in recognizing other-
race faces relative to own-race faces (Factor 2) and proceed as if the limitation does not exist.”°
This, in turn, reflects a lack of self-knowledge concerning the limits of our own capacities. In

% This point can be appreciated even if one rejects a reliabilist approach to epistemic justification. For a classic
discussion of reliabilism, see Goldman (1979).

70 Note that Factor 2 might offer certain adaptive or even practical benefits, even if it is epistemically problematic.
For example, a creature with a heightened metacognitive awareness of all its limitations might get distracted by
some of them. This is something that evolution might select against.
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fact, this downplays the severity of our situation. It is not just that we are unreliable when it
comes to assessing our own capacity to recognize faces of other races—off the mark in some
random fashion. Rather, our self-assessment is systematically distorted: We regard ourselves as
better off than we in fact are at recognizing faces of other races. In this way, we are akin to
compasses whose arrows are consistently skewed in the wrong direction.”! In short, by
broadening our conception of the CRE, a two-factor approach puts us in a position to appreciate
that there is something epistemically defective about it. Blame lies not with the recognitional
capacity itself, but with our faulty assumption concerning the way it works.

"I This analogy comes from Egan and Elga (2005).
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