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X-ray FEL linear accelerator design via start-to-end
global optimization

Ji Qiang

Lawrence Berkeley National Laboratory, Berkeley, CA 94720

Abstract

An x-ray Free Electron Laser (FEL) prefers using an electron beam with low

emittance, small energy spread, and a high core current to generate coherent ra-

diation through an undulator. In order to attain such a high brightness beam,

the linear accelerator beam dynamics design generally involves separate pho-

toinjector optimization and linac optimization. In this paper, we propose a new

beam dynamics design strategy based on global optimization with fast start-

to-end simulations from the photocathode to the end of the accelerator. The

new start-to-end model significantly reduces the simulation time and makes the

global optimization practical. The global optimization method avoids the need

to choose a single solution based on bunch length at the injector exit for the

linac optimization and helps find the solution with unfavorable bunch length at

the injector exit but better phase space distribution that can result in better

final electron beam phase space distribution at the entrance of the undulator.

Using the start-to-end global optimization, we showed in an application exam-

ple, with a 100 pC beam that good transverse emittance and over kilo-Ampere

final core current can be attained using a photoinjector that consists of a VHF

gun and boosting RF cavities.

Preprint submitted to NIMA December 18, 2021



1. Introduction1

Coherent radiation from an x-ray free electron laser (FEL) light source pro-2

vides an important tool for scientific discovery in physics, chemistry, biology3

and other fields. To produce such a radiation at short x-ray wavelength, it4

is preferable to use a high brightness electron beam with a high core current,5

small energy spread, and small emittance through the FEL undulator. In most6

modern x-ray FEL light sources, the high brightness electron beam is produced7

through a linear accelerator beam delivery system [1, 2, 3, 4, 5, 6]. This type8

of accelerator typically consists of a photoinjector that generates an initial high9

brightness electron beam and a Radio Frequency (RF) linac that accelerates the10

beam to multiple GeV energy and compresses the beam to hundreds or thou-11

sands Ampere core current before entering the x-ray FEL radiation undulator12

section.13

At present, the beam dynamics design of an x-ray FEL accelerator is gener-14

ally divided into a photoinjector design and a RF linac design. In the photoinjec-15

tor beam dynamics design, a multi-objective optimizer based on an evolutionary16

algorithm is used together with a beam dynamics simulation program to find17

optimal solutions at the exit of the injector [7, 8, 9, 10]. The beam dynam-18

ics program simulates the electron beam generating from the photocathode,19

accelerating, and transporting through the photoinjector. The multi-objective20

optimizer uses the simulation results at the exit of the photoinjector as objective21

function values and adjusts control parameters inside the injector to obtain a set22

of optimal solutions so that each optimal solution is not worse than the other23

feasible solutions. The control parameters of photoinjector typically involve24

laser pulse length, transverse spot size, RF gun and boosting cavity amplitudes25

and phases, and solenoid strengths. The objective functions typically involve26

transverse Root-Mean-Square (RMS) emittance and RMS bunch length at the27
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injector exit. Some constraints such as final beam energy, energy spread, longi-28

tudinal current skewness and high-order nonlinearity of phase space are applied29

at the exit of the injector during the optimization process. After the photoinjec-30

tor beam dynamics optimization is done, one specific solution is selected from31

the optimal solutions and passed to the linac group for the linac beam dynamics32

design.33

Figure 1: Initial longitudinal chirped (red) and flat (green) phase space distributions (top)
with the same current profile and final longitudinal phase space distributions (bottom) from
the initial chirped (red) and from the initial flat (green) phase space distributions after passing
through the same linac settings.

Using the selected photoinjector solution as an initial beam distribution, the34

linac group will carry out beam dynamics optimization of the rest of the linear35

accelerator before sending the electron beam into the x-ray FEL radiation un-36

dulator. As the beam energy is sufficiently high inside the linac, the relative lon-37
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gitudinal positions among electrons will not change significantly through most38

part of the accelerator except the magnetic bunch compression regions, where39

the electron longitudinal bunch length is compressed in order to achieve a high40

core current. The transverse beam dynamics and the longitudinal beam dynam-41

ics can be optimized separately in the linac design. In the longitudinal beam42

dynamics design, the linac parameters such as RF cavity amplitudes and phases43

and bending angles inside the magnetic bunch compression regions are adjusted44

to attain a desired final peak current and longitudinal phase space distribution45

at the entrance of the undulator section [11]. The linac beam dynamics simu-46

lation program will track electron beam through kilometer long accelerator to47

obtain final longitudinal phase space distribution and peak core current. The op-48

timizer will automatically adjust control parameters inside the linac to optimize49

the objective functions at the entrance of the undulator section. These objec-50

tive functions can be final negative fraction of particles that measures the core51

current and RMS energy spread that measure the flatness of the longitudinal52

phase space distribution. After the longitudinal beam dynamics optimization,53

the transverse beam dynamics optimization can be done by tuning quadrupole54

settings inside the linac to minimize transverse emittance growth through the55

accelerator.56

In the above design process, the final electron beam quality after the linac57

beam dynamics optimization will depend on the initial electron beam distri-58

bution at the exit of the photoinjector. A single solution selected from the59

optimal photoinjector solutions of transverse RMS emittance and RMS bunch60

length does not take into account the effect of electron beam phase space dis-61

tribution at the exit of the injector on the final beam distribution at the end of62

the accelerator system. Figure 1 shows an example of two initial distributions63

with exactly the same current profile, i.e. RMS bunch length, but different64
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longitudinal phase space distributions at the entrance of the linac and the final65

longitudinal phase space distributions from these two initial distributions. Here,66

one initial longitudinal phase space (energy) distribution has a nonlinear depen-67

dence (chirp) between the energy and the position, while the other phase space68

distribution is flat. It is seen that the initial chirped longitudinal phase-space69

distribution results in a flat final longitudinal phase-space distribution while70

the initial flat longitudinal phase space distribution results in a distorted final71

longitudinal distribution. This example suggests the importance of the initial72

longitudinal phase space distribution to the final phase space distribution even73

though both initial distributions have the same current profile. The use of a74

single optimal solution from the photoinjector optimization might miss a poten-75

tial good longitudinal phase space distribution solution from the photoinjector76

simulation that results in a better final core peak current and longitudinal phase77

space distribution.78

In this study, we propose to use an integrated start-to-end simulation in the79

x-ray FEL linear accelerator beam dynamics design optimization. This design80

will simultaneously optimize the photoinjector control parameters and the linac81

control parameters to attain optimal solutions of three objectives, transverse82

RMS emittance at the exit of the photoinjector, final core current, and energy83

spread at the entrance of the undulator section. Through the start-to-end sim-84

ulation, there is no need to decide on a single optimal solution based on RMS85

bunch length at the exit of the photoinjector. The effect of the longitudinal86

phase space distribution at the exit of the photoinjector on the final electron87

beam longitudinal phase space distribution is automatically included through88

the start-to-end simulation. Such a start-to-end optimization design helps find89

the solution with an initial unfavorable RMS bunch length (or current) at the90

exit of the photoinjector, but could lead to better final electron beam longitudi-91
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nal phase space distribution and core current at the entrance of the undulator92

section.93

A global beam dynamics optimization based on the start-to-end simulation94

was tried in an LCLS-II design study [12]. In that study, a brute force start-95

to-end model based on fully three-dimensional injector and linac simulations96

was used in the optimization. Using a three-dimensional model through the97

linac substantially slowed down the computational speed and made the global98

optimization extremely time consuming. In this study, we took advantage of the99

separation of longitudinal beam dynamics and transverse beam dynamics inside100

the linac, and used a fast longitudinal beam dynamics model to simulate electron101

beam evolution through the linac beam delivery system. This resulted in a new102

start-to-end simulation model that significantly reduced the computational time103

and made the global optimization with the start-to-end simulation practical. In104

addition, we improved the original multi-objective optimization method and105

proposed a new design strategy by optimizing three objective function from the106

start-to-end simulation simultaneously.107

In the following sections, after the Introduction, we present the start-to-end108

beam dynamics simulation model in Section II; We discuss the multi-objective109

global optimization method in Section III; We illustrate the multi-objective110

start-to-end global optimization with an application example in Section IV; and111

draw conclusions in Section V.112

2. start-to-end beam dynamics simulation model113

The start-to-end beam dynamics simulation of an electron beam through114

the x-ray FEL accelerator starts with generating a three-dimensional electron115

macroparticle distribution with given thermal emittances behind the photocath-116

ode following the laser pulse’s longitudinal and transverse distributions. Here,117
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each macroparticle represents a number of real electrons. These macroparticles118

are then moved out of the cathode during the given emission time. During the119

process of emission, space-charge forces among the macroparticles outside the120

cathode are included in the simulation together with external fields from the121

RF gun and the solenoid magnet inside the photoinjector. After that, the elec-122

tron beam macroparticles will be further accelerated by boosting RF cavities123

through the injector.124

In the beam dynamics simulation, the macroparticles inside the photoinjec-125

tor are advanced self-consistently using a particle-in-cell approach with time as126

an independent variable [13]. The equations of motion for a macroparticle are127

given as:128

ṙ =
p

mγ
(1)

ṗ = q(E +
p

mγ
×B) (2)

where, r is spatial position vector, p is mechanic momentum vector, γ =129

1/
√

1 − β2, β2 =
∑
β2
i , βi = vi/c with i = x, y, z, c is the speed of light in130

vacuum, m is the rest mass of particle, q is the charge of particle. The electric131

field, E, and magnetic field, B, include the contributions from both external fo-132

cusing and accelerating fields and space-charge fields of intra-particle Coulomb133

interactions.134

The equations of motion are solved using a second-order leap-frog algorithm:135

the particles are drifted half time step; the particles are collected and deposited136

onto a three-dimensional grid in the beam frame; the Poisson equation is solved137

in the beam frame; the electric and magnetic fields are obtained in the laboratory138

frame through the Lorentz transformation; the particle momenta are updated139

using both the space-charge fields and the external fields for one time step140

following Eq. 2; the particles are drifted another half time step. This procedure141
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is repeated for many time steps until the beam exits the photoinjector.142

To calculate the space-charge forces, we solve the three-dimensional Poisson143

equation in the beam frame. The solution of Poisson’s equation can be written144

as:145

φ(x, y, z) =
1

4πε0

∫ ∫ ∫
G(x, x′, y, y′, z, z′)ρ(x′, y′, z′) dx′dy′dz′ (3)

where G is Green’s function, ρ is the charge density distribution function. For146

the electron beam inside a photoinjector, an open boundary condition can be147

assumed for the solution of the Green’s function in the above equation.148

The computational domain containing the macroparticles has a range of149

(0, Lx), (0, Ly) and (0, Lz), and each dimension is discretized using Nx, Ny150

and Nz points. The integral of the above equation in the entire computational151

domain can be written as a sum of integrals of individual cells. If we assume152

that the charge density is constant within each cell centered at the grid point153

(xi, yj , zk), from Eq. 3, the electric potentials on the grid can be approximated154

as:155

φ(xi, yj , zk) =
1

4πε0

Nx∑
i′=1

Ny∑
j′=1

Nz∑
k′=1

Ḡ(xi − xi′ , yj − yj′ , zk − zk′)ρ(xi′ , yj′ , zk′)

(4)

where xi = (i − 1)hx, yj = (j − 1)hy, and zk = (k − 1)hz, and the effective156

Green function Ḡ is defined as:157

Ḡ(xi − xi′ , yj − yj′ , zk − zk′) =

∫ xi′+hx/2

xi′−hx/2

dx′
∫ yj′+hy/2

yj′−hy/2

dy′
∫ zk′+hz/2

zk′−hz/2

dz′G(xi − x′, yj − y′, zk − z′)

(5)

where hx, hy, and hz are cell size in each dimension respectively. The above158
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integral can be calculated analytically in a closed form for the Green function159

G = 1/R [14]:160

∫ ∫ ∫
1√

x2 + y2 + z2
dxdydz

.
= yz ln(x+

√
x2 + y2 + z2) + xz ln(y +

√
x2 + y2 + z2) +

xy ln(z +
√
x2 + y2 + z2) − z2

2
arctan(

xy

z
√
x2 + y2 + z2

) − y2

2
arctan(

xz

y
√
x2 + y2 + z2

) −

x2

2
arctan(

yz

x
√
x2 + y2 + z2

) (6)

After the electron beam exits the photoinjector, a fast longitudinal beam161

dynamics model with position as an independent variable is used to track those162

macroparticles through the linac and beam transport lattice to the entrance of163

the undulator section [15]. Using such a simplified model is based on the obser-164

vation that for an electron beam with an energy over multiple MeVs, transverse165

focusing does not significantly affect longitudinal phase space distribution of the166

beam. The longitudinal and the transverse beam dynamics designs through the167

rest of the linear accelerator can be done separately. This dramatically improves168

the computational speed to track the macroparticles through thousands of beam169

line elements of the accelerator system.170

In the fast longitudinal beam dynamics model, each electron macroparti-171

cle has longitudinal coordinates (z,∆γ) with respect to the reference particle172

(s0, γ0) and charge weight w. Here, z = s − s0 is the bunch length coordinate173

(zmax corresponds to the bunch head and zmin the bunch tail), ∆γ = E−E0

mc2 , E174

is the total energy of the particle, and E0 is the total energy of the reference175

particle. For the longitudinal beam dynamics study, we include only drifts, RF176

cavities, and magnetic compression chicanes as the beam line elements of the177

x-ray FEL linear accelerator. The other focusing elements such as quadrupoles178

are treated as drifts.179

For a macroparticle transporting through a lumped RF cavity element with180
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total length Lacc, its longitudinal coordinates will be updated following a leap-181

frog approximation:182

z+ = z1 +
Lacc

2
∆γ1/(γ01β01)3 (7)

γ+0 = γ01 +
Lacc

2

qVacc
mc2

cos(φ0) (8)

∆γ2 = ∆γ1 + Lacc
qVacc
mc2

(cos(φ0 − kz+) − cos(φ0)) (9)

z2 = z+ +
Lacc

2
∆γ2/(γ

+
0 β

+
0 )3 (10)

γ02 = γ+0 +
Lacc

2

qVacc
mc2

cos(φ0) (11)

where subscript 1 and 2 denote the quantity before and after the lumped cavity183

element respectively, Vacc = qVrf/Lacc is the accelerating gradient amplitude,184

k is the RF wave number, and φ0 is the RF cavity design phase.185

The magnetic bunch compression chicane is modeled as a thin lens element.186

The particle longitudinal position after the chicane is given by [16]:187

z = z +R56
∆γ

γ0
+ T566(

∆γ

γ0
)2 + U5666(

∆γ

γ0
)3 (12)

where188

R56 ≈ 2θ2(Ldb +
2

3
Lb) (13)

T566 ≈ −3

2
R56 (14)

U5666 ≈ 2R56 (15)

where θ is the bending angle of one of dipole magnets (assuming that all four189

dipoles have the same bending angle amplitude), Lb is the length of the dipole190

magnet, and Ldb is the distance between the first and the second (or between191

the third and fourth) dipole bending magnets.192
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Collective effects such as the longitudinal space-charge effect, structure and193

resistive wall wakefields, and the coherent synchrotron radiation play an impor-194

tant role in the longitudinal beam dynamics and are included in this model. For195

the longitudinal space-charge effect, instead of using the space-charge impedance196

model in the frequency domain, we assume that the electron beam is a round197

cylinder with separable uniform transverse density distribution and longitudinal198

density distribution. The longitudinal space-charge field on the axis is given as:199

Esc
z (0, 0, z) =

1

4πε0

2

a2

∫ ∫
γ0(z − z′)ρ(z′)

(γ20(z − z′)2 + r′2)3/2
r′dz′dr′ (16)

After integrating with respect to the transverse radial dimension, the longitu-200

dinal space-charge field on the axis can be written as:201

Esc
z (z) =

1

4πε0

2

a2

(∫ z

zmin

ρ(z′)dz′ −
∫ zmax

z

ρ(z′)dz′ −
∫ zmax

zmin

γ0(z − z′)ρ(z′)√
γ20(z − z′)2 + a2

dz′
)

(17)

where a is the radius of the cylinder, zmin and zmax denote the minimum and the202

maximum longitudinal bunch length positions, and ρ is the electron beam lon-203

gitudinal charge density distribution. The above convolution can be computed204

efficiently using an FFT based method [17, 18].205

The longitudinal wakefields from both the structure wakefields of RF cavities206

and the resistive wall wakefields of conducting pipes are included in the model.207

The coherent synchrotron radiation effects through a bending magnet are also208

included in the model using a one-dimensional model [19]. This fast longitudinal209

beam dynamics model was benchmarked with the three-dimensional simulation210

using the IMPACT code [20, 21] in the previous study. The benchmark between211

the above 1D longitudinal beam dynamics model using lumped elements and the212

3D element-by-element multi-particle simulation shows good agreement between213
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these two models. The use of the 1D model is based on the assumption of214

decoupling between the transverse and the longitudinal beam dynamics, which215

is normally valid in x-ray FEL electron linacs. In an electron accelerator where216

the coupling between the transverse and the longitudinal dynamics is significant,217

the 3D simulation will be needed.218

3. Multi-Objective Global Start-to-End Optimization219

In accelerator design, there could be multiple physical objectives (e.g. emit-220

tance and current) that need to be optimized simultaneously. The multi-objective221

optimization can be written in the general mathematical form as:222

min


f1(~x)

· · ·

fn(~x)

subject to constraints (18)

where f1, · · · , fn are n objective functions to be optimized and ~x is a vector223

of control parameters. The goal of multi-objective optimization is to find the224

Pareto front in the feasible objective solution space. The Pareto front is a225

collection of non-dominated solutions in the entire feasible solution space. Any226

other solutions in the feasible solution space will be dominated by those solutions227

on the Pareto optimal front. In the multi-objective optimization, a solution A228

dominates a solution B if all components of A are at least as good as those229

of B (with at least one component strictly better). Here, a component of A230

corresponds to one objective function value in the optimization problem, i.e.231

Ai = fi(~x). The solution A is non-dominated if it is not dominated by any232

solutions.233

For global optimization of accelerator designs, we adopted an evolutionary al-234

gorithm. An evolutionary algorithm is a stochastic global optimization method.235
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It uses a group of solutions as a population, evolves these solutions from one236

generation to the next generation like biological evolution. The number of so-237

lutions in the group is called population size. Different evolutionary algorithms238

use different strategies to generate next generation solutions (offspring popula-239

tion), from the present solutions (parent solutions). The mutation strategy is240

a method to generate a new solution from the parent solutions, which will be241

discussed in the following sections.242

The genetic evolutionary optimization algorithm has been used in accelera-243

tor community [22, 23, 24, 25]. In this study, we extended a recently developed244

multi-objective differential evolution algorithm for the x-ray accelerator start-245

to-end global design optimization. This algorithm varies population size of each246

generation and uses an external storage to save all non-dominated solutions [12].247

The use of variable population from generation to generation is based on the248

observation that during the early stage of evolution, the number of nondomi-249

nated solutions is small. There is no need to keep many dominated solutions250

in the parent population. As the search evolves, more and more nondominated251

solutions are obtained. These nondominated solutions are stored in an exter-252

nal storage so that they can be used to select the new parent population. The253

variable population size with the external storage helps reduce the number of254

objective function evaluations and improve the speed of convergence. This al-255

gorithm is summarized in the following steps:256

• Step 0: Define the minimum parent population size, NPmin and the max-257

imum size, NPmax of the population. Define the maximum size of the258

external storage, NPext.259

• Step 1: An initial NPini population of control parameter vectors are sam-260

pled quasi-randomly to cover the entire feasible parameter space.261

• Step 2: Generate the offspring population using a unified differential evo-262
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lution algorithm.263

• Step 3: Check the new population against the constraints.264

• Step 4: Combine the new population with the existing parent population265

from the external storage. NPndom Non-dominated solutions are obtained266

from this group of solutions and min(NPndom, NPext) of solutions are put267

back to the external storage. Pruning is used if NPndom > NPext. NP268

parent solutions are selected from this group of solutions for next gen-269

eration production. If NPmin ≤ NPndom ≤ NPmax, NP = NPndom.270

Otherwise, NP = NPmin if NPndom < NPmin or NP = NPmax if271

NPndom > NPmax. The elitism is emphasized through keeping the non-272

dominated solutions while the diversity is maintained by penalizing the273

over-crowded solutions through pruning by removing the solution with274

least distance to the other solutions.275

• Step 5: If the stopping condition is met, stop. Otherwise, return to Step276

2.277

The differential evolution algorithm is a simple but powerful method that278

uses the differences of parent solutions to generate new candidate solutions in279

global optimization [26, 27, 28]. It generates new offspring using two operations:280

mutation and crossover. In the mutation operation, for each population member281

(target vector) ~xi, i = 1, 2, 3, · · · , NP at generation G, a new mutant vector ~vi282

is generated by following a mutation strategy. A number of mutation strategies283

have been proposed in the standard differential evolution algorithm. A single284

unified mutation strategy that contains most standard mutation strategies can285

be written as [29]:286

~vi = ~xi + F1(~xb − ~xi) + F2(~xr1 − ~xi) + F3(~xr2 − ~xr3) (19)
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where ~xb is the best solution among the parent solutions, ~xr1 , ~xr2 and ~xr3 are287

three randomly selected pareent solutions, and the three parameters F1, F2, and288

F3 are the weights from each difference of parent solutions. This unified expres-289

sion represents a combination of exploitation (using the best found solution) and290

exploration (using randomly chosen solutions) when generating the new mutant291

solution. Using the equation (19), the multiple mutation strategies of the stan-292

dard differential evolution algorithm can be included in a single expression. For293

example, a standard differential evolution algorithm can be attained by setting294

F1 = 0, F2 = 1 and F3 = 1. This new expression provides an opportunity to295

explore more broadly the space of mutation operators. Using a different set of296

parameters F1, F2, F3, a new mutation strategy can be achieved. Moreover, by297

adjusting these parameters during the evolution, the multiple mutation strate-298

gies and their combinations can be used during different stages of optimization.299

In this study, these parameters are randomly sampled from a uniform distribu-300

tion between zero and one at each generation to cover a wide range of mutation301

strategies. Using a range of mutation strategies improves the diversity of the302

next generation solutions.303

A crossover operation between the new generated mutant vector ~vi and the304

target vector ~xi is used to further increase the diversity of the new candidate305

solution. This operation combines the two vectors into a new trial vector ~Ui, i =306

1, 2, 3, · · · , NP , where the components of the trial vector are obtained from the307

components of ~vi or ~xi according to a crossover probability Cr. In the binomial308

crossover scheme for a D dimensional control parameter space, the new trial309

vector ~Ui, i = 1, 2, · · · , NP is generated using the following rule:310

~Ui = (ui1, ui2, · · · , uiD) (20)
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uij =

 vij , if randj ≤ Cr or j = mbri

xij , otherwise
(21)

where randj is a randomly chosen real number in the interval [0, 1], and the311

index mbri is a randomly chosen integer in the range [1, D]. This ensures that312

the new trial vector contains at least one component from the new mutant313

vector. The cross probability Cr varies from generation to generation following314

a uniform distribution between 0.5 and one.315

Figure 2: Projected Pareto front of final RMS energy deviation versus negative fraction of
charge from the three objective function optimization using random search (red), best random
(green), and best search (blue) for the linac sub-optimization.

The objective function values in the above optimizer result from the start-to-316

end simulation of the x-ray linear accelerator system. In the start-to-end simu-317

lation, the computational time spent in the photoinjector section is an order of318

magnitude longer than that in the rest of the accelerator due to the use of the319

fast longitudinal beam dynamics model inside that section. In order to enhance320

exploration of the linac control parameter space, sub-optimization of the linac is321

performed during each objective function evaluation of the global optimization.322

That is, during the start-to-end simulation, the longitudinal phase space distri-323

bution at the exit of the photoinjector is used for a few extra iterations of the324
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linac control parameters before returning the objective function values of the325

linac to the global optimizer. In this study, we tested three sub-optimization326

methods for the linac parameter exploration. These methods include a random327

search method, a best random method, and a best search method. In the random328

search method, a number of random solutions are obtained from the randomly329

sampled control parameters in the feasible range of the linac parameters. The330

best solution (e.g. based on the final core current) is selected from these random331

solutions and used as the linac objective functions of the start-to-end simulation.332

In the best random method, a best solution is selected from an initial group of333

random solutions. A few iterations are applied to these solutions following a334

mutation strategy similar to the best random mutation strategy of the differen-335

tial evolution method. That is, the next generation solution for the ith solution336

will be:337

~vi = ~xi + 2~R1(~xb − ~xi) + ~R2(~xri − ~xrj ) (22)

Here, R1 and R2 are two random number vectors between zero and one from338

the uniform distribution, ~xb is the best solution from the previous generation,339

~xri and ~xrj are two random solutions of the previous generation. There is no340

crossover operation in the iteration. The use of the difference of two previous341

random solutions increases the diversity of the new solution. In the best search342

method, only the best solution of the previous group of random solutions is used343

to guide the production of next generation solutions, that is:344

~vi = ~xi + 2~R1(~xb − ~xi) (23)

There is no use of the difference of two previous solutions to increase diversity345

of the new solutions.346
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As a comparison of the above three methods, we ran the three-objective347

function optimization using the application example in the next section for348

11 hours of computing time. Figure 2 shows the projected two-dimensional349

Pareto front after that computing time using these three linac sub-optimization350

methods. It is seen that the best search method shows better performance than351

the other two sub-optimization methods and generates more solutions towards352

larger fraction of charge inside the core with smaller energy spread. In the353

next section, we will use this method for the linac sub-optimization during354

the electron beam start-to-end global optimization. When the optimization355

process approaches convergence, the linac sub-optimization is switched to a356

local Simplex optimization method for several iterations.357

Figure 3: Schematic layout of an x-ray FEL linear accelerator that consists of an injector
section and a linac section.

4. An application example358

The above beam dynamics design via global start-to-end optimization is il-359

lustrated using an x-ray FEL linear accelerator application example. A schematic360

of the linear accelerator system is shown in Figure 3. This accelerator consists361

of a photoinjector and a LCLS-II like linac that accelerates a 100 pC electron362

beam to over 4 GeV final energy [30, 31]. The photoinjector consists of a normal363

conducting Very-High-Frequency (VHF) RF gun operating at 187 MHz with 20364

MV/m accelerating gradient at the photocathode [32], a solenoid magnet, and365
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eight superconducting RF cavities operating at 1.3 GHz frequency with a 32366

MV/m maximum electric field on the axis. The linac consists of a laser heater367

(LH) section, a linac section one (L1) with 16 1.3 GHz RF superconducting368

cavities and 16 3.9 GHz RF superconducting cavities as harmonic linearizers369

(HL), a bunch compression section one (BC1), a 1.3 GHz superconducting linac370

section two (L2), a bunch compression section two (BC2), another 1.3 GHz371

superconducting linac section three (L3), and a beam transport section to the372

entrance of the x-ray FEL radiation undulator section. The photoinjector gen-373

erates and accelerates the electron beam to more than 90 MeV and the linac374

accelerates the beam to over 4 GeV.375

Figure 4: A schematic of flow diagram of global accelerator beam dynamics optimization.

In global start-to-end optimization, there are three objective functions to be376

optimized. These three objectives are transverse RMS projected emittance at377

the exit of the photoinjector, negative fraction of particles inside a core window378

to measure beam peak current, and RMS correlated energy spread inside the379

window to measure longitudinal phase space flatness at the entrance of the380

undulator section. Figure 4 shows a flow diagram of the global optimization381

including both injector control parameters and linac control parameters in the382

start-to-end beam dynamics optimization. The optimizer calls the start-to-end383
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beam dynamics simulation to obtain objective function values by passing the384

injector control parameters and the linac control parameters into the subroutines385

for objective function evaluations. There are total 23 control parameters. A list386

of these parameters and their ranges is given in Table 1 and Table 2.

Table 1: Injector Control Parameters

Parameter value Range
Laser trans. size (mm) 0.35 0.14 − 0.56
Laser pulse length (ps) 50.5 20.2 − 80.9
Gun phase (deg) 340 306 − 374
solenoid peak field (T) 0.05 0.02 − 0.08
cryomodule starting loc. (m) 1 0.5 − 2
1st − 4th cavity accel. gradient (MV/m) 12.5 0 − 16
1st − 4th cavity phase (deg) 180 0 − 360

Table 2: Linac Control Parameters

Parameter value Range
Linac1 accel. gradient (MV/m) 13 9.8 − 16.0
Linac1 phase (deg) -14 -28 − -7
Harmonic linearizer gradient (MV/m) 11 8.5 − 13.5
Harmonic linearizer phase (deg) -150 -195 − -105
BC1 bending angle (rad) -0.1 -0.12 − -0.08
Linac2 accel. gradient (MV/m) 13 11.7 − 16.0
Linac2 phase (deg) -20 -40 − 0
BC2 bending angle (rad) 0.044 0.035 − 0.057
Linac3 accel. gradient (MV/m) 15.5 14.0 − 17.0
Linac3 phase (deg) 1 -3 − 3

387

The 13 control parameters inside the injector are laser transverse size, laser388

pulse length, VHF gun RF phase, solenoid strength, first four boosting cavity389

amplitudes and phases, and starting location of the boosting cavity cryomod-390

ule. The rest four boosting RF cavities were assumed to run with 32 MV/m391

maximum field on the axis and zero degree RF design phase. The 10 control392

parameters inside the linac are the linac section one 1.3 GHz superconducting393

RF cavity amplitude and phase, the 3rd harmonic cavity amplitude and phase,394

the bending angle in bunch compressor one, the linac section two RF cavity395
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amplitude and phase, the bending angle in bunch compressor two, and the linac396

section three RF cavity amplitude and phase. A number of constraints are ap-397

plied at the exit of the photoinjector. These constraints include the electron398

beam energy (> 91 MeV), electron RMS energy spread (< 2%), electron beam399

transverse RMS size (< 0.4 mm), and transverse RMS emittance (< 0.3 mm400

mrad). At the exit of the photoinjector, the electron beam transverse RMS401

emittance is recorded as the first objective function value of the optimizer. This402

emittance sets the limit of the final transverse emittance that can be achieved403

at the entrance of the undulator section. With a careful design of the linac404

quadrupole settings to minimize the emittance growth due to the space-charge405

effects and the CSR effects, the initial emittance through the linac can be rea-406

sonably preserved. The electron beam longitudinal phase space distribution407

at the injector exit is fed into the longitudinal beam dynamics model to track408

the beam through the superconducting RF linac and transport beam line el-409

ements. All simulations were done using about 200 thousands macroparticles410

with 64×64×64 grid points through the injector and 64 grid points through the411

linac. The final negative fraction of particles inside a longitudinal phase space412

region of [−7.5 : 7.5] µm and [−5.11 : 5.11] MeV, and the RMS energy spread413

of these partilces are recorded as the second and the third objective function414

values of the optimizer. The larger fraction of charge inside the window, the415

higher core current will be. The smaller RMS energy spread inside the window,416

the flatter longitudinal phase space will be. A high core current and flat longi-417

tudinal phase space helps improve the x-ray FEL radiation power and reduce418

the radiation band- width. Besides constraints at the exit of the injector, there419

are constraints at the linac and beam delivery system exit such as electron beam420

energy (> 4 GeV), fraction of particles inside the window (> 0.4), and RMS421

energy spread (< 0.51 MeV).422
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Instead of starting with an initial 512 random population of the entire ac-423

celerator control parameter space, we first run several generations of the pho-424

toinjector optimization only. This ensures that there will be sufficient solutions425

out of the photoinjector with a reasonable beam energy satisfying the injector426

energy constraint. Those solutions at the exit of the injector that do not satisfy427

that constraint will be automatically excluded during the global start-to-end428

optimization. The photoinjector control parameter solutions are then combined429

with 512 quasi-random samples of the linac control parameter space to form an430

initial population in the entire 23 accelerator control parameter space.431

Figure 5: Pareto front of two-dimensional projection of the three objective functions onto the
emittance-negative fraction of particle plane (left) and the energy spread-negative fraction of
particle plane (right). The green star is the illustrative example solution.

Figure 5 shows Pareto front of the three objectives projected onto a two-432
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dimensional plane for the purpose of better visualization. The transverse RMS433

emittances at the exit of the injector are below 0.3 mm mrad for all these so-434

lutions. These emittances are comparable to those at the exit of LCLS-II pho-435

toinjector including a RF buncher cavity [9]. The final RMS energy spreads are436

also below about 0.5 MeV. There is a correlation between the injector transverse437

emittance and the final fraction of particles inside the core, and a correlation be-438

tween the final RMS energy spread and the fraction of particles inside the core.439

The final higher current with a larger fraction of particles inside the core shows440

larger transverse RMS emittance at the exit of the photoinjector and larger441

RMS energy spread at the entrance of the undulator section. The higher core442

current is probably due to the higher initial peak current at the injector exit and443

the larger longitudinal compression through the linac. The higher peak current444

at the exit of the photoinjector is correlated with larger transverse emittance445

at the exit of the injector. The larger longitudinal compression inside the linac446

can result in a larger final RMS energy spread at the entrance of the undulator447

section.448

As an illustration, we selected a solution from these Pareto front solutions.449

Figure 6 shows the electron beam kinetic energy evolution through the photoin-450

jector. The energy of electron beam at the exit of the injector is over 110 MeV.451

The energy gain through the first boosting cavity is less than the rest of the452

boosting cavities. The lower energy gain through this cavity helps longitudinal453

velocity bunching through the cavity. Figure 7 shows the horizontal RMS size454

and longitudinal RMS size evolution through the injector. The electron beam455

out of the VHF gun is transversely focused by the solenoid field before entering456

the boosting RF cavity cryomodule. Inside the first boosting cavity, the beam457

is longitudinally focused down to around 2 mm through velocity bunching be-458

fore entering the second boosting cavity. After the second boosting cavity, the459
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longitudinal bunch length stays nearly constant due to the fast acceleration of460

the electron beam to more than 20 MeV energy. The transverse beam size is461

further focused by the RF fields inside the second boosting cavity and contin-462

ues decreasing through the boosting cavity cryomodule. Figure 8 shows the463

transverse emittance evolution through the injector. The transverse emittance464

shows little change after the second boosting cavity and stays about 0.2 mm465

mrad till the exit of the injector. The initial transverse thermal emittance was466

assumed 1 mm mrad per mm RMS transverse size in all simulations. Figure 9467

shows the longitudinal current profile and phase space distribution at the exit468

of the injector. Here, the relative energy deviation in this figure denotes the469

individual electron energy deviation with respect to the average beam energy470

divided by that energy at the exit of the injector. The peak of current is about471

6 Ampere while the relative RMS energy spread is less than 1%. This current472

is much lower than the 12 Ampere peak current at the exit of the LCLS-II in-473

jector [33]. However, with the appropriate choice of linac parameters through474

the start-to-end global optimization, a reasonable final core current can still475

be achieved. Figure 10 shows the final longitudinal current profile and phase476

space distribution at the entrance of the undulator section. It is seen that over477

kilo-Ampere core current is attained with a relatively flat longitudinal phase478

space distribution. Such a high brightness electron beam can be used for the479

generation of coherent x-ray FEL radiation.480

5. Conclusions481

In this paper, we proposed a beam dynamics design method of the x-ray482

FEL linear accelerator based on multi-objective global optimization with start-483

to-end simulations. The start-to-end simulation involves three-dimensional self-484

consistent beam dynamics simulation of electron beam evolution from the pho-485
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Figure 6: Electron beam kinetic energy evolution through the photoinjector.

Figure 7: Electron beam transverse RMS size (red) and longitudinal RMS size (green) evolu-
tion through the photoinjector.

Figure 8: Electron beam transverse RMS projected emittance evolution through the photoin-
jector.
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Figure 9: Electron beam current profile (top) and longitudinal phase space distribution (bot-
tom) at the exit of the photoinjector.

tocathode to the end of the injector and fast longitudinal beam dynamics simula-486

tion through the RF linac and beam transport system. The global optimization487

employees control parameters inside both the photoinjector and the RF linac.488

The objectives of optimization include transverse emittance at the injector exit489

and the core current and RMS energy spread at the undulator entrance. Us-490

ing the start-to-end simulation avoids the need to choose a specific solution491

with a given current and longitudinal phase space distribution at the photoin-492

jector exit for the linac optimization. The impact of the current profile and493

longitudinal phase space at the injector exit on the final electron beam current494

and longitudinal phase space is automatically included through the start-to-end495

simulation. The multi-objective global optimization uses a variable population496
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Figure 10: Electron beam current profile (top) and longitudinal phase space distribution
(bottom) at the end of the linear accelerator beam delivery system.

size with external storage and a unified differential evolution algorithm with the497

linac sub-optimization to speed up the search for optimal solutions.498

The above global optimization with start-to-end simulations was illustrated499

using an application example that consists of a photoinjector and a LCLS-II500

like RF linac. Good solutions with small electron beam transverse emittance, a501

high final core current, and relatively flat longitudinal phase space distribution502

were obtained through the start-to-end global optimization. In one solution,503

over thousand Ampere final core current was achieved with a 6 Ampere current504

and 0.2 mm mrad transverse emittance electron beam at the exit of the injec-505

tor without the use of RF buncher cavity in the photoinjector. This suggests506

that a useful final high brightness electron beam could be obtained for an ini-507
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tial unfavorable solution at the linac entrance through the start-to-end global508

optimization.509

In this study, we used an improved multi-objective optimizer based on the510

differential evolution method in the accelerator global beam dynamics design511

optimization. In the future study, we would like to further improve the compu-512

tational speed in the global design optimization by exploring methods to include513

surrogate models in the optimizer [34, 35].514
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