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ABSTRACT OF THE THESIS

Spin Transport In Ferromagnets, Antiferromagnets, Paramagnets, And Nuclear Spins

by

Derek Russel Reitz

Doctor of Philosophy in Physics

University of California, Los Angeles, 2023

Professor Yaroslav Tserkovnyak, Chair

The central scientific objective in this thesis is to develop experimentally-testable theories

for the dynamical behavior of magnetic systems. Our second objective is to use our un-

derstanding of these systems to investigate their potential for generating thermally-induced

spin currents, ultimately having thermoelectric applications. This phenomena is known as

the spin Seebeck effect. In Chapter 1, we derive the low-energy, long-wavelength spectra

of Heisenberg ferromagnets (FMs) and antiferromagnets (AFs), in their strongly-ordered

regimes, from an intuitive starting point in a classical theory. Once quantized, these spin ex-

citations become magnons. The strongly ordered phases are understood as a dilute magnon

gas, but interactions become increasingly complex as we approach the magnetic transition

temperature in 3D. In order to pursue a theory of magnetism which treats all phases–both

ordered and disordered–on equal footing, we turn to Schwinger boson mean field theory

(SBMFT). The Schwinger boson transformation fractionalizes the spin operators into two

bosonic field operators, and the language initially appears to be less intuitive. Nonetheless,

we will show how two-spinon excitations reproduce magnons, and then press on to regimes

where both magnon-like and paramagnetic-like excitations proliferate in thermal equilibrium.

In Chapter 2, we investigate the dynamical linear response of insulating magnetic systems
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in equilibrium. In the ordered phases, where time-reversal symmetry is broken, we find

that spin currents are present in equilibrium. The thermally-averaged spin-spin correlators,

which make up spin currents, may be evaluated from the dissipative part of the dynamic

susceptibility tensor using the semiclassical fluctuation-dissipation theorem (FDT). Since

spin currents are not directly measurable, we interface the insulating magnet with a metal.

The interface acts as weak link, and when the two are out-of-equilibrium with each other,

a spin current flows across the interface. By the inverse spin Hall effect, this is picked up

as a voltage drop across the metal. In the FDT method, we compute the interfacial spin

current up to an overall phenomenological parameter called the (dissipative part of the)

spin-mixing conductance. An alternative method, used for Schwinger bosons, is to compute

the interfacial spin current directly using Fermi’s golden rule.

In Chapter 3, we summarize and analyze our final results for the spin Seebeck coeffi-

cients in FMs, AFs, PMs, and discuss a novel SSE which is relevant at temperatures below

where electronic spin dynamics freeze out – the nuclear SSE. In Chapter 4, we compare

our results to experiments on the AF SSE in chromium oxide (Cr2O3), the paramagnetic

SSE in gadolinium gallium garnet (GGG), and the nuclear SSE in manganese carbonate

(MnCO3). We discovered remarkable quantitative agreement between our theory and the

Cr2O3 data after comparing the SSE across a metamagnetic phase transition. Here, the over-

all thermal and electronic transport properties such as thermal conductivities and metallic

resistivities which affect the measured SSE were eliminated in this comparison, because they

are unaffected by the magnetic configuration of the AF. We then applied this technique to

the paramagnetic and nuclear SSE analysis to extract additional, specific information from

the overall magnetic field profile of the SSE. Finally, we conclude with predictions from

SBMFT for future experimental proposals. These investigate the strength of paramagnetic

fluctuations in ordered magnetic phases and signatures of magnetic correlations in disordered

phases.
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Chapter 1

Introduction to the spin wave spectra

of magnetic systems

In this chapter, we derive the spectra of linear excitations in ferromagnets (FMs), antiferro-

magnets (AFs), and paramagnets (PMs). The dispersive bandwidth of spin excitations is set

by the Heisenberg exchange constant times, loosely speaking, the average strength of spin-

spin correlations. On the other hand, the band gap generally comes from a uniform, effective

magnetic field, which may be comprised of crystalline anisotropies and external magnetic

fields, for example. The FM and AF exchange interactions result in different dispersions near

the bottom of the band: FM exchange results in quadratic dispersion, while AF exchange

results in linear dispersion. If we take this as one baseline difference between FMs and AFs,

it is then not surprising that the behaviors of the two systems differ significantly at low

temperatures, where only the lowest-energy excitations are thermalized. In addition, as we

will investigate in more detail in Chapter 2, there can be major qualitative differences in the

overall character of linear response (dynamics of linear excitations) of strongly-ordered FMs

and AFs.
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To illustrate their separate character, consider a FM (AF) which has an easy axis along

which there is magnetic (Néel – staggered) ordering, respectively, at temperatures well below

where the FM (AF) transition occurs – the Curie (Néel) temperature TC(N). In Chapter 2,

we will find that once a small magnetic field is applied collinear to the easy axis, the spin

current in the AF at T ≪ TN carries spin angular momentum that is oppositely-oriented to

the FM’s at T ≪ TC ! The origin of this striking difference becomes apparent after studying

the lowest-energy spin excitations, called magnons, of the two systems. Magnons are bosons,

carrying spin angular momentum ℏ. In FMs at T ≪ TC , nearly all the spins are oriented

along the same direction, and so magnons are spin flips, with spin polarization opposite the

magnetic order. In AFs at T ≪ TN , nearly all the spins are staggered, pointing in one of

two directions along a given axis. Again, since magnons are spin flips, intuitively one would

expect two magnon branches in the AF (which are degenerate in the absence of magnetic

field). In the absence of canting, the two magnons carry oppositely-oriented spin angular

momentum along the Néel axis. This is the case for the easy-axis AF at low fields, and the

magnons which carry momentum polarized along the direction of the magnetic field are in the

majority (in terms of thermal occupation numbers), so they determine the net polarization of

the spin current. A second class are canted AFs, which instead behave qualitatively similar

to a weak FM. We discuss both.

Well ordered FMs (AFs) (when T ≪ TC(N)) have magnetic (Néel) order which can be de-

scribed by a classical, rigid vector. In a classical theory, spin waves are transverse oscillations

of the order parameter. Once quantized, they become magnons. We construct the classi-

cal theory for the low energy, long-wavelength excitations by expanding in small transverse

deformations of the order parameter (a gradient expansion). In 3D, the phenomenological

parameters in the classical Hamiltonian may be obtained, from first principles, by the clas-

sical limit S → ∞ of the quantum Heisenberg model [4], which remains reliable for low spin

lengths in 3D.
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In order to treat magnetic systems at arbitrary temperature on the same footing, we must

resort to mean-field theory. The Schwinger boson transformation takes SU(N) generators

to a product of N bosonic operators. The Hamiltonian is then decoupled by a Hubbard-

Stratonovich transformation where the mean-field theory is the saddle point (SP), and the

order n fluctuations about the SP scale as O(1/Nn) [5, 6]. This approach has no small or

large parameter for fixed N ∼ 1, but still has the ability to qualitatively capture essential

physics in regimes where we do not have an accurate theory.

1.1 Phenomenological theories for magnetic systems

In this section, our goal is to pursue a straightforward route to obtaining the lowest-energy

excitations of an arbitrary FM or AF insulator at temperatures well below its ordering

temperature. Since the central quantity which describes a magnet is its order parameter, we

will start by using it to construct a conjugate pair of coordinate and momentum. We will

then write down the Hamiltonian for these generalized coordinates whose form is intuitive.

Moreover, Hamilton’s equations of motion are first order differential equations and can be

solved immediately after linearization, yielding the spin wave spectra. While the generalized

coordinates offer an intuitive path for constructing the equations of motion, it will be most

convenient to parameterize the phenomenological quantities in the Hamiltonian as energetic

coefficients for the stiffness and anisotropy of the order parameter itself.

1.1.1 Strongly ordered ferromagnets

In ferromagnets at T ≪ TC , the thermal equilibrium state is strongly ordered with spin

density m = (sin θ cosϕ, sin θ cosϕ, cos θ), where m2 = 1 is valid when the longitudinal

fluctuations are frozen out. The conjugate coordinates are the spin projected along an
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arbitrary axis, e.g. mz, and the angle between its transverse component and another axis,

e.g. the angle ϕ between m⊥ and the x-axis [7] (one can verify cos θ and −ϕ are conjugate

from the Poisson algebra {mz,m+} = −im+ with m+ = mx+ im
y). The Hamiltonian of the

Heisenberg ferromagnet is

H(mz,−ϕ) = A
[
(∇mz)2/m2

⊥ +m2
⊥(∇ϕ)2

]
/2, (1.1)

where m2
⊥ = 1−(mz)2 and A is the spin stiffness. Notably, there is no kinetic term. We work

well below the ordering temperature TN , so that we retain only the lowest-order gradient

term of the Néel order. Hamilton’s equations are ∂tm
z ≡ ṁz = δH/δϕ and −ϕ̇ = −δH/δϕ.

Next we insert Hamilton’s equations into dm/dt = (∂m/∂mz)ṁz + (∂m/∂ϕ)ϕ̇ ≡ ṁ and

compare it to the quantity

m× δE

δm
≡ m(mz, ϕ)×

(
δH

δmz

δmz

δm
+
δH

δϕ

δϕ

δm

)
, (1.2)

which yields the Landau-Lifshitz equation

ṁ = ṁ×Ω, Ω =
δE

δm
, (1.3)

and the energy density E(m) = H(mz,−ϕ).

For example, in the case of uniaxial anisotropy with constant K and collinear applied

field, the total energy density reads

E(m) = A(∇m)2/2 +K(K̂ ·m)2/2− b ·m, (1.4)

where b ≡ γsB and γ is the gyromagnetic ratio, whose sign is lumped into the value of B;

e.g., for free electrons, our B has opposite sign to the applied field. The spin waves are found

4



by inserting m = m0 + δm into the equations of motion, giving the dispersion

ωk = γ(B +K) + Ak2, (1.5)

which is the real part of the eigenvalues; and the decay rate

ϵk = αωk. (1.6)

which is the imaginary part. The quality factor is k ≡ ωk/ϵk = α−1. The eigenvectors are

damped, circularly-polarized spin waves.

Resonance dragging effect. The dragging effect is the change in field linewidth due to

a change in angle between the applied field and the order parameter (see, e.g., Ref. [8]).

Measuring this effect allows the direction of the order parameter to be determined. For a

ferromagnet with uniaxial anisotropy constant K (or equivalently, an approximately uniform

dipolar field such as in a thin film) the field linewidth for k = 0 as a function of θ is

∆B = ∆ω∂B/∂ω = ∆ω/ cos θ. For inhomogenous broadening ∆IBω, the result is

∆FMB(θ) =
∆IBω/γ + α(K +B cos θ)

cos θ
. (1.7)

In the limit B ≪ K, ∆FMB(θ) ≈ C/ cos θ.

1.1.2 Strongly ordered antiferromagnets

In antiferromagnets at temperatures T ≪ TN , the thermal equilibrium state is strongly

ordered. The AF state is parameterized by directional Néel order l and normalized spin

density m = s/s (s being the spin density and s ≡ ℏS/V , for spin S and volume V per

site), in a nonlinear σ model with constraint l2 = 1 and l ·m = 0. The Hamiltonian of the
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Heisenberg antiferromagnet is

H(l,p) = A(∇l)2/2 + p2/2m, (1.8)

where p = m× l is the conjugate momentum (as one can verify from the Poisson algebra

{lz, l+} = −il+ with l+ = lx + ily and analogous relations for m). Notably, there is a

kinetic term. Hamilton’s equations are l̇ = δH/δp and ṗ = −δH/δl. Next we insert

Hamilton’s equations into dp/dt = (∂p/∂l)l̇ + (∂p/∂m)ṁ ≡ ṗ, in the same fashion as

Eq.(1.2) for the FM, and use l2 = 1, l ·m = 0 along with the vector identity A× (B×C) =

B(A ·C)−C(A ·B) to obtain the equations of motion for the nonlinear-σ model [9]:

l̇ = m× δE

δl
, (1.9)

ṁ = m× δE

δm
+ l× δE

δl
, (1.10)

and the energy density E(l,m) = H(l,p). We will consider a diagonal anisotropy tensor

with constant K and external field B, making the total energy density

E(m) = A(∇l)2/2 + (m)2/2χ+K(K̂ · l)2/2− b ·m, (1.11)

where χ is the static transverse susceptibility. Going forward, we will use non-negative

anisotropy constants, with the sign factored out explicitly.

Biaxial, two easy axes

In this section we consider two easy axes for the Néel order, with K1 > K2. The field is

applied at an angle θ between K1 and the axis perpendicular to K1. The energy density is

E(l,m) = A(∇l)2/2 +m2/2χ−K1l
2
z/2−K2l

2
x/2− bm · θ̂, (1.12)
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where when θ = 0, B is along K1.

Collinear applied field. In easy-axis AFs, when the Zeeman energy due to an applied field

along the easy axis exceeds the anisotropy energy, there is a metamagnetic phase transition

called spin flop (SF). Below SF (state I), the Néel order aligns with the easy axis, and there

is a small net magnetization due to remnant longitudinal magnetic susceptibility [10, 11].

Dynamically, there are two circularly-polarized spin-wave modes with opposite handedness.

When quantized, they correspond to magnons with magnetic moment parallel or antiparallel

to the order parameter [12]. Above SF (state II), the Néel order reorients into the hard plane,

and the spins cant giving net magnetization along the easy axis, due to a sizeable transverse

magnetic susceptibility. There are now two distinct spin-wave modes at long wavelengths: a

ferromagnetic-like mode (ω → γB when applied field B → ∞) and a low-energy Goldstone

mode associated with the U(1)-symmetry breaking Néel orientation in the hard plane. See

Fig. 1.1.

The ground states I and II are (l0,m0)I = (ẑ, 0) and (l0,m0)II = (ŷ, χbẑ), with the

critical field Bc marking the jump from I to II. Spin waves are linear excitations, l = l0 + δl

and m = m0 + δm, satisfying the equations of motion. The six Cartesian components of

δl and δm reduce to four independent and two slave variables, after applying the nonlinear

constraints. Correspondingly, there are four spin-wave modes with momentum k, as shown

in Fig. 1.1 (for consistency of the gradient expansion, we require k ≪ a−1, the inverse lattice

spacing). When K2 = 0, ω1k and ω2k are waves with circularly precessing δl and δm in

the plane perpendicular to l0,I. ω3k has linearly polarized δl(t) ∝ eiω3ktx̂ and δm(t) ∝

(ω3k/ωx)e
i(ω3kt−π/2)ẑ. ω4k has linearly polarized δl(t) ∝ eiω4ktẑ and elliptically polarized

δm(t) ∝ (ω4k/ωx)e
iω4ktx̂ − χbei(ω3kt−π/2)ŷ, where ωx ≡ 1/χs. Adding K2 slightly shifts the

ground states, gaps ω3, and introduces ellipticities in precession. When kBT ≫ (ℏ/s)
√
K2/χ,

these modifications become negligible.
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0.5 1.51 20

0.5

1

1.5

2

Figure 1.1: k = 0 resonance frequencies are plotted for an easy-axis AF: ω1 and ω2 below SF
and ω3 and ω4 above SF.B is the magnetic field (absorbing the sign of γ), Bc = (γs)−1

√
K1/χ

is the spin-flop field according to the energy (1.12), and ω0 = γBc is the gap in I. The ω1 mode
is right-hand and ω2 is left-hand circularly polarized in δl and δm (however the magnitude
of δm is a factor χK1 smaller than δl below SF, so it is omitted from the Figure). ω3 is
linearly polarized in δl and δm so it does not produce spin currents. ω4 is linearly polarized
in δl and elliptically polarized in δm.
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The dispersions are

ω1k, ω2k = ∓γB +
√

(γBc)2 + (ck)2, (1.13a)

ω3k = ck, ω4k =
√
γ2B2 − γ2B2

c + (ck)2, (1.13b)

where c = s−1
√
A/χ is the speed of the large-k AF spin waves. ω4k is called the quasi-

ferromagnetic (QFM) mode, because it is associated with circularly polarized precession of

δm about m0. The decay rates below spin flop are

ϵik =
2ωikωx

ω1k + ω2k

[
α + β

(
|δmi|
|δli|

)2
]
=

2ωikωx

ω1k + ω2k

(
α + β

ω2
0

ω2
x

)
, (1.14)

giving Q-factor at k = 0

QAF,I = Q1 = Q2 =
ω0

ωx

(
α + β

ω2
0

ω2
x

)−1

. (1.15)

Above spin flop the decay rates are

ϵik = ωx

[
α + β

(
|δmi|
|δli|

)2
]
. (1.16)

Note that since ω4k is independent of B it has zero field linewidth ∆B when θ = 0, while

ω3k has nonzero ∆B. The Q-factor for the QFM mode at k = 0 is

QAF,II−QFM =

√
B2 −B2

c

Bx

[
α + β

B2 −B2
c

B2
x

]−1

. (1.17)

Finally, we compare the easy-axis AF to the FM. For the lowest energy modes when β ∼ α

the β contributions become negligible so we discard them for comparison purposes. The field

linewidths (as measured in resonance experiments) are defined as ∆B ≡ 2ϵ(∂ω/∂B)−1, which
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at k = 0 are

∆BFM,k=0 = 2(B +K)α, (1.18a)

∆BAF,I,k=0 = 2(Bc −B)
Bx

Bc

α, (1.18b)

∆BAF,II,k=0 = 2
Bx

B

√
B2 −B2

cα, (1.18c)

showing that the AF resonance linewidths are generally exchange-enhanced, leading to rela-

tively smaller quality factors.

Noncollinear applied field. The solutions for general θ cannot be obtained analytically,

so we compute the eigenvalues numerically and plot them in Fig. 1.2. In the limit θ → 0,

our numerical and analytical results match.

Figure 1.2: Real (a) and imaginary (b) parts of the eigenvalues at k = 0 from the AF
equations of motion for various values of the angle θ between the applied field and easy axis.

Resonance dragging effect. Analogously to the FM, an uniaxial antiferromagnet also

10



exhibits a dragging effect. It is similar to the FM when B < Bc:

∆AF,IB(θ) =
∆IBω/γ + α(Bc −B cos θ)

cos θ
. (1.19)

In the limit B ≪ Bc, ∆AF,IB(θ) ≈ C/ cos θ. As Bz ≡ B cos θ increases above Bc, there is

a steep climb of ∆G. For example, this nonlinear dragging effect can be observed by tuning

Bz to be slightly above Bc and increasing θ until the state returns to I.

Figure 1.3: The nonlinear-dragging effect in the Gilbert field linewidth near spin-flop in an
AF at B = 1.03Bc. For large θ, the state is below spin-flop with ∆GB(θ) ≈ C/ cos θ while
as θ → 0 the state transitions to above spin-flop and ∆GB(θ) is sharply enhanced by both
factors ∆Gω and dω/dB.
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Biaxial, easy plane with easy axis within plane

We consider an easy-plane AF with an additional, weaker, easy axis within the plane. The

field is applied within the easy plane, perpendicular to the second easy axis. Antisymmetric

exchange is also allowed in crystals with broken inversion symmetry, but is not included

here. The energy density is

E =
α2

2
|∇l|2 + 1

2χ
|m|2 + K1

2
l2z −

K2

2
l2y − bx̂ ·m, (1.20)

where K1 > K2. We expand linearly about the ground state, subject to the nonlinear

constraints. The constraint l2 = 1 sets δly = 0 and l · m = 0 sets δmy = −m0δlx. The

solutions are linearly polarized spin waves; the low energy (when B < Bc) solution is

δL1(t) = δL1 cos(ω1kt)x̂, (1.21a)

δM 1(t) = χω1kseδL1 cos(ω1kt+ π/2)ẑ, (1.21b)

ω1k =
√

(γB)2 + (γBc2)2 + c2k2, (1.21c)

where Bc2 = (γs)−1
√
K2/χ, and the high energy solution is

δL2(t) = δL2 cos(ω2kt)ẑ, (1.22a)

δM 2(t) = χω2seδL2 cos(ω2kt− π/2)x̂, (1.22b)

ω2k =
√

(γBc)2 + c2k2. (1.22c)
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1.1.3 Nuclear-spin-hybridized antiferromagnets

Nuclear spin waves were discovered theoretically in FMs by Suhl [13] and in AFs by Naka-

mura [14]. Nakamura demonstrated that the hyperfine interaction (HFI) between nuclei

and electrons leads to indirect coupling between nuclei via applying the Holstein-Primakoff

transformation to both nuclear and electronic spins. The coupled spectra in AFs was later

derived by DeGennes [15] using a Landau-Lifshitz type of approach for the AF sublattice

magnetization [16]. Here, we cast DeGennes’ theory into the more modern formalism which

describes AFs by directional Néel order L and normalized spin density M = sm/sm with

the nonlinear σ-model constraint L2 = 1 and sublattice symmetry, L · M = 0. Since the

nuclei are coupled to electrons, they are described on the same footing by similarly defined

l and m with l ·m = 0. Here sm = sm/V and sn = Sn/V are the saturated electronic and

nuclear volume spin densities in units of ℏ. Nuclear spin dynamics are described by the Bloch

equations [17]. For a thorough, historically-based account of nuclear-magnon hybridization

and research, see Ref. [18].

The nuclear spins are coupled to the electronic spins through the (local on-site) hyperfine

interaction [19, 20]. At low temperatures, the nuclear spins become weakly polarized antipar-

allel to the local electronic spins. It also introduces a dynamic coupling between the nuclear

and electronic systems. We expect the coupling to be substantial when the nuclear and elec-

tronic resonant frequencies are within 1-2 orders of magnitude of one another. Nuclear static

resonant frequencies are tens - hundreds of MHz, so coupling occurs at low temperatures in

FMs, easy-plane AFs, and possibly–although this has yet to be researched–easy-axis AFs

near spin-flop). In this investigation, we analyze nuclear coupling to an easy-plane AF.

Labeling the lattice sites 1 and 2, and (normalized) nuclear/electronic sublattice spin
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density mi,Mi, the hyperfine interaction is

Ehf = A (m1 ·M1 +m2 ·M2) , (1.23)

where A is an energy density and favors antialigned spins. Rewriting both in terms of Néel

order and spin density,

Ehf =
A

2
(L · l +M ·m) . (1.24)

The total energy density is E = Ehf +EEPAF +EZ , where EEPAF is given by Eq. 1.20 and

EZ is the nuclear Zeeman coupling. For nuclear spin density sn (defined in terms of zero-

temperature saturation magnetization ms, sn = ms/γn), the undamped Bloch equations are

sn
∂l

∂t
= −Hm × l−H l ×m, (1.25a)

sn
∂m

∂t
= −Hm ×m−H l × l, (1.25b)

with effective fields H i ≡ −δE/δqi for the variable qi. The Bloch equations inherently

conserve spin lengths.

Ground state

To calculate the nuclear equilibrium polarization, we balance the entropy and Zeeman en-

ergy in the standard Curie’s Law calculation. For N nuclear spins polarized along ẑ, the

normalized nuclear paramagnetic moment is

⟨mz⟩ ≈
ℏωn

kBT
+ C

(
ℏωn

kBT

)3

+ · · · ≡ χnH0 (1.26)
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whereH0ẑ is the (normalized) local field at each nuclear site for χn in units of volume/energy.

In the presence of the AF Néel ordering, H0 = A + snγnB, known as the Overhauser field

[21, 22], and we will approximate the Brillouin function to leading order in ℏωn ≪ kBT .

For example in the nuclear magnet MnCO3, ωn = 660MHz which corresponds to T = 50

mK (additionally, near 50 mK the nuclear spins are theorized to undergo a spin-ordering

phase transition in this material [23]; however, we will stay at temperatures above this

regime). This defines the (normalized) static nuclear spin susceptibility, χn. Switching to

the staggered and spin density, we have

l0 = χn
A

2
L0 (1.27a)

m0 = χn(
A

2
M0 + snγnB) (1.27b)

System of approximations

The previously-obtained solutions to this system rely on a system of approximations which

account for the relative strengths of the exchange and hyperfine interactions and the weak

relative magnetic coupling strength γn/γm of the nuclear spins. To compare these inter-

actions, we express the couplings in terms of effective fields. These are the exchange field

Bx ≡ (γesmχ)
−1, the hyperfine field BA ≡ (γnsn)

−1A/2, and the crystalline anisotropy

(within easy plane) field, Bc2 ≡ (γs)−1(K2/χ)
1/2. The hyperfine field is the field experienced

by each nuclear spin due to an electron on the same site.

In the well known nuclear magnet MnCO3, Bx = 68T, BA = 57T, Bc2 ≈ 0.01T. Since

we will compare our theory to spin transport data on MnCO3 in Chapter 4, we develop our

system of approximations with these values in mind. In the equations of motion, we will

neglect the following terms (and higher orders) with respect to unity: (B/Bx)
2, (B/BA)

2.
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Finally, there is an additional small dimensionless quantity reflecting the smaller nuclear

static susceptibility: χn/χ ∝ γn/γm, which appears in the equations of motion. We retain

the largest term containing this factor, which turns out to be B2
Aχn/χ ≡ B2

∆(T ). This is

called the nuclear pulling field, sometimes written as a phenomenological effective anisotropy

field within the easy plane and defined differently as BxB∆(T ). Here, we have derived this

field analytically. The nuclear pulling field is the exchange-enhanced field experienced by

an electron due to a nuclear spin (which is already polarized by the electron’s field) on the

same site. It is a second-order effect of the hyperfine coupling, expanded perturbatively

with respect to the electronic exchange coupling. We also neglect (B∆/Bx)
2, (B∆/BA)

2, but

retain (B∆/B)2.

Spin wave spectra

We expand linearly about the electronic and nuclear ground states. As guaranteed by the

Bloch equations, the individual nuclear spin lengths are conserved, so m2
1 = m2

2 is fixed. To

linear order in δm, we have δm1y = −M0δm1x and δm2y = M0δmx2. Equivalently, δmy =

−M0δlx and δly = −M0δmx. Hence, our set of dynamical coordinates is expanded from 4 to

8 coordinates. We arbitrarily select {δLx, δLz, δMx, δMz, δlx, δlz, δmx, δmz}. By decompos-

ing the equations of motion into matrix form, we observe that the coordinates decouple into

two systems, as was the case without nuclear coupling. One system, {δLz, δMx, δlz, δmx},

has an eigenfrequency near the high energy electronic frequency ω2, and the other system,

{δLx, δMz, δlx, δmz}, has an eigenfrequency near the low energy electronic frequency, ω1.

Each subsystem also has a pulled nuclear eigenfrequency ωn, but the pulling is more sub-

stantial in the low energy subsystem.

As mentioned in the section of easy-plane AFs, there are two spin wave modes associated

with rotation of the Néel order either out of or within the easy-plane. The hybridized low-
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energy modes are

ωmk =
√
ω2
1k + γ2mB

2
∆ (1.28)

=
√
γ2m(B

2
c2 +B2 +B2

∆) + c2k2

ωnk = ωn

√
1− γ2mB

2
∆/ω

2
mk (1.29)

where B2
∆ = (ℏωn/kBT )BABxγn/γm with BA = A/γnsn and Bx = (χγmsm)

−1, and γn, γm

are the nuclear and magnonic gyromagnetic ratios. The low-energy modes in Eq. (1.13) have

elliptically precessing spin-density and linearly-polarized Néel order excitations.

Nuclear-magnon hybridized resonance frequencies

(a) ωn at k = 0 as a function of applied field.
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(b) ωn at B = 0.2T as a function of momentum.

Figure 1.4: Example of nuclear pulled frequencies in the nuclear magnet MnCO3.
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Figure 1.5: Example of shifted magnon frequencies in the nuclear magnet MnCO3 at B =
0.2T as a function of momentum.
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1.2 Schwinger boson mean-field theory

The Schwinger boson transformation is an exact transformation which replaces the spin

operators by a product of bosonic creation and annihilation operators,

S+ = a†↑a↓, (1.30a)

S− = a†↓a↑, (1.30b)

Sz =
∑
σ

σa†σaσ/2, (1.30c)

S =
∑
σ

a†σaσ/2, (1.30d)

where σ = ± and the operators obey bosonic commutation relations,
[
aσ, a

†
σ′

]
= δσσ′ .

Eq. (1.30d) is the constraint which fixes the spin length on each site. In terms of Schwinger

bosons, the nearest-neighbor Heisenberg Hamiltonian on a bipartite lattice written in terms

of SBs aσ and bσ for sublattices A and B, respectively, reads

H = −J
∑
⟨ij⟩

Si ·Sj = −2J
∑
⟨ij⟩

[
α : F †

ijFij : −(1− α)A†
ijAij

]
−
∑
iσ

λi(a
†
iσaiσ − 2S). (1.31)

Here, summing over ⟨ij⟩ avoids double counting, Fij =
∑

σ a
†
iσbjσ/2, Aij =

∑
σ σaiσbjσ/2,

and λi is the Lagrange multiplier which implements the constraint on the ith site. Since the

Hamiltonian written in terms of SBs contains terms which are quartic in the field operators,

it must be decoupled by a Hubbard-Stratonovich transformation [6]. In this thesis, we

pursue a mean-field theory (neglecting fluctuations beyond the saddle point), in the interest

of performing a preliminary investigation into the spin excitations and spin transport at

arbitrary temperatures in Heisenberg FMs, AFs, and PMs.

Generally, one should include all terms in their mean-field decomposition, except those

that may be ruled out by symmetry considerations. In magnets, U(1)-symmetry is broken
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spontaneously in the ordered phase. However, the SU(2)-preserving SBMFT decomposition

is the standard used throughout the field of SB research, including in ordered magnets,

e.g. [5, 24, 25, 26, 27, 28]. Without SU(2)-breaking terms in the mean-field decomposition,

the symmetry in the ordered phase most be broken explicitly by an infinitesimal applied

field. Additionally, disordered magnets in the presence of applied fields are known to obey

the Curie-Weiss law, which arises from a U(1)-symmetric effective field felt by a spin due

to the weak polarization of neighboring spins. Thus, when performing our SB mean-field

decomposition of the Heisenberg Hamiltonian, we should attempt to consider all terms which

respect U(1) symmetry. The most general (Hartree-Fock-Bogoliubov) U(1)-preserving mean-

field decomposition of the nearest-neighbor Heisenberg Hamilitonian on a bipartite lattice,

is

Hmf = H
SU(2)
mf +H

U(1)
mf , (1.32a)

H
SU(2)
mf = −2J

∑
⟨ij⟩

[
αF †

ijF − (1− α)A†
ijA+H.c.

]
− µA

∑
i∈A,σ

a†iσaiσ − µB
∑
i∈B,σ

b†iσbiσ,

(1.32b)

H
U(1)
mf = −JZ

(∑
i∈A

Sz
BS

z
i +

∑
i∈B

Sz
AS

z
i

)
− 2J

∑
⟨ij⟩,σ

[
αC†

ij,σCσ − (1− α)D†
ij,σDσ +H.c.

]
.

(1.32c)

Here, summing over ⟨ij⟩ avoids double counting, Fij =
∑

σ a
†
iσbjσ/2, Aij =

∑
σ σaiσbjσ/2,

Cij,σ = aiσbjσ and Dij,σ = a†iσbjσ. The mean-fields are F = ⟨Fij⟩ and similarly for A,C,D,

Sz
A(B) is the mean z-component of spin on the A(B) sublattice, and JZSz

A(B) is the effec-

tive field which yields the Curie-Weiss law for Z nearest neighbors. The quartic terms in

Eq. (1.31) are approximated in our MF decomposition by the product of a quadratic term

and the mean-fields, and in the same spirit the spin length constraints are implemented via

two aggregate Lagrange multipliers µA(B). This decomposition applies to isotropic lattice

models where there is a single F and single A parameter. Note that while the exact con-

19



straint fixes the sum of the SB species’ number operators on each site, µA(B) instead fix the

expectation value of this operator sum on each sublattice. In deriving Eq. (1.32a) we made

use of the identities [5, 6] (where : . . . : is normal ordering)

: F †
ijFij := F †

ijFij − S, (1.33a)

: F †
ijFij : +A

†
ijAij = S2, (1.33b)

which can in turn be derived, respectively, by inserting the constraint once or twice into

: F †
ijFij :. α is a parameter that is free to vary in the exact Hamiltonian, but parameterizes

separate mean-field Hamiltonians [29, 6]. To fix α, we match the poles of the dynamic

susceptibilities to the Holstein-Primakoff result at T = 0, giving the usual [5] α = 1 for the

FM and α = 0 for the AF, and for simplicity fix these values for α at all T .

As we will see, the solutions to the SU(2) problem are consistent with C = D = 0, but the

effective field JZSz
A(B) is generally finite in the ordered phase, or when SU(2) symmetry is

broken by an applied field in the disordered phase. Therefore, we do not have a reason a priori

to discard it. Starting from T = ∞, we find a gaseous paramagnetic phase with F = A = 0

that survives at finite temperatures down to the liquid-gas transition. In the gaseous phase,

the susceptibility follows the Curie-Weiss law. This U(1) term also provides spontaneous

symmetry breaking at the Curie/Néel transition. However, it introduces a magnon gap in

the ordered phase, where we expect gapless Goldstone modes in the Heisenberg FM and

AF, and results in first-order Curie and Néel transitions. There is an indication that the

issues may be resolved, for example, by taking the full U(1) decomposition for a given α in

Eq.(1.32a). When we take α = 1 at T ≪ TC and consider both F ̸= 0 and Cσ ̸= 0, we find a

low-T solution which restores the Bloch law. However, since this significantly increases the

complexity of the MF equations and is not within the scope of this work, we do not consider

finite C and D in detail, and instead call for future investigations into a more complete

SBMFT in the ordered phase. The effect of treating α as a separate mean-field parameter is

20



also an open question, though Ref. [30] used it as a fitting parameter to reproduce data on the

dynamical spin structure factor of a S = 1/2 triangular lattice antiferromagnet, obtaining

α = 0.436.

In this thesis, we present SBMFT solutions to the SU(2)-symmetric decomposition of

the Heisenberg FM, uniaxial AF below spin flop, and PM, for infinitesimal applied fields.

In these systems, infinitesimal fields are sufficient for generating interfacial spin transport,

which is our main research objective. In total, the bipartite FM (uniaxial AF below spin

flop) has three mean-field parameters: F (A), µ ≡ (µA + µB)/2, and δµ ≡ (µA − µB)/2.

Additionally, we will include the U(1) effective fields JZSz
A(B) for the A(B) sublattices in

the high-temperature limit of Heisenberg PMs to demonstrate this, fully self-consistent,

decomposition does yield the expected Curie-Weiss law. In Chapter 4, we will show that these

U(1) terms are essential for explaining recent spin transport experiments in paramagnetic

materials.

1.2.1 Heisenberg ferromagnet

Here, we consider ferromagnetic exchange in the SU(2)-symmetric MF decomposition with

α = 1, and take a uniform chemical potential µA = µB.
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Cubic lattices

For cubic lattices (simple cubic, bcc, fcc), the unit cell contains a single SB operator aσ, so

Fij = 1/2(a†i↑aj↑ + a†i↓aj↓). The MF Hamiltonian is

Hmf = −2JF
∑
ij

[
Fij + F †

ij

]
− λ

∑
iσ

a†iσaiσ − ℏγB
∑
iσ

sσa
†
iσaiσ

=
∑
kσ

(ϵkσ − µ)a†kσakσ, (1.34a)

where in the second line we assumed isotropic mean-fields, F ≡ ⟨Fij⟩ = ⟨Fji⟩ (also noting

that F †
ij = Fji), and we defined µ ≡ JFZ + λ. There are two bands whose energies, in the

presence of magnetic field Bẑ, are

ϵkσ = JFZ(1− γk)− ℏγBsσ, (1.35)

with structure factor γk ≡ Z−1
∑

δ cosk · δ where Z is the number of nearest neighbors.

At arbitrary temperatures, the self-consistent mean-field equations for F and S give the

solutions to F (T ) and either the condensate density nc(T ) or µ(T ) according to

F = (2N)−1
∑
kσ

nkσγk = S − (2N)−1
∑
kσ

nkσ(1− γk), (1.36a)

S = (2N)−1
∑
kσ

nkσ, (1.36b)

where N is the number of sites arising from the normalization factor in the Fourier transform:

ai =
∑

k e
−ik·riak/

√
N . If µ reaches −b/2 there are zero-energy modes at k = 0 that

condense with density nc ≡ Nc/N . Then at T ≤ TC , µ(T ) is fixed and we instead solve for

nc(T ), or equivalently at B = 0, Sz(T ) = nc/2. The numerical mean-field solutions on the

cubic lattices have first-order Curie transitions, as shown in Fig. 1.6. However, the diamond

transition turns out to be second-order for S = 1/2, as discussed in the next section.
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Figure 1.6: Numerical mean-field solutions for the FM with S = 1/2 at B = 0 and T < TC .
T for each lattice is in units of its respective TC . (a) Numerical solutions to F (T ). (b)
Numerical solutions to Sz(T ) (equivalent to the condensate density at B = 0).

Diamond lattice

The following section will be published in Ref. [31]. The SU(2)-preserving MFT yields a

first-order Curie transition on cubic Bravais lattices, but is second-order on the diamond

lattice, possibly due to its higher-order connectivity [32]. The FM mean-field Hamiltonian

plus applied field on the diamond lattice, setting δµ = 0, after Fourier transforming and

casting in terms of sublattice pseudospin, ψkσ = (akσ, bkσ), is

HFM
mf =

∑
kσ

ψ†
kσ [−(µ+ bσ/2) + ηk · τ ]ψkσ, (1.37)

where b ≡ ℏγB, ηk = (−JF Re γk, JF Im γk, 0), γk = Z−1
∑

δ e
ik·δ is the structure factor

and δ is the vector between nearest neighbors on sublattice A to B, and τ is the vector of

Pauli matrices. There are four bands with energies

ϵ±kσ = JZF (1± |γk|)− (µ+ bσ/2), (1.38)
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where a factor of JZF was absorbed into the definition of µ. The eigenvectors are v±kσ =

(1,∓|γk|/γk)/
√
2. If µ reaches −b/2 the lowest energy branch, ϵ−k↑, has zero-energy modes

that condense, resulting in long-ranged spin ordering along the +ẑ axis in the language of

SBs [5, 33]. At arbitrary temperatures, the self-consistent mean-field equations for F and S

give the solutions to F (T ) and either the condensate density nc(T ) or µ(T ) according to

F = −(4N)−1
∑
kσλ

nλ
kσλ|γk|, (1.39)

S = (4N)−1
∑
kσλ

nλ
kσ, (1.40)

where nλ
kσ is the Bose-Einstein distribution function for energy ϵλkσ, and N is the number

of sites per sublattice. In order to solve Eqs. (1.36) at T < TN , the sums are converted

to integrals with the contributions from the condensate density separated explicitly: for

an arbitrary function z and a single condensation point at momentum kc,
∑

k zk/N ≈

z(kc)Nc/N +V
∫
BZ
d3k z(k), where nc ≡ Nc/N and V is the unit cell volume. The complete

numerical solutions of the MFT for B = 0 with S = 1/2 for the FM, where nc ∝ Sz are

plotted in Fig. 1.7 (TC = 0.633J and TN = 5.12J in units where the Boltzmann constant

kB = 1).

1.2.2 Easy-axis antiferromagnet below spin flop

The following section will be published in Ref. [31]. On the other hand, we find the Néel

transition is second-order on all cubic Bravais lattices, so we take the simple cubic lattice

for simplicity. The AF mean-field Hamiltonian with easy-axis anisotropy constant K plus
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collinear applied field is

HAF
mf =

∑
kσ

ψ†
kσ [ζσ − (δµ+ bσ/2)τz]ψkσ+

∑
kσ

(iσψ⊺
kσηk · τψ−kσ/2 + H.c.), (1.41)

where we consider b≪
√
JK, the spin-flop field; here ζσ = −µ−KLzσ/2 for mean staggered

spin polarization Lz = (Sz
A − Sz

B)/2, ηk = (JA Im γk, JARe γk, 0), and ψ⊺ is the vector

transpose. Diagonalizing the Hamiltonian via a Bogoliubov transformation for each σ yields

four bands, we get energies

ϵ+kσ = −δµ− bσ/2 + ϵkσ, ϵ
−
kσ = δµ− bσ/2 + ϵkσ, (1.42)

ϵkσ ≡
√
ζσ(2JZA+ ζσ) + (JZA)2(1− γ2k),

where, like for the FM, we shifted µ by a factor of JZA, and σ = −σ. Here, the ansatz

δµ = −b/2 was found by matching ϵ+k↓ and ϵ−k↑ to the usual AF magnon modes from HPA,

which turns out to be the self-consistent solution for δµ at all T . Analogously to the FM,

BEC occurs when the lowest-energy modes of ϵ+↑ and ϵ−↓ become gapless at µ = −KLz/2, so

that ζσ = KLz(1− σ)/2 [26], resulting in long-ranged staggered ordering. The equations for

T < TN are obtained by eliminating nc(T ) to give two independent equations for A(T ) and

Lz(T ).

The Bogoliubov transformation (very similar to, c.f. Ref. [34], the usual Bogoliubov

transformation for AF magnons in the Holstein-Primakoff approximation; specifically, when

σ =↓, our transformation matches the structure of the magnonic one) that diagonalizes the

AF Heisenberg Hamiltonian after a SU(2)-symmetric mean-field decomposition, plus uniaxial
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anisotropy and collinear applied field below spin flop, is

(akσ, b−kσ) = ukσΨkσ + σvkστxΨ
†
kσ, (1.43a)

u2kσ =
1

2

[
2ζσ + 2JZA

ϵ+kσ + ϵ−kσ
+ 1

]
, (1.43b)

v2kσ =
1

2

[
2ζσ + 2JZA

ϵ+kσ + ϵ−kσ
− 1

]
, (1.43c)

where τx is the pauli matrix, ζσ ≡ −µ − KLzσ/2, Ψkσ ≡ (αkσ, β−kσ) and α, β are the

Bogoliubon field operators whose energies are ϵ+kσ, ϵ
−
kσ, respectively.

General mean-field equations

The mean-field equations are

A =
1

2N

∑
kσ

γk(n
+
kσ + n−

kσ + 1)ukσvkσ, (1.44a)

S =
1

4N

∑
kσ

[
(n+

kσ + n−
kσ)(u

2
kσ + v2kσ) + 4v2kσ

]
, (1.44b)

where Eq. (1.44b) is the mean-field constraint. Other quantities of interest are

Lz =
1

4N

∑
kσ

σ
[
(n+

kσ + n−
kσ)(u

2
kσ + v2kσ) + 4v2kσ

]
, (1.45a)

Sz =
1

4N

∑
kσ

σ(n+
kσ − n−

kσ). (1.45b)

When T ≤ TN , µ = −KLz/2 and the condensate density is separated from the sums. Note

that the condensate contributions, which go as nc(u
2
kc↑+v

2
kc↑), where kc are the condensation

points in the BZ, appear to diverge since (u2kc↑+v
2
kc↑) ∝ 1/(ϵ+kc↑+ϵ

−
kc↑). However, the energies

only go to zero in the thermodynamic limit and so they cannot be taken to zero without

simultaneously taking the system size to infinity [26]. Inserting the Bogoliubov coherence
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factors, separating the condensate density from the sums, and using Eq. (1.44b) to eliminate

it from Eqs. (1.44a) and (1.45a), we get

A = S + 1/2 +
1

4N

∑
kσ

(n+
kσ + n−

kσ + 1)

γk
√(

2ζσ + 2JZA

ϵ+kσ + ϵ−kσ

)2

− 1− 2ζσ + 2JZA

ϵ+kσ + ϵ−kσ

 ,
(1.46a)

Lz = S + 1/2−
∑
k

(n+
k↓ + n−

k↑ + 1)
ζσ + JZA

ϵ+k↓ + ϵ−k↑
, (1.46b)

where δi,j is the Kronecker delta. Eqs. (1.46a) and (1.46b) no longer contain contributions

from the condensate terms, so the sums can now be converted to integrals in order to solve

numerically. When T ≥ TN , we have Lz = 0 and µ(T ) is no longer fixed.

Mean-field equations in the limit K ≪ J

In the limit K ≪ J (e.g., in Cr2O3, K ≈ 7× 10−2J [11]) the mean-field equations are:

A = S + CA − (4N)−1
∑
kσ

(n+
kσ + n−

kσ)
√

1− γ2k, (1.47a)

Lz = S − Cz − (2N)−1
∑
k

(n+
k↓ + n−

k↑)/
√

1− γ2k, (1.47b)

where CA = 1/2 − (2N)−1
∑

k

√
1− γ2k ≈ 0.13, Cz = 1/2 − (N)−1

∑
k 1/

√
1− γ2k ≈ 0.25,

the contributions from the zero-energy modes vanish in Eq. (1.47a), and Eq. (1.47b) only

contains finite-energy modes. At T > TN : Lz = 0 and µ(T ) is no longer fixed so the

mean-field equations are:

A = (2N)−1
∑
kσ

(nkσ + 1/2)
√
(−µ+ JZA)2/ϵ2kσ − 1, (1.48a)

S = −1/2 + (2N)−1
∑
kσ

(nkσ + 1/2) (−µ+ JZA)/ϵkσ, (1.48b)
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where we took n+
kσ ≈ n−

kσ ≡ nkσ, which is valid when K ≪ J . For Sz we get

Sz =
1

2N

∑
kσ

σnkσ. (1.49)

When T ≪ TC(N), thermal equilibrium described by the Holstein-Primakoff picture is

characterized by a dilute magnon gas with a single band for each sublattice [35], which

slightly depolarizes the spin ordering. In SBMFT, there are twice as many bands as in HPA.

However, e.g., in the axially-symmetric case, magnons in SBMFT are excitations from the

condensed spinons to the thermal cloud. Here, generally, one spin species carries spin along

the direction of the sublattice order parameter, while the opposite spin species then mimicks

the magnon bands in HPA. In the FM ordered phase, the lowest-energy modes of the ϵ−↑

band condense and the two ϵ±↓ bands match the magnon bands from HPA, which reproduces

the usual Bloch T 3/2 law for demagnetization at T ≪ TC [27]. In the simple-cubic-lattice

AF, the the lowest-energy modes of the ϵ+↑ and ϵ−↓ bands condense at TN forming staggered

ordering while the ϵ+↓ and ϵ−↑ bands qualitatively match the magnon bands from HPA. See

Section 1.3 for a complete discussion. The complete numerical solutions of the MFT for

B = 0 S = 3/2 for the AF, where nc ∝ Lz, are plotted in Fig. 1.7 (TN = 5.12J in units

where the Boltzmann constant kB = 1).

1.2.3 Curie-Weiss law in non-interacting paramagnets

In this section we consider the U(1) symmetric MF Hamiltonian with applied field Bẑ in the

gaseous (F = A = 0) paramagnetic phase and self-consistently take the fields C = D = 0.

The FM and AF mean-field equations have the same form: there are two energy levels

which are split by magnetic field, and two mean-field parameters µ and Sz. The mean-field
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Figure 1.7: Mean-field solutions for the S = 1/2 FM on the diamond lattice and the S = 3/2
AF on the simple cubic lattice. For the FM (AF), (a) shows F (A), (b) shows Sz (Lz) and (c)
shows −µ in units of µC(N) = −TC(N) ln(1/S + 1). Triangular markers denote the positions
of the liquid-gas crossover.

equations are

S = (2)−1
∑
σ

nσ, (1.50a)

Sz = (2)−1
∑
σ

σnσ, (1.50b)

where ϵσ = −(µ + hσ/2) with h ≡ ℏγB + JZ⟨Sz⟩, which includes the U(1) term from the

mean-field decomposition of the Heisenberg Hamiltonian. At h ≪ T the solution (setting

kB = 1) is µ = −T ln(1/S + 1) − h/2 and Sz/S = χB where χ = C/(T − ΘCW ) is the

spin-length normalized susceptibility with C = (S + 1)ℏγ/2 and ΘCW = JZC, where the
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Curie constant C is a constant factor of 3/2 larger than the usual one.

1.3 Holstein-Primakoff approximation

The Holstein-Primakoff transformation [36] is an exact transformation from the spin ladder

operators to magnonic field operators. Since the transformation contains a square root of

the magnon number operators, it can only be performed by using a Taylor expansion in the

magnon number relative to saturated spin densities. In this sense, it is an order-by-order

perturbative expansion in the quantum and thermal fluctuations of a spin state about its

fully polarized configuration. We define the Holstein-Primakoff approximation (HPA) as the

transformation expanded to second order in the magnon over spin densities.

The purpose of this section is demonstrate agreement between the Holstein-Primakoff

magnon dispersions and the SBMFT. In SBMFT, there are two spinon bands for each magnon

band (e.g., in a cubic lattice FM there is one magnon band, in bipartite AFs and FMs there

are two magnon bands). At T ≪ TC(N), one (for the FM) or two (for the AF) of the spinon

bands is nearly completely condensed (the condensate density Nc/N → 1, corresponding to

saturation of the sublattice spin polarizations). Thus, the dominate excitations which carry

spin angular momentum involve annihilating a condensed spinon, and creating a thermal

cloud spinon. These are magnons, and the thermal cloud bands whose spin polarization is

opposite to the condensate are the ones which match the HPA magnon dispersions.

1.3.1 Heisenberg ferromagnet

For a step-by-step derivation of the spectrum of a Heisenberg ferromagnet under the HPA,

see Ref. [37]. The magnon dispersion in HPA in the nearest-neighbor Heisenberg model with
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isotropic exchange and applied field B is

ϵk = ℏγB + JSZ(1− γk), (1.51)

for Z nearest neighbors and spin structure factor γk ≡ Z−1
∑

δ e
ik·δ. This agrees with our ϵk↓

band dispersion in the cubic FM SBMFT in the limit F → S, which occurs when T ≪ TC .

This agreement was also noted in Refs. [38, 27]. Similarly, in the diamond case, there are

two magnon bands which match the ϵ−k↓ and ϵ+k↓ SBMFT bands in the same limit.

1.3.2 Easy-axis Heisenberg antiferromagnet below spin flop

For a step-by-step derivation of the spectrum of a Heisenberg antiferromagnet below and

above spin flop under the HPA, see Ref. [39]. In this section, we consider the easy-axis

Heisenberg AF below spin flop, in order to compare to our SBMFT results. The Bogoliubov

transformation here is very similar to the usual Bogoliubov transformation for AF magnons

in the Holstein-Primakoff approximation. When σ =↓, our transformation matches the

structure of the magnonic one that diagonalizes the AF Heisenberg Hamiltonian, as discussed

in Sec. 1.2.2. The two agree precisely if the dispersions match, and the dispersions are

closest when T ≪ TN . They are ϵ+k↓, ϵ
−
k↑ = ±b+ ϵk, where ϵk =

√
ϵ20 + (JZA)2(1− γ2k) with

ϵ20 = ϵK(ϵK + 2JZA) and ϵK = KLz. At T ≪ TN , the dispersive term (JZA)2(1 − γ2k)

with A/S = 1 + CA/S differs by a constant factor from the HPA value, and the gap ϵ0 is

proportional to ϵK = K(S − 1/2) in HPA while it is ϵK = K(S − 1/2+Cz) in SBMFT. The

constants are CA = 1/2− (2N)−1
∑

k

√
1− γ2k ≈ 0.13, Cz = 1/2− (N)−1

∑
k 1/

√
1− γ2k ≈

0.25.
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Chapter 2

Interfacial spin currents in biased

magnetic insulator/metal

heterostructures

In this chapter, we derive the dynamical behavior of FMs, AFs, and PMs in linear re-

sponse to a pertubation. While the static susceptibility encodes the systems response to a

time-independent perturbation, the dynamic susceptibility encodes the response to a time-

dependent perturbation, and is the central focus of this thesis. Since magnets break time-

reversal symmetry in equilibrium, there are spin currents present in equilibrium due to ther-

mal and quantum spin fluctuations. Here, we derive the relation between a magnet’s bulk

spin current (a linear combination of two-spin correlators), and the response of the system

to a time-dependent pertubation in equilibrium. This is accomplished by the fluctuation-

dissipation theorem. In this way, we can capture both the thermal and quantum fluctu-

ations using a semiclassical relation. The dynamic susceptibilities that are input to the

fluctuation-dissipation relation can be derived from a phenomenological, classical model for

the low-energy, long-wavelength fluctuations which dominate the behavior of well-ordered
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magnets.

This being said, the spin current in bulk magnets is not directly measurable. In the

early 2000’s, physicists discovered [40, 41] that attaching a metal to a magnet dramatically

increases its resonance linewidths, which are a measure of the system’s dissipation. This was

theoretically established non-perturbatively [42] by analyzing the scattering matrix between

the magnet and the metal. In solid crystalline insulating magnets, the main effect of adding

a thin metallic film is to enhance the resonance linewidths [43]. It may be simply captured

by treating the interfacial Hamiltonian to leading order in perturbation theory with respect

to the bulk magnet’s Hamiltonian. In this chapter, we consider interfacial spin currents

generated by a temperature discontinuity or spin accumulation between the spin carriers

in the magnet and the electrons in metal. In a fully quantum treatment of the magnet,

the spin current can be evaluated as the rate of spin flow, minus the backflow, across the

interface using Fermi’s golden rule. One can then compare this result for the interfacial spin

current to the semiclassical result for the bulk spin current. The two can be matched by

taking the bulk, semiclassical result thermally averaged with respect to the temperature T1

of the magnet, minus it averaged at the temperature T2 of the metal, and multiplying this

quantity by an overall phenomenological factor – the real (dissipative) part of the interfacial

spin-mixing conductance g↑↓. In order to match the two expressions for the interfacial spin

current, we require g↑↓ = 4πs|J |2D2, as derived in Ref. [44] for the case of a FM, where s

is the spin density in the FM, D is the density of states at the Fermi level, and |J | is the

strength of the interfacial exchange coupling.

2.1 Generalized fluctuation dissipation relations

The total spin current flowing across the interface from left to right is Js = J1(T1, µ1) −

J2(T2, µ2), assuming we can neglect cross-dependencies (i.e. the spin current on the left
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depending on the temperature on the right). In equilibrium (T1 = T2, µ1 = µ2), Js = 0, so

J1 = J2. Then in linear response, µ1 = µ2 + δµ and T1 = T2 + δT , we get for the interfacial

spin current

Js(µ, T ) = Rδµ+ SδT, (2.1)

where R ≡ ∂µJ is the spin impedance, and S ≡ ∂TJ is the spin Seebeck coefficient. The

main goal of this section is to derive semiclassical relations for J(µ, T ) in terms of the

relevant components of the dynamic susceptibility tensor χij. In the following sections, we

will then compute these components of χij using classical theories for FMs (AFs), valid when

the lowest energy, long-wavelength excitations dominate, at T ≪ TC(N). Finally, the spin

Seebeck coefficients due to these spin currents are derived in Chapter 3.

2.1.1 Ensemble-generic relations

We begin by considering the linear response of a system described by the Hamiltonian

H(t) = H0 + Hξ(t), where H0 is time-invariant and Hξ(t) = ϕjξj(t) is a time-dependent

perturbation. The density matrix ρ commutes with H0, with bosonic operators ϕ(t). We

will work in the interaction picture with time evolution operator U = U0UI where states

evolve via U0 ≡ e
∫
dtH0/iℏ and operators evolve via UI ≡ e

∫
dtHξ/iℏ.

⟨δϕi(t)⟩ ≡ ⟨ϕi(t)⟩ − ⟨ϕi⟩|ξ=0 (2.2)

= − i

ℏ

∫ t

t0

dt′⟨[ϕi(t), ϕj(t
′)]⟩ξj(t) (2.3)

=
1

ℏ

∫ ∞

−∞
dt′GR

ij(t− t′)ξj(t
′), (2.4)
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where we have introduced the retarded Green’s function GR
ij(ω). The Kubo relation is

ensemble-independent,

⟨δϕi(ω)⟩ =
1

ℏ
GR

ij(ω)ξj(ω) = χij(ω)ξj(ω), (2.5)

which defines the dynamic susceptibility tensor χij(ω) (a.k.a. the linear-response function).

Let us also define the time-ordered Green’s function Gij,

Gij(t, 0) = −i [Θ(t)⟨ϕi(t)ϕj(0)⟩+Θ(−t)⟨ϕj(0)ϕi(t)⟩] , (2.6)

where Θ(t) is the step function.

2.1.2 From the CE to the GCE

In thermal equilibrium with temperature T , there can be additional quantities where are

conserved over time scales which are much longer than the characteristic time scales of

our system. Thus, when describing our system we can treat each as a conserved quantity

parameterized by its chemical potential µ. We envision this as a generalized “greenhouse

effect”, as termed by Refs. [45, 46, 47], for quasi-conserved quantities. In our spin systems,

for example, if there is U(1) rotational symmetry in spin space about an axis, the spin

projected along this axis is conserved. Then, if the interface is a weak link coupling the

spin system to a metal, this spin accumulation slowly relaxes into the metal. The interfacial

spin current generated by this process can be calculated using the fluctuation-dissipation

theorem, generalized for the grand-canonical ensemble.
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FDT in the CE

In order to relateGR
ij andGij, we need a relation between ⟨ϕi(t)ϕj(0)⟩ and ⟨ϕj(0)ϕi(t)⟩. These

are in turn related by using the cyclic property of the trace, and then treating e−βHϕeβH as

an imaginary time translation of ϕ with t→ t− iβℏ. This yields

∫
dteiωt⟨ϕi(t)ϕj(0)⟩ = eβℏω

∫
dteiωt⟨ϕj(0)ϕi(t)⟩, (2.7)

in the CE where ρc = e−βH/Qc. We define ℑGij(ω) (for any G)

ℑGij(ω) ≡
1

2i

[
Gij(ω)−G∗

j†i†(ω)
]
, (2.8)

where i† represents ϕ†
i .

The time-ordered Green’s function contains the symmetrized correlators:

ℑGij(ω) =
1

2i

[
Gij(ω)−G∗

j†i†(ω)
]

= −
∫ ∞

−∞
dteiωtRe [Θ(t)⟨ϕi(t)ϕj(0)⟩+Θ(−t)⟨ϕj(0)ϕi(t)⟩]

= −1

2

∫ ∞

−∞
dteiωt⟨ϕi(t)ϕj(0) + ϕj(0)ϕi(t)⟩ ≡ −⟨ϕiϕj⟩ω

=
1

2i

[
G<

ij(ω) +G>
ij(ω)

]
≡ −⟨ϕiϕj⟩ω, (2.9)

where in the second line we used ⟨ϕi(t)ϕj(t
′)⟩∗ = ⟨ϕ†

j(t
′)ϕ†

i (t)⟩ = ⟨ϕj(t
′)ϕi(t)⟩. Using

Eqn. (2.7), after some algebraic manipulations (for additional, similar relations between

Green’s functions, see Yaroslav’s 242 notes), we get for the FDT in the CE,

ℑGij(ω) ≡
1

2i

[
G<

ij(ω) +G>
ij(ω)

]
= ℑGR

ij(ω) coth(βℏω/2) = ℑGR
ij(ω) [n(ω) + 1/2] . (2.10)

Using the Kubo relation, we may write the spectral function ℑGR
ij(ω) in terms of the dynamic
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susceptibility tensor,

ℑGR
ij(ω) =

ℏ
2i

[
χij(ω)− χ∗

j†i†(ω)
]
. (2.11)

Finally, the FDT may be reexpressed using Eqn. (2.9) (for spatially-homogeneous systems)

as

⟨ϕiϕj⟩ = −iℏ
∫

d3k

(2π)3

∫
dω

2π

[
χij(k, ω)− χ∗

j†i†(k, ω)
]
N(ω), (2.12)

where N(ω) ≡ n(ω)+1/2 accounts for thermal fluctuations associated with occupied modes,

according to the Bose-Einstein distribution function n, and the 1/2 reflects zero-point motion.

The components χij and χji are related by Onsager reciprocity:

χij(B) = ±χji(−B), (2.13)

where ± indicates an even (odd) product of the signs of ϕi and ϕj under time reversal, B

is a magnetic field (or other quantity entering the Hamiltonian which is odd under time

reversal). The time-reversibility of B enters when evaluating the thermal expectation value

of χij under the CE.

FDT in the GCE

In the GCE, however, the density matrix is weighted by the Hamiltonian and the chemical

potential µ for conserved quantity n,

ρgc = e−β(H−µn)/Qgc, (2.14)

where Qgc is the grand partition function. One way to obtain the modified version of

Eqn. (2.10) is to shift the time evolution operator to match the new density matrix with the

37



following transformations (assuming [H,n] = 0):

H ′ ≡ H − µn, (2.15a)

ρgc(H,µ) = ρc(H
′), (2.15b)

ϕ(ω) →
∫
dteiωteiH

′t/ℏe−iµnt/ℏϕeiµnt/ℏe−iH′
t/ℏ ≡

∫
dteiωteiH

′t/ℏϕ′e−iH′t/ℏ. (2.15c)

The new Hamiltonian has its own response function, χ′
ij(ω). The operators now evolve ac-

cording to the new Hamiltonian, which redefines the Green’s functions. Note that the new

Hamiltonian satisfies the relation coming from the cyclic property of the trace, Eqn. (2.7),

now with ρ = ρgc(H) = ρc(H
′). Thus the factor of coth(βℏω/2) in Eqn. (2.10) remains

unchanged when switching from the CE to the GCE and simultaneously to the new Hamil-

tonian. For the case [ϕ, n] = ηϕ, Eqn. (2.15) is solve by ϕ′ → ϕe−iηµt/ℏ.

For example, we will take η = ±1. First we will evaluate the dynamic susceptibility tensor

using a set of phenomenological equations of motion for ϕ(t). Then we will switch to primed

variables to calculate correlators in the GCE, and insert the transformation, Eqn. (2.15), to

write the primed in terms of unprimed variables. Finally, we will apply the FDT in the CE

along with the trivial shift in ω due to the transformation, giving us the correlators in the

GCE.

The components χij and χji are related by Onsager reciprocity:

χij(B, µ) = ±χji(−B,−µ), (2.16)

where n is assumed to be odd under time reversal in the case of e.g. spin conservation (if

n is even in the case of e.g. charge conservation, then χij(B, µ) = ±χji(−B,+µ)). The

time reversibility of n enters when evaluating the thermal expectation value of χij under the

GCE.
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2.1.3 Form of the FDT for several types of operators

Hermitian operators in the CE

Consider Hermitian operators, ϕi = ϕ†
i and ϕj = ϕ†

j. Then the FDT, Eqn. (2.12), reads

⟨ϕiϕj⟩ = −iℏ
∫

d3k

(2π)3

∫
dω

2π

[
χij(k, ω)− χ∗

ji(k, ω)
]
N(ω). (2.17)

These susceptibility components follow the general property of retarded correlators, χij(ω)
∗ =

χij(−ω), since the spin operators ϕi and ϕj are Hermitian.

Hermitian conjugate operator pairs in the CE

Consider the conjugate pair, ϕi = ϕ†
i ; e.g., ladder operators. In this case, for all G, ℑG =

ImG and ℜG = ReG. Then the FDT, Eqn. (2.12), reads

〈
ϕiϕ

†
i

〉
= −2ℏ

∫
d3k

(2π)3

∫
dω

2π
Imχii†(k, ω)N(ω). (2.18)

Ladder operators in the GCE

Consider spin ladder operators S+ = Sx + iSy, S− = Sx − iSy with Cartesian components

[Si, Sj] = iℏϵijk, [Sz, S±] = ±S± and n = Sz. Evaluate the two point correlation function

⟨S+S−⟩ω in the GCE. Taking ϕi = S±, Eqn. (2.15)c becomes

S±(ω) →
∫
dteiωteiH

′t/ℏe−iµSzt/ℏS±e
iµSzt/ℏe−iH′t/ℏ = S±(ω ± µ/ℏ). (2.19)
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This transformation takes χ+−(ω) → χ+−(ω + µ/ℏ) and G+−(ω) → G+−(ω + µ/ℏ), while

the factor of N(ω) is unaltered; and similarly for χ−+(ω). Shifting ω, the FDT in this case,

Eqn.(2.18), is

⟨S+S−⟩ = −2ℏ
∫

d3k

(2π)3

∫
dω

2π
Imχ+−(k, ω)N(ω − µ/ℏ), (2.20a)

⟨S−S+⟩ = −2ℏ
∫

d3k

(2π)3

∫
dω

2π
Imχ−+(k, ω)N(ω + µ/ℏ). (2.20b)

2.2 Spin current in Heisenberg ferromagnets

In this section we derive the interfacial spin current between a FM insulator and a metal,

where the interfacial coupling is treated as a weak link, using a semiclassical approach and

SBMFT. In the former approach, the dynamic susceptibilities are evaluated in the classical,

phenomenological theory for the FM (Landau-Lifshitz phenomenology), which is valid at

T ≪ TC , and then inserted into semiclassical fluctuation-dissipation relations. When the

interfacial coupling to the metal is turned on, the interfacial spin current is given by the

bulk expression, evaluated at the temperature T1 of the magnet, minus the back flow at the

temperature T2 of the metal, up to a phenomenological constant. This constant, the real

part of the spin-mixing conductance, can be derived using Holstein-Primakoff, in the dilute

magnon gas limit, as shown in Ref. [48]. Since our SBMFT result matches the Holstein-

Primakoff result exactly in the limit T ≪ TC , SBMFT can also be used to perform the same

matching.

Our SBMFT result can be taken to arbitrary temperature. We find that the spin current

in a FM contains the usual magnon contribution, which arises from scattering between the

condensate and the ↓ spinon bands, which mimick magnons. The SBMFT spin current in
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FMs also contains a paramagnetic-like contribution that grows with T . It arises due to

scattering between two continuous spinon bands. The physical picture for these processes is

shown in Fig. 2.1.

Figure 2.1: Schematic depiction of the magnonic (1) and paramagnetic-like (2) contributions
to Js. Colors specify the bands’ lower-indexed spin polarization. In SBMFT for FMs,
µ = 0 at T ≤ TC , resulting in Bose-Einstein condensation at the lowest-energy modes with
momentum kc. At T > TC , the bands are gapped by −µ > 0.

2.2.1 Semiclassical result

Consider a FM with magnon temperature T , conservation of the z-component of spin pa-

rameterized by µ, and directional order parameter m with constraint m2 = 1. The spin

current density generated at the interface

J = (ℏg↑↓/4π)m× ∂tm, (2.21)

where g↑↓ is the real part of the dimensionless interfacial spin-mixing conductance per unit

area. Defining m± = mx±imy (making the conjugate fields h± = (hx∓ihy)/2) and inserting
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Eqn.(2.20), we get for the z-component

Jz(ω, k) = −iω(ℏg↑↓/4π) [⟨mxmy⟩ − ⟨mymx⟩] = ω(ℏg↑↓/8π) [⟨m+m−⟩ − ⟨m−m+⟩] ,

Jz = −ℏ2g↑↓

4π

∫
d3k

(2π)3

∫
dω

2π
ω [Imχ+−N(ω − µ/ℏ)− Imχ−+N(ω + µ/ℏ)] .

(2.22)

From the equations of motion for the FM with spin density s and spin waves with

resonance frequency ωk = ω0 + Ak2, we get

χxy = −χyx =
i

2s

[
1

ω − ωk + iϵ
+

1

ω + ωk + iϵ

]
, (2.23a)

χ+− =
2

s

1

ω − ωk + iϵ
, χ−+ =

2

s

1

ω + ωk + iϵ
, (2.23b)

where ϵ is the resonance linewidth (χxy = −χyx by axial symmetry). Note that under Onsager

reciprocity the positive and negative poles interchange +ωk ↔ −ωk since m → −m under

Onsager reciprocity, which flips the direction of precession. After inserting Eqn. (2.23b) into

Eqn. (2.22), splitting the pole into its real and imaginary parts, and integrating over ω, we

get for the spin current in the GCE,

Jz(T, µ) =

(
ℏg↑↓

4π

)
2ℏ
s

∫
d3k

(2π)3
ωkN(ωk − µ/ℏ). (2.24)

In conclusion, our result shows that Jz(T, µ) in the GCE is equivalent to Jz(T ) in the CE

(which may be calculated directly by inserting Eqn. (2.23b) into Eqn.(2.17)) with the magnon

occupation numbers evolving from the Planck to the Bose-Einstein distribution functions.

2.2.2 Holstein-Primakoff result

For reference, see [44].
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2.2.3 Schwinger boson result

At T < TC , the sums are converted to integrals with the contributions from the condensate

density separated explicitly: for an arbitrary function z and a single condensation point

at momentum kc,
∑

k zk/N ≈ z(kc)Nc/N + V
∫
BZ
d3k z(k), where nc ≡ Nc/N and V is

the unit cell volume. The interfacial spin current per unit area of the interface is given by

Js = ℏ(Γ↑↓ − Γ↓↑)/A, where Γ↑↓ − Γ↓↑ is the rate of spin relaxation in the magnet and A is

the area of the interface. The interfacial Hamiltonian for a FM is

HA
int = (V/N)

∑
k,k′,q,q′

a†k↑ak′↓c
†
q↓cq′↑ +H.c, (2.25)

HB
int = (V/N)

∑
k,k′,q,q′

b†k↑bk′↓c
†
q↓ck′↑ +H.c. (2.26)

The rates are evaluated to leading order in the interfacial relative to bulk Hamiltonian via

Fermi’s golden rule (FGR). The quartic correlators in FGR are decoupled via Wick’s theorem.

Cubic lattices

In the cubic case, the interfacial Hamiltonian is Hint = (V/N)
∑

k,k′,q,q′ a
†
k↑ak′↓c

†
q↓cq′↑ + H.c,

where N is the number of sites in the bulk magnet. After integrating over one of the Fermi

gas energies with the δ-fnc, the FGR results for Fermi-Dirac distribution function f(x) are

Γ↑↓ =
2π

ℏ
V 2D2Nc

N2

∫
d3k′

(2π)3
[n(β1ϵk′↓) + 1]

∫
dϵf(β2ϵ+ β2ϵk′↓) [1− f(β2ϵ)] +

2π

ℏ
V 2D2 1

N2

∫
d3k

(2π)3
n(β1ϵk↑)

∫
d3k′

(2π)3
[n(β1ϵk′↓) + 1]

∫
dϵf(β2ϵ− β2ϵk↑ + β2ϵk′↓) [1− f(β2ϵ)] ,

(2.27)
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and

Γ↓↑ =
2π

ℏ
V 2D2Nc

N2

∫
d3k′

(2π)3
n(β1ϵk′↓)

∫
dϵf(β2ϵ) [1− f(β2ϵ+ β2ϵk′↓)] +

2π

ℏ
V 2D2 1

N2

∫
d3k

(2π)3
[n(β1ϵk↑) + 1]

∫
d3k′

(2π)3
n(β1ϵk′↓)

∫
dϵf(β2ϵ) [1− f(β2ϵ− β2ϵk↑ + β2ϵk′↓)] ,

(2.28)

where D is the density of states at the Fermi level in units of (energy·volume)−1. The net

interfacial spin current density is

Js = JFM + JPM, (2.29a)

JFM = −2πV 2D2

A
N0

N

∫
d3k′

(2π)3
ϵk′↓ [n1(ϵk′↓)− n2(ϵk′↓)] , (2.29b)

JPM = −2πV 2D2

A

∫
d3k

(2π)3

∫
d3k′

(2π)3
ϵkk′↑↓[n2(−ϵkk′↑↓)n1(ϵk↑)+

n2(ϵkk′↑↓)n1(ϵk′↓)− n1(ϵk↑)n1(ϵk′↓)], (2.29c)

where ϵkk′↑↓ ≡ ϵk↑ − ϵk′↓, A is the area of the interface per site, and we made use of the

identity:
∫
dϵf(ϵ) [1− f(ϵ− δ)] = n(δ)δ. Js contains a contribution JFM ∝ Nc due to the

thermal cloud scattering off the condensate (vanishing at T ≥ Tc) and a contribution JPM

which is asymptotically smaller than JFM when T → 0 and is ∝ B at small B, but remains

at T > Tc. Note that when T1 = T2, we clearly have JFM = 0 and using the identity

n(y − x)n(x) + n(x− y)n(y) = n(x)n(y) we also have JPM = 0.

We can simplify the form of JPM by inserting the identities n(y−x)n(x)+n(x−y)n(y) =

n(x)n(y) and n(y − x) + n(x− y) = −1. Doing this, and writing Js in terms of sums (with

the condensate terms built-in), we have

Js =
g↑↓

2SN2

∑
k,k′

ϵkk′↑↓ [n1(ϵk↑)− n1(ϵk′↓)] [n1(ϵkk′↑↓)− n2(ϵkk′↑↓)] , (2.30)
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where g↑↓ ≡ 4πSD2V 2/A [48] is in units of inverse area where D is the metal’s density

of states at the Fermi level in units of (energy·volume)−1 and A the area per site of the

interface. At low temperatures T ≪ TC and low fields ℏγB ≪ J , Js ≈ JFM. In this limit

our result for JFM identically matches the Holstein Primakoff result, with the same type of

interfacial coupling, when it is expanded to leading order in the magnon over spin densities

(the dilute magnon gas limit). See Ref. [48] for the published Holstein-Primakoff result in

the dilute limit. It also matches our semi-classical result for the low-temperature FM spin

current, (2.24) evaluated at T1 minus the back flow at T2, after inserting the phenomenological

constants in the classical bulk FM Hamiltonian from those given by Holstein-Primakoff

(which agree identically with SBMFT). The SBMFT solutions in this limit are F ≈ S and

Sz ≈ S.

Diamond lattice

For diamond, Js = JA
s + JB

s , where J
A
s is generated by the coupling HA

int, and J
B
s by HB

int.

After inserting the eigenvectors v±kσ = (1,∓|γk|/γk)/
√
2 into the interfacial Hamiltonian and

then evaluating the spin relaxation rate via FGR, we find JA
s = JB

s = Js/2, and we get

Js =
g↑↓

2SN2

∑
ν,ν′,k,k′

ϵνν
′

kk′↑↓

[
n1(ϵ

ν
k↑)− n1(ϵ

ν′

k′↓)
] [
n1(ϵ

νν′

kk′↑↓)− n2(ϵ
νν′

kk′↑↓)
]
, (2.31)

where ϵνν
′

kk′↑↓ ≡ ϵνk↑−ϵν
′

k′↓ and the sums run over the pseudospin indices ν, ν ′ = +,−. Note that

Js only contains scattering between ↑ and ↓ bands. Scattering between two bands with the

same σ would not transfer spin anguler momentum across the interface, and thus does not

contribute to spin transport. Again, at low temperatures T ≪ TC and low fields ℏγB ≪ J ,

Js ≈ JFM. In this limit our result for JFM identically matches the Holstein Primakoff result

(there are two magnon bands on diamond), with the same type of interfacial coupling, when

it is expanded to leading order in the magnon over spin densities (the dilute magnon gas
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limit). At arbitrary temperatures in the FM on diamond, Js contains both intraband and

interband scattering, as shown in Fig. 2.2. This does not violate our constraint since, note

that the SBMFT constraint fixed the expectation value of the number of ↑ and ↓ SBs on each

sublattice. However, the diagonal basis of the Hamiltonian is in terms of spinon operators

ασ and βσ, whose number operators are each given by an equal mixture of those for the two

sublattices. Thus, the SBMFT constraints for each sublattice actually fixes the expectation

value of the total number of ασ and βσ modes. Therefore, a scattering process which creates

α spinons and annihilates β spinons (or vice versa) does not violate the constraints. See

Chapter 3 for a quantitative comparison of the SBMFT and Holstein-Primakoff spin Seebeck

coefficients (interfacial spin current divided by the temperature discontinuity T1 − T2) on

diamond.
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Figure 2.2: Schematic depiction of the scattering processes which make up Js in the FM
SBMFT on diamond. At T > TC , all bands are gapped by µ. As T → TC , µ → 0, and the
lowest energy mode of the ϵ−↑ band condenses, as shown here. Near the condensation point
kc, the + bands are maximal. Processes labeled by (1) are magnonic excitations, which
dominate Js at T ≪ TC ; while (2) result in a paramagnetic-like contribution to Js, which
vanishes as B → 0.

2.3 Spin current in Heisenberg antiferromagnets with

easy-axis anisotropy

In this section we derive the interfacial spin current between an AF insulator and a metal,

where the interfacial coupling is treated as a weak link, using a semiclassical approach and

SBMFT. In the former approach, the dynamic susceptibilities are evaluated in the classical,
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phenomenological theory for the AF (the nonlinear σ model), which is valid at T ≪ TN ,

and then inserted into semiclassical fluctuation-dissipation relations. When the interfacial

coupling to the metal is turned on, the interfacial spin current is given by the bulk expression,

evaluated at the temperature T1 of the magnet, minus the back flow at the temperature T2 of

the metal, up to a phenomenological constant. This constant, the real part of the spin-mixing

conductance, has both a Néel and magnetic part [49, 50]. Our SBMFT result reproduces

the semiclassical Néel spin current in the limit T ≪ TN .

Like the FM, we find that the SBMFT spin current in an AF contains the usual magnon-

like contributions. In the AF, BEC occurs when the lowest-energy modes of ϵ+↑ and ϵ−↓

simultaneously become gapless at TN , forming staggered ordering. Then, excitations be-

tween the + (−) condensate and the ϵ+↓ (ϵ−↑ ) bands qualitatively match the magnon bands

from HPA. The SBMFT spin current in easy-axis AFs also contains a paramagnetic-like

contribution that grows with T , and has the opposite sign to the low-field magnon-like con-

tribution. It arises due to scattering between two continuous spinon bands. The physical

picture for these processes is shown in Fig. 2.3.
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Figure 2.3: Schematic depiction of the magnonic (1) and paramagnetic-like (2) contributions
to Js. Colors specify the bands’ lower-indexed spin polarization and upper-indexed pseu-
dospin. In SBMFT for AFs, µ = 0 at T ≤ TN , resulting in Bose-Einstein condensation at the
lowest-energy modes with momentum kc At T > TN , all the bands are gapped by −µ > 0..

2.3.1 Semiclassical GCE result below spin flop

Consider a U(1)-symmetric AF below spin flop with applied field B = Bẑ along the easy-

axis. There is directional Néel order l with nonlinear σ-model constraint l2 = 1 and net

spin density m normalized by the saturated spin density, and sublattice symmetry making

l ·m = 0. U(1) symmetry implies conservation of mz, to which we assign chemical potential

µ. The spin current consists of Néel, J l, and magnetic, Jm, contributions:

J l = (ℏg↑↓l /4π) l× ∂tl, Jm = (ℏg↑↓m /4π)m× ∂tm, (2.32)

which may be written in terms of ladder operators l± and m± analogously to Eqn. (2.22),

with [mz,m±] = ±m± and [mz, l±] = ±l±. Since below spin flop Jm ∼ (T/TN)
2Jl, we will

focus on the Néel dynamics here. The main difference between the AF and the FM is that
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in the AF there are two modes, ω1k = −B+ω0k and ω2k = B+ω0k with ω0k =
√
ω2
0 + (ck)2,

associated with magnons which carry angular momentum, along ẑ, +ℏ and −ℏ, respectively;

whereas the FM has a single mode that carries −ℏ. We will see that this difference between

the AF modes will be reflected in the sign of µ that appears in their associated Bose-Einstein

distribution functions, as borne out by the particular poles which appear in χ+− and χ−+.

From the equations of motion, we derive the off-diagonal components of the Néel dynamic

susceptibilities,

χ(l)
xy = −χ(l)

yx = − i

4s2χω0k

(
1

ω − ω1k + iϵ
+

1

ω + ω1k + iϵ
− 1

ω − ω2k + iϵ
− 1

ω + ω2k + iϵ

)
,

(2.33a)

χ
(l)
+− = − 1

χs2ω0k

[
1

ω − ω1k + iϵ
− 1

ω + ω2k + iϵ

]
, χ

(l)
−+ =

1

χs2ω0k

[
1

ω + ω1k + iϵ
− 1

ω − ω2k + iϵ

]
,

(2.33b)

where again under Onsager reciprocity the positive pole and negative poles of the same

type interchange +ωik ↔ −ωik. Splitting the poles into their real and imaginary parts and

inserting Eqn. (2.33b) into Eqn. (2.22), we get for the Néel spin current,

Jz(T, µ) = −ℏ2g↑↓l
4π

∫
d3k

(2π)3

∫
dω

2π
ω [Imχ+−N(ω − µ/ℏ)− Imχ−+N(ω + µ/ℏ)] ,

= −

(
ℏg↑↓l
4π

)
ℏ
s2χ

∫
d3k

(2π)3
1

ω0k

[ω1kN(ω1k − µ/ℏ)− ω2kN(ω2k + µ/ℏ)] . (2.34)

In conclusion, our result shows that Jz(T, µ) in the GCE is equivalent to Jz(T ) in the CE

(which may be calculated directly by inserting Eqn. (2.33a) into Eqn. (2.17)) with the magnon

occupation numbers evolving from the Planck to the Bose-Einstein distribution functions.

Here, mz is conserved and is parameterized by chemical potential µ; the ω1(2) mode is a

magnon excitation which increases (decreases) mz by ℏ so it has chemical potential ±µ.

This agrees with the results derived using the HPA in Ref. [12]. According to Eq. (2.34), the
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fluctuations transverse to l0,I = ẑ at ω1k and ω2k produce opposite-sign contributions to the

spin currents.

2.3.2 Semiclassical CE result below and above spin flop

Below spin flop

The components χ
(l)
ij contributing to J

(l)
s are shown above, with µ = 0 for the CE. The

components χ
(m)
ij contributing to J

(m)
s are

χ(m)
xy = −χ(m)

yx = (χsω0k)
2χ(l)

xy, (2.35)

where ω0k =
√

(γBc)2 + (ck)2. For thermal magnons, the ratio χ
(m)
xy /χ

(l)
xy ∼ (T/TN)

2, so Jm

can be neglected in I in the limit T ≪ TN . We get for the magnetic spin current,

Jz(T ) = −
(
ℏg↑↓m
4π

)
ℏ
s2χ

∫
d3q

(2π)3
(χs)2ω0k) [ω1kN(ω1k − µ/ℏ)− ω2kN(ω2k + µ/ℏ)] . (2.36)

Above spin flop

δm is elliptically polarized in the ω4k mode, with magnetic fluctuations producing a spin

current according to

χ(m)
xy = −χ(m)

yx =
iγχB

2

(
1

ω − ω4k + iϵ
+

1

ω + ω4k + iϵ

)
. (2.37)

The relation χ
(m)
xy = −χ(m)

yx is guaranteed by: Onsager reciprocity, χ
(m)
xy (B) = χ

(m)
yx (−B), com-

bined with either xz mirror symmetry or π-rotational symmetry about x̂ to give χ
(m)
yx (−B) =
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−χ(m)
xy (B) (for B in the plane of the interface). We get for the magnetic spin current,

Jz(T ) = −
(
ℏg↑↓m
4π

)
2ℏχγB

∫
d3k

(2π)3
ω4kN(ω4k). (2.38)

2.3.3 Holstein-Primakoff result

The Holstein-Primakoff approximation (defined as the Holstein-Primakoff transformation

expanded to second order in the magnon over spin densities) results are obtained analogously

to the SBMFT. The HPA spin current is Js = JA
s +JB

s , where J
A
s is generated by the coupling

HA
int = (V/

√
N)
∑

k,q,q′ ãkcq↑c
†
q′↓+H.c, and JB

s byHB
int = (V/

√
N)
∑

k,q,q′ b̃kcq↑c
†
q′↓+H.c, where

ã, b̃ are the magnon operators on theA,B sublattices, respectively. These results are a special

case of the more general Holstein-Primakoff results derived in Ref.[51], where the interfacial

Hamiltonian is treated as the sum of interfacial exchange coupling to each sublattice with

separate exchange constants. Our Holstein-Primakoff spin current can be obtained from

their general result as follows: JA
s is obtained by taking their exchange constant for the B

lattice to be zero, and JB
s by taking their exchange constant for the A lattice to be zero; then

Js is the sum of these two incoherent contributions weighted by the same exchange constant.

2.3.4 Schwinger boson result

The following section will be published in Ref. [31]. In the AF, the SBs on each sublattice

split into mixtures of the bogoliubons parameterized by momentum-dependent coherence
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factors. For the AF on the simple cubic lattice JA
s ̸= JB

s , and we get

JA
s =

g↑↓
2SN2

∑
k,k′

{∑
ν

ϵννkk′↑↓
[
n1(ϵ

ν
k↑)− n1(ϵ

ν
k′↓)
] [
n1(νϵ

νν
kk′↑↓)− n2(νϵ

νν
kk′↑↓)

] (
δν,+u

2
k↑u

2
k′↓ + δν,−v

2
k↑v

2
k′↓
)
−

∑
σ

ϵ̃+−
kk′σσ

[
n1(ϵ

+
kσ) + n1(ϵ

−
k′σ) + 1

] [
n1(ϵ̃

+−
kk′σσ)− n2(ϵ̃

+−
kk′σσ)

] (
δσ,↑u

2
kσv

2
k′σ − δσ,↓u

2
k′σv

2
kσ

)}
,

(2.39)

where ϵ̃+−
kk′↑↑ ≡ ϵ+k↑+ϵ

−
k′↑, ϵ̃

+−
kk′↓↓ ≡ ϵ+k′↓+ϵ

−
k↓, and ν = −ν, the sum over ν runs over pseudospin

indices, and the sum over σ runs over spin indices. Similarly, we get

JB
s =

g↑↓
2SN2

∑
k,k′

{∑
ν

ϵννkk′↑↓
[
n1(ϵ

ν
k↑)− n1(ϵ

ν
k′↓)
] [
n1(νϵ

νν
kk′↑↓)− n2(νϵ

νν
kk′↑↓)

] (
δν,−u

2
k↑u

2
k′↓ + δν,+v

2
k↑v

2
k′↓
)
−

∑
σ

ϵ̃+−
kk′σσ

[
n1(ϵ

+
kσ) + n1(ϵ

−
k′σ) + 1

] [
n1(ϵ̃

+−
kk′σσ)− n2(ϵ̃

+−
kk′σσ)

] (
δσ,↑u

2
k′σv

2
kσ − δσ,↓u

2
kσv

2
k′σ

)}
.

(2.40)

Note that the terms in the second lines of Eqs. (2.39) and (2.40), once combined in the

sum Js ≡ JA
s + JB

s , vanish quadratically in B so they are negligibly small in the limit

B ≪
√
JK/ℏγ (the spin-flop field). Thus, to linear order in B we have

Js =
g↑↓

2SN2

∑
ν,k,k′

ϵννkk′↑↓
[
n1(ϵ

ν
k↑)− n1(ϵ

ν
k′↓)
] [
n1(νϵ

νν
kk′↑↓)− n2(νϵ

νν
kk′↑↓)

]
(u2k↑u

2
k′↓+ v2k↑v

2
k′↓).

(2.41)

The condensate contribution to the spin current comes from separating n(ϵ+↑ ) (n(ϵ
−
↓ )) at the

points in the BZ where ϵ+↑ = 0 (ϵ−↓ = 0). The sums are converted to integrals with the

contributions from the condensate density separated explicitly: for an arbitrary function z

and a single condensation point at momentum kc,
∑

k zk/N ≈ z(kc)nc + V
∫
BZ
d3k z(k),

where nc ≡ Nc/N and V is the unit cell volume. Then, the contribution to the AF Js due
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to the condensate density nc ∝ Lz is

JAF
s =

g↑↓
2s
Lz

∫
d3k

(2π)3
2JZA

ϵ+k↓ + ϵ−k↑
{ϵ+k↓

[
n1(ϵ

+
k↓)− n2(ϵ

+
k↓)
]
− ϵ−k↑

[
n1(ϵ

−
k↑)− n2(ϵ

−
k↑)
]
}, (2.42)

where s ≡ S/V is the bulk (saturated) spin density, with spin in units of ℏ. The AF

Js has contributions at the two magnon energies, ϵ+k↓ and ϵ−k↑, which come with opposite

signs since they carry oppositely-oriented spin-angular momentum, as discussed in Ref. [52].

The SBMFT Js reproduces the semiclassical Néel spin current, Eq. (2.34), evaluated at

temperature T1 minus the backflow at T2, in the limit T1 ≪ TN .

2.4 Semiclassical spin current in Heisenberg antiferro-

magnets with easy-plane anisotropy

In the easy-plane AF (somewhat analogous to the easy-axis AF above spin flop), the high-

energy mode ω2 associated with rotation of the Néel order out of the easy plane is a linearly-

polarized mode in the nonlinear-σ model. Therefore, in this model it does not yield a spin

current. In the canonical ensemble, the spin-spin susceptibilities which contribute to Js are

χ(m)
yz = −χ(m)

zy =
iγχB

2

(
1

ω − ω1k + iϵ
+

1

ω + ω1k + iϵ

)
. (2.43)

The magnetic spin current for the easy-plane AF is

Jx(T ) = −
(
ℏg↑↓m
4π

)
2ℏχγB

∫
d3k

(2π)3
ω1kN(ω1k). (2.44)
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2.5 Dynamic susceptibilities from beyond the nonlinear-

σ model

In the semiclassical treatment of the Heisenberg FM, we found a single circularly-polarized

eigenmode. In the easy-axis AF below spin flop, we also found two circularly-polarized

eigenmodes, which carry opposite spin angular momentum. However, in the easy-axis AF

above spin flop and in the easy-plane AF we found linearly-polarized eigenmodes. These

do not produce a spin current in the nonlinear-σ model. This is because in that model

only transverse fluctuations are allowed, while the spin current requires two perpendicular

fluctuating components. In this case, there may still be small longitudinal Néel fluctuations

which are not captured by the model. One contribution arises if we relax the nonlinear

constraint δl2 = 1, allowing for an additional term m× δE/δl in the equation of motion for

l. Explicitly, the equations of motion now are

s
∂l

∂t
= −Hm × l−H l ×m, (2.45a)

s
∂m

∂t
= −Hm ×m−H l × l, (2.45b)

where H l ≡ −δE/δl and Hm ≡ −δE/δm are the effective fields. When we consider linear

excitations about the same ground states as before, we now find a Néel spin current that is

of order ∼ (ℏωk/J)
2, where ωk is the magnon frequency and J is the AF exchange constant,

smaller than the typical Néel spin currents in the nonlinear-σ model. This arises due to the

new dynamical term, H l × m, which generated new (linear) source terms proportional to

m0. Note that Eqs. (2.45) still conserved the individual sublattice spin lengths. We use this

model below to compute the dynamic susceptibility components which contribute to Js.
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2.5.1 Easy-axis antiferromagnet above spin flop

Here, the ω3k is associated with linearly polarized eigenvectors for δl and δm, so it does not

produce spin currents in the nonlinear-σ model. Solving Eqs. (2.45) linearly about the same

ground states as before, we now obtain small elliptical polarization in δl. This produces

a Néel spin current parallel to the field with similar magnitude to the ω4k magnetic spin

current,

χ(l)
xy = −χ(l)

yx =
iγχB

2

(
1

ω − ω3k + iϵ
+

1

ω + ω3k + iϵ

)
. (2.46)

In the case of Cr2O3 it pumps at g↑↓l ≲ g↑↓m , so we later discard this contribution to SSE from

our Cr2O3 analysis in Chapter 4.

2.5.2 Easy-plane antiferromagnet

Here, the ω2k is associated with linearly polarized eigenvectors for δl and δm, so it does not

produce spin currents in the nonlinear-σ model. Solving Eqs. (2.45) linearly about the same

ground states as before, we now obtain small elliptical polarization in δl. This produces a

Néel spin current parallel to the field which, at low fields, is smaller than the magnetic spin

current due to the ω1k mode. The high frequency mode’s Neel-Neel susceptibility is

χ(l)
xy = −χ(l)

yx =
iγχB

2

(
1

ω − ω2k + iϵ
+

1

ω + ω2k + iϵ

)
. (2.47)

In the nuclear AF, this yields a Néel spin current at the high frequency mode, ω2k. This

mode’s nuclear hybridization is weaker, with the hybridized nuclear frequency being the

same after replacement ω1k → ω2k. Generally, however, this spin current may modify results

quantitatively.
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2.6 Spin current due to nuclear-magnon-hybridization

in antiferromagnets

When nuclear spins and magnons hybridize, there is anti-crossing of the nuclear and magnon

bands, as discussed in Chapter 1. In this section our goal is to compute the spin current due

to the lowest-energy, long-wavelength nuclear-magnon hybridized spin excitations. With

hybridization, the AF spin current has an off-resonance contribution associated with the

adiabatic motion of the electrons in the AF at the nuclear frequency. In this section, we use

L, M for the electronic Néel order and normalized spin density, and l, m for the nuclear

counterparts.

In this section, we consider nuclear-magnon-hybridization in an easy-plane AF, treated

semiclassically. Our system is driven according to the energy density E(B, t) = E(B) −

M · H(t) − m · h(t), where H and h are conjugate to M and m, respectively. These

source terms allow us to calculate nuclear spin-spin susceptibilities. We know that when the

nuclear and electronic branches become decoupled, the susceptibilities should also return to

their decoupled forms. This occurs in the high temperature limit, when the nuclear spins

are totally depolarized, and in the large field limit, when the electronic gap is much larger

than the nuclear frequency. When nuclear-magnon coupling is turned on, both the nuclear

and electronic dynamic susceptibilities acquire poles at both coupled resonance frequencies.

In the limit where coupling vanishes, the other system’s pole must be canceled. Thus, in the

decoupled limit, each susceptibility should have a root at the other’s decoupled frequency.

This form appears after explicit calculation.

We analyze the electronic and nuclear spin currents with poles at the nuclear resonance,

Cen and Cnn. Generally, ω1 ≫ ωn, so this will be the remaining contribution to the spin

Seebeck effect when the electronic mode is frozen out. On the other hand, this freezing
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out may not be as sharp as one naively expects, because of the band linewidth. To get

a quantitative estimate for the strength of this Lorentzian tail contribution, one can use

AFMR data to obtain the magnon linewidths. The classical limit for the nuclear frequency,

βℏωn ≪ 1, is valid down to 100’s of milli Kelvin, and it is therefore a good approximation to

replace the Bose-Einstein distribution for the nuclear resonance frequency as Rayleigh-Jeans.

The components of electronic and nuclear χij contributing to spin currents are, respec-

tively,

χ(M)
yz = iχγmBω

ω2 − ω2
n

ω2
mk − ω2

nk

[
1

ω2 − ω2
mk

− 1

ω2 − ω2
nk

]
, (2.48)

χ(m)
yz = iχγmB

ℏωn

kBT
ω
ω2 − ω2

1k

ω2
mk − ω2

nk

[
1

ω2 − ω2
mk

− 1

ω2 − ω2
nk

]
. (2.49)

Eq. 2.48 tells us how the electronic and nuclear spins are dynamically coupled. Note that

the electronic part χ
(M)
yz now has a pole at the nuclear frequency, and vice versa for the

nuclear part. Note that the decoupled limit, ωmk → ω1k and ωnk → ωn, yields results

consistent with our expectations since the pole at the nuclear frequency in χ
(M)
yz vanishes

in this case, and vice versa. Finally, using the dynamic susceptibilities and fluctuation

dissipation theorem [50], we can calculate the semi-classical spin currents. Our formalism

does not take into account electronic-nuclear cross correlations such as ⟨Lilj⟩, ⟨Mimj⟩, which

may warrant future investigation, but whose physical meaning is unclear.
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Coupled electronic spin current

In χ
(M)
yz , there are poles at ωmk and ωnk. The coefficients at the poles, Cee and Cen, respec-

tively, are

Cee(B, T, k) =
iχγmB

2

ω2
mk − ω2

n

ω2
mk − ω2

nk

≈ iχγmB

2
(2.50a)

Cen(B, T, k) =
iχγmB

2

ω2
nγ

2
mB

2
∆

(ω2
mk − ω2

nk)ω
2
mk

≪ Cee (2.50b)

The on-resonance pole at the electronic frequency has a greater relative weight than at the

off-resonance, nuclear frequency. As discussed before, nuclear hybridization does not modify

the electronic resonance frequencies much, so the on-resonance response has approximately

the same coefficient as the decoupled one. The main effect is the new off-resonance (at the

nuclear frequency) contribution to the electronic spin current:

Jx,en = −
(
ℏg↑↓m
4π

)
2ℏχγ3mBB2

∆

∫
d3k

(2π)3
ωnkN(ωnk)

ω2
mk

ω2
n

ω2
mk

. (2.51)

Coupled nuclear spin current

In χ
(m)
yz , there are poles at ωmk and ωnk. The coefficients at the poles, Cne and Cnn, respec-

tively, are

Cne(B, T, k) = iχγmB
ℏωn

kBT

γ2mB
2
∆

ω2
mk − ω2

nk

≪ Cnn, (2.52a)

Cnn(B, T, k) = iχγmB
ℏωn

kBT

ω2
1k − ω2

nk

ω2
mk − ω2

nk

≈ iχγmB
ℏωn

kBT
. (2.52b)
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and the nuclear spin current and Seebeck coefficient at nuclear resonance is

Jx,nn − Jx,n =

(
ℏg↑↓n
4π

)
2ℏχγ3mBB2

∆

ℏωn

kBT

∫
d3k

(2π)3
ωnkN(ωnk)

ω2
mk

, (2.53)

where Jx,n is the decoupled nuclear spin current.

2.7 Direct nuclear spin current

The following section is published in the theoretical methods Supplementary Material of

Ref. [53]. When nuclei are excited in a metal, the dominant relaxation mechanism into the

Fermi sea is via spin-conserving flip-flops. Korringa originally described this phenomenon

in bulk metals subject to NMR excitation; similarly, nuclei excited by a thermal bias may

relax by the same mechanism into an adjacent metal. The result is a thermally-induced

spin current which is purely two-dimensional by virtue of the HFI’s locality. In this context,

we investigate nuclear spin pumping across an interface between an antiferromagnet and a

metal. Nuclear spins in the AF interact with the electronic spins in the AF and metal through

the dipole interaction. We consider the contact term, which is described by a Heisenberg

model. In equilibrium, the strongly fluctuating nuclear spins weakly anti-align to the Néel

order, which acts as a field of tens-hundreds of Tesla. Each nuclear spin aligns antiparallel

to the electronic spin on the same site, and the net spin current across two adjacent sites

cancels unless there is canting of the electronic spins with angle χb. We calculate the nuclear

spin current transferred into the metal due to Korringa-like relaxation [1]. As depicted in

Fig. 2.4, Korringa determined the spin relaxation rate via Fermi’s Golden Rule [1] and got

τ−1
k ∝ a2Te, where Te is the temperature of the metal. The factor of Te arises from the

density of particles and holes which may accept the tiny (on the scale of the Fermi energy)
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Figure 2.4: On the left, the usual bulk Korringa relaxation [1], where nuclear spins excited
by an NMR pulse relax into the Fermi sea. On the right, the similar process of interfacial
Korringa relaxation via the interfacial hyperfine interaction Aint. In our theory, nuclear spins
which are out of equilibrium with an adjacent metal due to their temperature discontinuity
Tn − Te, interfacial Korringa relaxation results in a purely 2D interfacial spin current.

nuclear splitting. by Fermi’s Golden rule in the limit kBT ≫ ℏωn:

Jn = χbJne = ρ(ϵF )
2a2πχbℏωn(Tn − Te)/Tn, (2.54)

here Jne is the spin current per site and Jn is the average over a pair of sites, ρ(ϵF ) is the

density of states at the Fermi level in units of (energy · volume)−1, and a is the interfacial

hyperfine interaction constant between nuclei and the spin density in the metal. The tem-

perature dependence in Jne differs from the usual Korringa spin-relaxation rate, τ−1
k ∝ T ,

since Jne is due to the spin flow, minus the backflow, into the Fermi gas. We define the

nuclear spin-mixing conductance per unit area as g↑↓n ≡ 4πsnρ(ϵF )
2a2 for saturated nuclear

spin density sn (sn ≡ I/A, calculated for spin I = 1/2 and interfacial area A per site), in

analogy with the electronic result in Ref. [44].
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2.8 Spin current in strongly-disordered paramagnets

In Sections 2.2 and 2.3, we derived the interfacial spin currents in insulating magnet/metal

heterostructures at arbitrary temperatures in Heisenberg FMs and AFs using SBMFT. We

found a paramagnetic-like contribution, JPM, that persists into the paramagnetic phase.

When we derived the solution to the SBMFT in Chapter 1, we found a liquid PM phase

at temperatures between the Curie-Weiss and Curie (Néel) temperature, Θ > T > TC(N),

which then crosses over into a gaseous PM phase. In this section, we compare the SBMFT

spin current in the gaseous phase, to the Korringa-like [1] spin current from the previous

section, Eq. (2.54). Here, we consider electronic, rather than nuclear spins, but the result is

the same up to a change of the gyromagnetic ratio from the nuclear to the electronic one.

2.8.1 Korringa-like result for a single spin

Consider a single spin with S = 1/2, at temperature T1 coupled to an adjacent metal at T2,

in a magnetic field whose Zeeman splitting is b = ℏγB. We compute the transition rates Γ

by Fermi’s golden rule, which treats the interfacial Hamiltonian as a weak link. We get

Γ↑↓(T2) =
2π

ℏ
D2V 2n2(−b)b, (2.55a)

Γ↓↑(T2) = −2π

ℏ
D2V 2n2(b)b, (2.55b)

where V is the strength of interfacial exchange coupling and D is the electronic density

of states at the Fermi level. The spin current density is then J = ℏ(P↑(T1)Γ↑↓(T2) −

P↓(T1)Γ↓↑T2)/A, where A is the area per site of the interface. In terms of the spin-mixing

conductance g↑↓ ≡ 4πSD2V 2/A, we get for the interfacial spin current density

JPM
s = −g↑↓

S
bSz [n1(b)− n2(b)] , (2.56)
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where Sz is the spin polarization due to the external field Bẑ. Since we are considering the

spin pumping from a single isolated spin, the field splitting does not contain the Curie-Weiss

effective field from neighboring spins.

2.8.2 Schwinger boson result

In the gaseous phase the spin Seebeck coefficient in linear response is

JPM
s =

g↑↓
2S

h [n1(ϵ↑)− n1(ϵ↓)] [n1(h)− n2(h)] = −g↑↓
S
hSz(h) [n1(h)− n2(h)] , (2.57)

where ϵ↑↓ ≡ ϵ↑ − ϵ↓. This agrees with Eq. (2.56) in the limit where h = b + JZSz ≈ b is

the self-consistent Curie-Weiss effective field for Z nearest neighbors. They agree when the

Curie-Weiss correction is negligible – the limit where J ≪ T .
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Chapter 3

The spin Seebeck effect in magnetic

insulators

The longitudinal spin Seebeck effect is the generation of a spin current Js along the direction

of a thermal flux Jth [54, 55, 56], depicted in Fig. 3.1. This can be done with an attached

heater, or simply by heating the metal directly with an alternating current. Since spin

currents cannot be measured directly, we measure them indirectly by an adjacent metal.

Additionally, the symmetry in spin space must be broken in order for a particular direction

of the spin current polarization to be selected. This is done by the spontaneously-broken

magnetization in FMs, or by applied magnetic fields in AFs and PMs (in AFs, there is

a spontaneous Néel ordering, but the contributions from the two sublattices cancel one

another identically without an applied field). In ordinary metals, the magnitude of conversion

between spin and charge current, θSH, is on the order of a few percent [57]. While the energy

losses due to dissipation in bulk insulating magnet can be quite small (e.g., in ferrimagnetic

YIG the magnon diffusion length [58, 59] can be as long as 10 µm, and the length scale of

the nonlocal spin Seebeck effect can be around 1µm [60]), the spin-to-charge conversion is

a significant bottleneck in the overall efficiency of SSE devices. One route is to engineer
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or discover novel materials with larger spin hall angles, such as topological insulators [61].

Another route is to use the thermally-generated spin currents to perform useful work within

a spintronic circuit [62].

Figure 3.1: The spin Seebeck effect involves the conversion of heat into a spin current in a
magnet, which is pumped across the interface with magnitude proportional to the (real part
of the) interfacial spin-mixing condunctance g↑↓. By the inverse spin Hall effect, the spin
current in the metal results in a transverse charge current with magnitude proportional to
the spin-Hall angle θSH. This charge current is ultimately measured as a voltage drop in the
metal.

SSE has been studied in ferromagnets [63, 64], ferrimagnets [65, 66, 67], paramagnets [2,

68, 69, 70], and recently in antiferromagnets [71, 72, 73, 34, 74] as well as noncollinear magnets

[75, 76]. Our theory specializes to SSE from spin currents produced by an interfacial thermal

bias. The formalism may be extended to account for bulk thermal gradients, which produce

nonequilibrium interfacial spin accumulation µ. The interfacial spin pumping due to µ,

could then be evaluated using the generalized fluctuation-dissipation theorem for the grand-
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canonical ensemble (derived in Sec. 2.1.2). However, determining µ requires complimenting

the interfacial transport with coupled spin and heat transport in the bulk [77], which would

go beyond our work. The purely local SSE studied in this thesis should quantitatively

model SSE for interfaces with large interfacial thermal resistances and weak interfacial spin

coupling. In this regime, SSE would provide a noninvasive probe of the magnet’s transverse

components of χij, much like scanning tunneling microscopy is an interfacial probe of an

electron density of states [78].

3.1 Phenomenlogical theory for the SSE in strongly

ordered magnets

Deep in the ordered phase of FMs (AFs) at T ≪ TC(N), longitudinal fluctuations are frozen

out, such that the order parameter may be described by a rigid vector with small transverse

fluctuations. The low-energy excitation spectra of these systems was described using a

classical, phenomenological framework in Chapter 1. In chapter 2, we leveraged the fact

that since magnets break time-reversal symmetry in equilibrium, the are spin currents in

equilibrium; and therefore, may be calculated using the fluctuation-dissipation theorem. The

semiclassical fluctuation-dissipation theorem related the spin correlators relevant to the spin

current in terms of the components of the dynamic susceptibility tensor which are transverse

to the order parameter. We computed these components χij by adding infinitesimal source

terms for magnetic dynamics in the equations of motion. We now turn to an application of

this theoretical framework: the spin current generated at the interface between an insulating

magnet and a metal subject to a thermal bias. When the interfacial coupling to the adjacent

metal may be treated perturbatively to leading order with respect to the bulk magnet’s

Hamiltonian, this spin current is given by the bulk magnet’s spin current evaluated at the

temperature of the magnet, minus the same evaluated at the temperature of the metal.
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Besides the phenomenological parameters in the bulk magnet’s Hamiltonian such as the

spin stiffness and strength of anisotropies, there is an overall phenomenological parameter

which scales the magnitude of the interfacial spin current. This parameter is the real part of

the spin-mixing conductance [42], which describes the dissipative component of spin transfer

[49], and is a property of the interface, proportional to the square of the interfacial exchange

constant times the metallic density of states at the Fermi level [48]. The interfacial exchange

constant is determined by the strength of wavefunction overlap between itinerant electrons

in the metal and the localized orbitals in the magnet. In ordinary materials for example

the interfacial exchange constant is the following: in FM/metal heterostructures it is the

s − d type [79]; for AF/metal heterostructures there are two components [49], which may

be assigned to the magnetic part of the spin current and the other to the Néel spin current

[50]; and for nuclear spins in a magnet to an adjacent metal it is the interfacial hyperfine

interaction [80].

Lastly, a general note about evaluating the integrals over the Brilluoin zone (BZ) in the

expressions for the spin Seebeck coefficients. Since this theory is only valid when T ≪ TC(N),

it will be generally consistent to assume the magnon bandwidths ∆E ∝ J ∝ kBTC(N) ≫ kBT ,

where J is the exchange constant. Each spin Seebeck coefficient contains a factor ϵk∂Tn(ϵk),

where ϵk is the magnon dispersion. Thus, when performing these integrals over the BZ, we

may evaluate them analytically by formally extending the BZ boundary to infinity. This

extension contributes negligibly to the final answer because it is cutoff by the exponential

tail of the Bose-Einstein distribution functions.

3.1.1 Phenomenological ferromagnetic SSE at T ≪ TC

The dispersion relation for the Heisenberg FM with spin stiffness A, uniaxial easy axis

anisotropy constant K, and collinear applied field B is ωk = B + K + Ak2, and the spin
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current is given by Eq. (2.24). The FM spin Seebeck coefficient is:

S =
ℏg↑↓

4πs
2ℏ
∫
BZ

d3k

(2π)3
ωk∂Tn(ωk). (3.1)

In the limit kBT ≫ A/a2 ≫ ω0 for lattice spacing a (thermally populated magnons whose

band width is much larger than the band gap), we get

S/kB ≈ ℏg↑↓

4πs

(
kBT

ℏA

)3/2 ∫ ∞

0

dx x5/2exn2(x) ∼ g↑↓
(
T

TC

)3/2

. (3.2)

which agrees with the temperature dependence in Ref. [81].

3.1.2 Phenomenological antiferromagnetic SSE at T ≪ TN

Easy-plane antiferromagnet

We consider a Heisenberg AF with spin stiffness A, easy plane anisotropy constant K1,

and within the easy plane mutually-perpendicular easy axis anisotropy constant K2 and

applied field B. The low-energy dispersion is ω1k =
√
γ2(B2 +B2

c2) + c2k2, with magnetic

spin current given by Eq. (2.44), resulting in a magnetic contribution to the spin Seebeck

coefficient:

S(m) =
ℏg↑↓m
4π

2ℏχγB
∫
BZ

d3k

(2π)3
ω1k∂Tn(ω1k). (3.3)

In the limit kBT ≫ γ
√
B2 +B2

c2 for lattice spacing a (thermally populated magnons whose

band width is much larger than the band gap), we get

S(m)/kB ≈ ℏg↑↓m
4π

γχB

(
kBT

cℏ

)3
1

π2

∫ ∞

0

dx x4exn2(x) ∼ g↑↓m
ℏγB
kBTN

(
T

TN

)3

. (3.4)
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The high-energy dispersion is ω2k =
√
γ2B2

c + c2k2, with Néel spin current given by Eq. (2.47),

resulting in a Néel contribution to the spin Seebeck coefficient:

S(l) =
ℏg↑↓m
4π

2ℏχγB
∫
BZ

d3k

(2π)3
ω2k∂Tn(ω2k). (3.5)

Easy-axis antiferromagnet

The following section will be published in Ref. [50]. We consider a Heisenberg AF with spin

stiffness A, easy plane anisotropy constant K, and collinear applied field B.

Below spin flop

The dispersions are ω1k, ω2k = ∓γB +
√

(γBc)2 + (ck)2. The Néel spin current is given by

Eq. (2.34), resulting in a Néel contribution to the spin Seebeck coefficient:

S(l)
I = − g↑↓l ℏ2

2πχs2

∫
d3k

(2π)3
ω1k∂Tn(ω1k)− ω2k∂Tn(ω2k)

ω1k + ω2k

. (3.6)

In the limit kBT ≫ γBc2 for lattice spacing a (thermally populated magnons whose band

width is much larger than the band gap), we get

S(l)
I /kB ≈ −g

↑↓
l γBkBT

4π3c3χs2

∫ ∞

0

dx x2exn2(x) ∼ g↑↓l
ℏγB
kBTN

T

TN
. (3.7)

The magnetic spin current is given by Eq. (2.36), resulting in a magnetic contribution to the

spin Seebeck coefficient:

S(m)
I = −g

↑↓
l ℏ2χ
8π

∫
d3k

(2π)3
(ω1k + ω2k) (ω1k∂Tn(ω1k)− ω2k∂Tn(ω2k)) , (3.8)
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and in the limit kBT ≫ γBc2 we get

S(m)
I /kB ≈ −g

↑↓
m γB(kBT )

3χ

4π3c3

∫ ∞

0

dx x4exn2(x) ∼ g↑↓m
ℏγB
kBTN

(
T

TN

)3

. (3.9)

Above spin flop

The dispersions are ω3k = ck, ω4k =
√
γ2B2 − γ2B2

c + (ck)2. The magnetic spin current is

given by Eq. (2.38), resulting in a magnetic contribution to the spin Seebeck coefficient:

S
(m)
II =

g↑↓mℏ2χγB
2π

∫
d3k

(2π)3
ω4k∂Tn(ω4k), (3.10)

In the limit kBT ≫ γB for lattice spacing a (thermally populated magnons whose band

width is much larger than the band gap), we get

S
(m)
II ≈ g↑↓m γχBk

4
BT

3

4π3c3ℏ2

∫ ∞

0

dx x4exn2(x) ∼ g↑↓m
ℏγB
kBTN

(
T

TN

)3

. (3.11)

The Néel spin current is given by Eq. (2.38), resulting in a Néel contribution to the spin

Seebeck coefficient:

S
(l)
II =

g↑↓l ℏ2χγB
2π

∫
d3k

(2π)3
ω3k∂Tn(ω3k), (3.12)

In the limit kBT ≫ γB we get

S
(l)
II ≈ g↑↓l γχBk

4
BT

3

4π3c3ℏ2

∫ ∞

0

dx x4exn2(x) ∼ g↑↓l
ℏγB
kBTN

(
T

TN

)3

. (3.13)
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3.2 Schwinger boson theory for the SSE in ferromag-

nets and antiferromagnets

In the ordered phases, the condensates grow macrospically large and must be separated from

the sums over the BZ. The condensate-cloud scattering describes magnonic excitations as

shown in Figs. 2.1, 2.2, and 2.3, and dominates Js at T ≪ TC(N), where it reproduces the

usual Holstein-Primakoff results, as shown in Fig. 3.2.

Figure 3.2: The spin Seebeck coefficients for the S = 1/2 FM on the diamond lattice and the
negative field derivative −∂bS (with b = ℏγB in units of J) for the S = 3/2 AF on the simple
cubic lattice computed in the limit B → 0 using SBMFT and HPA. The paramagnetic-like
contribution to the SSE is linear in field at b≪ T and therefore only enters in the AF curves
plotted here. It has the opposite sign to the magnonic AF SSE, resulting in a zero-crossing
at T ∗ = 0.85TN .
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3.2.1 Heisenberg ferromagnet

Cubic lattice

The contribution to the FM spin Seebeck coefficient on a cubic lattice due to the condensate

density nc ∝ Sz is

SFM =
g↑↓
2s
Sz

∫
d3k

(2π)3
∂T ϵk↓n(ϵk↓), (3.14)

where s ≡ S/V , and ϵk↓ is the magnon energy. In addition, there is a paramagnetic-like

contribution due to scattering between the two continuous spinon bands. For the cubic

lattice FM, we get

SPM =
g↑↓
2s

V
∫
BZ

d3k

(2π)3

∫
BZ

d3k′

(2π)3
ϵkk′↑↓ [n(ϵk↑)− n(ϵk′↓)] ∂Tn(ϵkk′↑↓), (3.15)

where ϵkk′↑↓ ≡ ϵk↑ − ϵk′↓ and V is the unit cell volume.

Diamond lattice

The contribution to the FM spin Seebeck coefficient on diamond due to the condensate

density nc ∝ Sz is

SFM =
g↑↓
2s
Sz

∫
d3k

(2π)3
∂T
[
ϵ+k↓n(ϵ

+
k↓) + ϵ−k↓n(ϵ

−
k↓)
]
, (3.16)

where s ≡ S/V , and ϵ±k↓ are the magnon energies. In addition, there is a paramagnetic-like

contribution due to scattering between continuous spinon bands, with scattering between
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pseudospin bands also allowed. For the diamond lattice FM, we get

SPM =
g↑↓
2s

∑
ν,ν′

V
∫
BZ

d3k

(2π)3

∫
BZ

d3k′

(2π)3

[
n(ϵνk↑)− n(ϵν

′

k′↓)
]
∂Tn(ϵ

νν′

kk′↑↓), (3.17)

where ϵνν
′

kk′↑↓ ≡ ϵνk↑ − ϵν
′

k′↓, and the sums run over the pseudospin indices ν, ν ′ = +,−.

3.2.2 Easy-axis antiferromagnet below spin flop

The AF SBMFT spin Seebeck coefficient is evaluated using Eq. (2.41) in linear response.

The contribution to the AF spin Seebeck coefficient due to the condensate density nc ∝ Lz

is

SAF =
g↑↓
2s
Lz

∫
d3k

(2π)3
2JZA

ϵ+k↓ + ϵ−k↑
×

∂T
[
ϵ+k↓n(ϵ

+
k↓)− ϵ−k↑n(ϵ

−
k↑)
]
. (3.18)

In addition, there is a paramagnetic-like contribution due to scattering between continuous

spinon bands, with the same pseudospin. For the AF, we get

SPM =
g↑↓
2s

∑
ν

V
∫
BZ

d3k

(2π)3

∫
BZ

d3k′

(2π)3
ϵννkk′↑↓

[
n(ϵνk↑)− n(ϵνk′↓)

]
∂Tn(νϵ

νν
kk′↑↓)(u

2
k↑u

2
k′↓+v

2
k↑v

2
k′↓).

(3.19)

We call this “paramagnetic-like” because it is linear in field at b≪ T , decays exponentially at

b≫ T , and persists at T > TC(N). In order to carry out the two sets of integrals numerically

in SPM, we approximate the band structure with the low-energy, long-wavelength dispersion:

ϵ±kσ ≈ ±(1−σ)b/2+
√
ζ2σ − 2Z(JAk)2 for the AF. The SBMFT spin Seebeck coefficients are

compared to those computed in the same fashion using the Holstein-Primakoff transformation

[48], expanded to second order in the magnon over spin densities (defined as the Holstein-
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Primakoff approximation, HPA), and plotted as a function of temperature in Fig. 4.3.

3.2.3 Paramagnetic SSE near TC(N)

At arbitrary temperature, Js also contains a contribution from scattering between bands

in the thermal cloud. We call this “paramagnetic-like” because it is linear in field at

b ≪ T , decays exponentially at b ≫ T , and persists at T > TC(N). In order to carry

out the two sets of integrals numerically in SPM, we approximate the band structure with

the low-energy, long-wavelength dispersion: ϵ±kσ ≈ JFk2 − (µ + bσ/2) for the FM and

ϵ±kσ ≈ ±(1 − σ)b/2 +
√
ζ2σ − 2Z(JAk)2 for the AF. The SBMFT spin Seebeck coefficients

are compared to those computed in the same fashion using the Holstein-Primakoff trans-

formation [48], expanded to second order in the magnon over spin densities (defined as

the Holstein-Primakoff approximation, HPA), and plotted as a function of temperature in

Fig. 4.3.

In strongly disordered spin systems, spin correlations decay on the scale of the lattice

spacing. In SBMFT, this corresponds to JF , JA ≪ T and is described by the gaseous

phase of the theory (discussed in the next section). In the gaseous phase at b ≪ T , we get

∂BSPM = χg↑↓ where χ is the spin susceptibility, normalized by the spin length, defined as

∂BS
z/S. As T decreases below ΘCW in the SBMFT, there is a continuous liquid-gas phase

transition and spin correlations start to become significant. When JF or JA ∼ T , ∂BSPM

deviates from χ. Based on this analysis of the Heisenberg model in SBMFT, we introduce

a new frustration parameter p(T ) ≡ ∂BS/χ, whose temperature-dependence is an indicator

for short-ranged spin correlations as shown in Fig. 3.3 (for comparison purposes, χ is also

computed in the same fashion as SPM discussed above).
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Figure 3.3: Field derivative of the paramagnetic SSE relative to the spin susceptibility in
FMs and AFs. ∂BS/g↑↓ begins to deviate from χ at the liquid-gas crossovers denoted by
triangular markers.

3.3 Strongly disordered paramagnetic SSE

In this section we compare the SSE in the completely disordered (gaseous) phase of the

SBMFT to the SSE due to an incoherent set of non-interacting spins.
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3.3.1 Non-interacting paramagnet

The spin Seebeck coefficient for a single spin is given by Eq. (2.56) in linear response:

SPM = −g↑↓
S
Szb∂Tn(b), (3.20)

where Sz(b) is the spin polarization due to the external field Bẑ.

3.3.2 Schwinger boson result

In the gaseous phase the spin Seebeck coefficient in linear response is

SPM = −g↑↓
2S

[n(ϵ↑)− n(ϵ↓)] ϵ↑↓∂Tn(ϵ↑↓) = −g↑↓S
z

S
h∂Tn(h), (3.21)

where ϵ↑↓ ≡ ϵ↑ − ϵ↓. The full numerical results with J = 0 are plotted in Fig.3.4; when

J > 0 or J < 0 the curve is shifted left and right, respectively, such that the peak in SPM(B)

occurs at b ≈ T −ΘCW .
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Figure 3.4: The gaseous paramagnetic spin Seebeck coefficient, Eq. (3.21), with ΘCW = 0 as
a function of b/T .

3.4 Nuclear SSE

While the electronic spin excitations in magnetically-ordered materials freeze out at low

temperatures, nuclear spins remain thermally active. In general, there are three requirements

to produce the nuclear SSE: splitting of the spin states, spin coupling to the heat bath,

and spin coupling across the interface. This is accomplished by the Heisenberg-like contact
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hyperfine interaction (HFI) of the nuclear spin (referred to simply as the nuclei with subscript

n) with magnons (with subscript m) which are coupled to phonons (with subscript p), and

electrons in an adjacent metal (with subscript e). The full Hamiltonian with a single nuclear

spin, modeled as spin-1/2 1, is

H = −ASn · Sm − aSn · Se(r) +Hm +Hp +Hmp, (3.22)

where all spins are in units of ℏ, Sn and Sm are the nuclear and localized electronic spins on

the same site, Se(r) is the metallic spin density evaluated at the nuclear site, A is the bulk

HFI constant in units of energy and the nuclear splitting is ℏωn = ASm, a is the interfacial

HFI constant in units of energy times volume, andHm, Hp andHmp are the magnon, phonon,

and magnon-phonon interaction Hamiltonians [83]. We suppose that Hmp contains linear

coupling between the magnon and phonon field operators.

When nuclei are excited in a metal, the dominant relaxation mechanism into the Fermi

sea is via spin-conserving flip-flops. Korringa originally described this phenomenon in bulk

metals subject to NMR excitation [1]; similarly, nuclei excited by a thermal bias may relax by

the same mechanism into an adjacent metal. The result is a thermally-induced spin current

which is purely two-dimensional by virtue of the HFI’s locality. In addition, there are nuclear-

magnon hybridized, long-wavelength spin excitations in the bulk which also contribute to the

SSE. With hybridization, the AF spin current has an off-resonance contribution associated

with the adiabatic motion of the electrons in the AF at the nuclear frequency. Our results

indicate that at low temperatures, the hybridized contribution dominates the magnonic SSE

while the Korringa contribution dominates the nuclear SSE, with the two possibly being

comparable to one another depending on system parameters. The two contributions are

depicted in Fig. 3.5.

1The Gorter relation may be used to describe the relaxation of larger nuclear spin [82] in detailed balance,
although we do not expect this to modify our theory qualitatively.
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Figure 3.5: The two contributions to the local SSE at low temperatures.

3.4.1 Hybridized nuclear-magnon contributions to the SSE

Since the magnon frequency disperses rapidly on the scale of the nuclear frequency, hy-

bridization is strongest when the magnon gap is small and for long-wavelength magnons

near the Gamma point. To capture the SSE due to the lowest-energy spin excitations, we

expand the Hamiltonian (Eq. (3.22)) linearly about the uniform, canted (for applied field

B > 0), Néel ground state, and calculate the semi-classical spin current densities,

Js =
ℏg↑↓m
4π

M × ∂tM , (3.23)

Jsc
n =

ℏg↑↓n
4π

m× ∂tm, (3.24)

by averaging over thermal fluctuations in the magnet and the metal of the magnetic variables

where g↑↓n and g↑↓m [49, 50] are the (real part of the dimensionless) nuclear and electronic,

respectively, interfacial spin-mixing conductances per unit area. We use the fluctuation-

79



dissipation theorem, along the lines of Reitz et al. [50], to relate the spin currents to dynamic

susceptibilities, thereby converting magnetic response into thermal noise [84].

There are two spin wave modes associated with rotation of Néel order either out of or

within the easy-plane. Since we are interested in the SSE at low temperatures here, we

discard the higher-energy out-of-plane mode (e.g., in bulk MnCO3 the out-of-plane gap is

Bc ≈ 3 T [85]). The lower-energy mode has elliptically-precessing spin density in the plane

perpendicular to the Néel order with frequency gap ω1 = γm
√
B2

c2 +B2, where Bc2 is the gap

due to anisotropies within the easy-plane (e.g., Bc2 ≈ 0.2 T in bulk MnCO3 [86], but may be

larger for thin films). For this reason, we have neglected the portion of the electronic spin

current due to Néel dynamics in Eq. (3.23), and here g↑↓m refers to the magnetic (rather than

Néel) spin-mixing conductance [49, 50]. Furthermore, we consider low enough temperatures

and/or large enough fields so that ℏω1 ≲ kBT and the usual magnonic contribution to SSE

is suppressed [81, 50].

At first order in the HFI, the nuclei are polarized by the local electronic magnetization;

at second order the nuclei slightly shift the electronic dispersion; and at third order there is

effective nuclear-nuclear coupling (nuclear spin waves). The resulting anti-crossing of magnon

and nuclear dispersions has been well studied, e.g. [13, 14, 15], and is derived in Chapter 1.

We then determined the effects of hybridization on dynamic response which are exhibited

in the spin-spin susceptibilities, derived in Chapter 2. In particular, hybridization results

in a contribution to the electronic spin current due to its dynamic susceptibility having a

second pole, off of its natural resonance at ωnk. The spin Seebeck coefficient arising from

this hyrbidization is discussed below. The four contributions to the spin Seebeck effect in a

nuclear-magnon hybridized magnet are depicted in Fig. 3.6, since we are interested in the

SSE arising at temperatures below the magnon gap we focus on Smn and Snn here.
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Figure 3.6: Qualitative depiction (not to scale) of the two semiclassical contributions to the
magnonic and nuclear Seebeck channels. The magnonic spin Seebeck channel has contribu-
tions Smn and Smm from spin currents with nuclear and magnonic frequencies, respectively.
The nuclear spin Seebeck channel has contributions Snn and Snm from spin currents with
nuclear and magnonic frequencies, respectively (and also direct nuclear spin currents, dis-
cussed in the next section).

Due to the larger mass of nuclei and consequently smaller nuclear gyromagnetic ratio,

the nuclear frequency is practically guaranteed to be below kBT (e.g., ℏωn/kB ∼ 80 mK in

MnCO3). With hybridization, the nuclear frequency is pulled downwards to form a nuclear

magnon branch, ωnk, with a continuum of thermally-populated modes (for the complete

hybridized dispersions, see Eq. 1.28). In this section, we assume the nuclear magnons are

internally-equilibrated to a common temperature and take it to be equal to the phonon

temperature (mediated by the direct coupling to magnons, which are in turn coupled to

phonons by spin-orbit coupling). As derived in Chapter 2, the magnonic spin current has

81



a pole at the nuclear frequency due to hybridization resulting in a finite spin current at

temperatures well below the gap, Eq. 2.51. The resulting contribution to the magnonic spin

Seebeck coefficient due to nuclear hybridization is

Smn = −ℏg↑↓m
4π

2χγ3mBω
2
nkB

∫
d3k

(2π)3
∂T

[
B2

∆T

ω4
mk

]
, (3.25)

The nuclear spin current is also modified by hybridization, as shown in Eq. 2.53, resulting

in a new contribution to the nuclear spin Seebeck coefficient:

Snn − Sn =
ℏg↑↓n
4π

2χγ3mBB
2
∆ℏωn

∫
d3k

(2π)3
∂T

[
1

ω2
mk

]
, (3.26)

where Sn is the decoupled nuclear spin Seebeck coefficient. Note that both Snn and Smn are

enhanced at small fields where the magnon gap is small (closer to the nuclear frequency),

and at low temperatures due to a larger nuclear spin polarization from the Curie-law 2.

The integrands are also weighted towards the long-wavelength portion of the BZ, where

hybridization is strongest.

In order to evaluate Sn, we must generalize the semi-classical theory which is not expected

to be quantitatively-precise at short wavelengths. Instead, we should treat the process of

nuclear spin relaxation into the metal quantum mechanically, in order to properly evaluate

the net spin current as the flow, minus the backflow from the Fermi gas. This is discussed

in the next section.

3.4.2 Direct nuclear SSE

The spin Seebeck coefficient relates the spin current pumped across the magnet/metal in-

terface due to a thermal bias between them. In the magnet, the temperature is set by the

2At very low temperatures on the order of ℏωn there are corrections to the inverse-T Curie law; we neglect
them here.
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phonons at temperature Tp, and in the metal, by the electrons at temperature Te, so that

the spin Seebeck coefficient (in units of inverse area) is defined as

S ≡ J/kB(Tp − Te). (3.27)

In Chapter 2, we calculated the direct spin current between nuclear spins in a magnet and

an adjacent metal by Fermi’s golden rule, Jne, given by Eq. 2.54. The nuclear-electron

thermalization is parameterized by the nuclear-electron Seebeck coefficient per site, Γne,

defined by Jne ≡ ΓnekB(Tn −Te). Our next step is relate the nuclear spin temperature Tn to

the phonon temperature Tp.

3.4.3 Thermal equilibration between nuclear spins and phonons

In thermal equilibrium, the rate of heat flowing into the metal from the spin carriers must be

balanced by heat flowing into the carriers from phonons. Throughout this process, we will

assume that for magnons, when the temperature is well above their gap, they internally equi-

librate to a common temperature. Then, due to strong magnon-phonon coupling the magnon

temperature may be taken to be equal to the phonon temperature [81]. For nuclei, there are

multiple phonon-thermalization mechanisms. At temperatures well above the magnon gap,

magnons can directly transfer the small energy ℏωn to the nuclei by two-magnon (Raman

absorption and remission) and higher-order scattering processes in the magnon continuum

[87]. In this limit thermalization with magnons/phonons is much faster than with electrons,

so we have Tn = Tp. On the other hand, when the temperature is smaller than the magnon

gap, virtual magnons can mediate nuclear coupling to phonons. As the temperature de-

creases relative to the gap, slow thermal equilibration of nuclei to phonons may limit the

rate at which spin transport in Eq. (2.54) occurs.

Thermal equilibrium is expressed by balancing the nuclear-electronic spin current Jne
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and nuclear-phonon spin current Jnp ≡ Γnp(Tp − Tn) in linear response, where Γne and Γnp

are the nuclear-electron and nuclear-phonon spin Seebeck coefficients, which are kinetic rate

coefficients for the nuclei. In steady state the rates are equal [82], giving us (Tn − Te)/(Tp −

Te) = Γnp/(Γnp + Γne). This allows us to construct the empirical spin Seebeck coefficient,

Eq. (3.27), by eliminating Tn from Eq. (2.54). The final expression for the nuclear spin

Seebeck coefficient becomes

Sn =
g↑↓n
4πSn

πχb
ℏωn

kBT

[
Γnp

Γnp + Γne

]
; (3.28)

here, χbℏωn kBT is the canting angle times the nuclear spin polarization. We may read

off Γne ∝ 1/T from Eq. (2.54). When Γne ≪ Γnp (corresponding to the high-temperature

regime of the previous paragraph), the bracketed expression on the RHS of Eq. (3.28) is

unity. Thus we need only calculate Γnp in the low-temperature regime in order to have an

asymptotically-precise expression for Sn.

The Hamiltonian allows for indirect coupling between the nuclei and phonons via magnons.

Let us define the matrix elements in Eq. (3.22) which linearly couple the dimensionless op-

erators of nuclear spin to the magnon fields, Vmn, and magnon fields to phonon fields, Vmp.

Then to first order in Vmn and Vmp, we transition to the high-energy subspace of magnon

excitations. We can eliminate these transitions to first order by the Schrieffer-Wolff transfor-

mation (SWT) [88, 89], which allows us to construct the effective low-energy Hamiltonian:

H = ℏωnSn · n̂ + Hnp where n̂ is the direction of the ground state electronic sublattice

magnetization. Hnp now contains second-order linear coupling between the nuclear spin and

phonon field operators, where the matrix element Vnp ∝ VnmVmp.

We may now evaluate Γnp to leading order in perturbation theory for nuclear spin-phonon

thermalization via virtual magnons. At temperatures well below the magnon gap ω1, the

mechanism driving Jnp involves an elastic virtual magnon process (analogous to electronic
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elastic cotunneling through quantum dots [90]) which mediates a nuclear spin flip by trans-

mitting energy ℏωn from phonons. The process occurs near the Gamma point since the

energy exchanged is small on the scale of the phonon dispersion. We get the rate from

Fermi’s Golden rule for the direct coupling Vnp, averaged over thermal fluctuations. The

result is Γnp ∝ [n(ω1)+1/2]2/Tω2
1, where n(ω) = (eℏω/kBT − 1)−1 is the Bose-Einstein distri-

bution function; n(ω1) comes from the magnons’ thermal occupation number, the 1/2 term

from virtual magnons, and ω−1
1 from the energy cost to connect nuclei and phonons. We will

take the remaining constant in the ratio Γnp/Γne from experiment.

3.4.4 Conclusion and outlook for the nuclear SSE

We have investigated the nuclear and electronic contributions to the local SSE at low temper-

atures. We calculated the contributions due to long-wavelength excitations semi-classically

in the presence of nuclear-magnon hyperfine coupling. With hybridization, there is spin

pumping via the localized electronic spins in the AF (with spin-mixing conductance g↑↓m )

at both the magnonic and nuclear resonance frequencies. We find that the additional con-

tributions to the magnonic Seebeck coefficient due to hybridization are second order in the

nuclear Curie-law polarization. In general, contributions due to hybridization have the great-

est spectral weight near the Gamma point and are enhanced by a smaller magnon gap and

softer dispersion. One significant assumption we have made, in the semiclassical calculation,

is that the the hybridized nuclear spin waves thermally equilibrate faster with phonons than

with electrons in the metal at all temperatures and fields. This is likely an oversimplification,

and a finite phonon thermalization rate should be incorporated into the SSE, as was done

for the direct nuclear SSE in Section 3.4.3.

The semi-classical theory for nuclear hybridization developed here is relevant for the

SSE at low temperatures in other magnetic systems such as Heisenberg ferromagnets and
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antiferromagnets, easy-axis antiferromagnets above spin-flop, and other easy-plane antifer-

romagnets (e.g. RbMnF3, CsMnF3, CsMnCl3 [91, 92]). In terms of intrinsic parameters,

Smn ∝ g↑↓m (γmB/ωx)(δωn)
4ω1/ω

2
nω

3
x, where δωn is the magnitude of the nuclear frequency

pulling, and ωx = (χsm)
−1. In AFs, the field exerted on the localized electronic spins by the

nuclei are exchange enhanced so δωn is larger by a factor ωx/ω1 relative to FMs. Thereby we

expect that the magnitude of the electronic dynamic susceptibility at the nuclear frequency

is smaller in FMs, leading to smaller Smn. For a precise comparison, one must also take into

account the changes in the magnon dispersion.

We also identified Korringa-like relaxation of thermally-biased nuclear spins into an ad-

jacent metal as a mechanism for purely two-dimensional interfacial spin transport. Since

nuclei have weak spin-orbit coupling, a theory for the nuclear SSE is incomplete without

a means for thermal equilibration of the nuclei with phonons. At high temperatures this

may be accomplished by Raman-like processes which equilibrate the nuclei directly with the

magnon continuum. When magnons are frozen out, virtual magnons mediate thermal equi-

libration with phonons. Comparing our theory to experiment in the nuclear magnet MnCO3

[80], we are able to rule out the magnonic contributions as inconsistent with the data in this

case, while the Korringa-like contribution with thermalization to phonons quantitatively re-

produces the data. The latter relies on a single B, T -independent parameter representing the

crossover of rate limiting from thermal equilibration with electrons to with phonons. This is

discussed in detail in Chapter 4.

Acrosss magnetic systems, the relative magnitude of Smn and Sn may vary due to dif-

ferences in g↑↓m , g↑↓n , and the magnon-phonon coupling strength which affects the position

of the field-dependence crossover in Sn. Smn and Sn may be distinguished from one an-

other by the temperature-dependence of their crossover fields Bc and S(B) at B ≫ Bc.

The system parameters in Sn should not differ significantly between FMs and AFs while

Smn is likely smaller in FMs. Therefore it is possibel that Sn dominates in FMs at low
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temperatures. Its contribution to SSE should be observable in any FM with nuclear hy-

perfine coupling, such as cobalt [93]. At the same time, in this comparison one must also

consider that the interfacial spin coupling of the nuclei is much weaker than the electrons:

g↑↓n /g
↑↓
m ∼ a2/j2 ∼ (ωn/ωx)

2 ≪ 1 (e.g. in MnCo3 ωn/ωx ≈ 1/1000), where a and j are the

interfacial hyperfine and exchange constants.

This work sets the stage for investigating nonlocal spin transport via nuclear spin waves

with dispersion ωnk. Many of the aspects discussed in our theory for local SSE will be

relevant to transport, such as nuclear-phonon thermalization and ultimately interfacial spin

transport into the metal. Due to the low frequency of ωnk we expect a large nuclear magnon

lifetime, which when combined with its small group velocity, may result in a more modest

transport length scale. In this regard, we hypothesize that in the Bloch equation for nuclear

spin dynamics, the T1 longitudinal relaxation time is more relevant to SSE than the T2

dephasing time, since the measured SSE voltage aggregates incoherent contributions.

3.5 Spin Seebeck devices

In this section we discuss a relation for the measured voltage due to the local SSE. The

following section was published in Ref. [50]. In a conventional measurement scheme, the

(longitudinal) SSE is revealed in a Nernst geometry as a lateral voltage induced perpendicular

to the magnetic field applied in the plane of the magnetic interface [64]. This voltage is

understood to arise from the inverse spin Hall effect associated with the thermally injected

spin current. Normalizing the SSE voltage by the input thermal power Pin, this gives

VSSE
Pin

= S(B, T )
2e

ℏ
λ∗

wt

ρ(T )

κ∗(T )
, (3.29)
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where the materials-dependent interfacial spin-to-charge conversion length scale λ∗ can be

loosely broken down into a product of an effective spin-decay length λsd in the (heavy) normal

metal and the effective spin Hall angle θSH, which converts the spin-current density Js injected

into the normal metal into the lateral charge-current density Jc = (2e/ℏ)θSHJs. The total

charge current is Ic = wλsdJc when λsd ≪ t, the thickness of the metal film, where w is

the heterostructure width transverse to the injected charge current. In the open circuit, the

underlying spin Hall motive force [94] is balanced by the detectable voltage VSSE = ρlIc/wt,

along the length l, where ρ is the normal-metal resistivity. Putting everything together and

expressing the spin current in terms of the Seebeck coefficient (3.27), we get the SSE voltage

(3.29) normalized by the input power Pin = κ(Tp − Te)lw. κ
∗ = κ(Tp − Te)/(Ta − Te) is an

effective Kapitza conductance, which can be reduced relative to κ, if the length scale for

the magnon-phonon equilibration that controls the temperature mismatch Ta − Tp in the

AF is long compared to σ/κ. Kapitza conductances for metal-insulator interfaces have been

investigated in Refs. [95, 96, 97, 98], yielding nontrivial temperature dependences.
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Chapter 4

Comparison between theory and

experiment

In this chapter we develop quantitative comparisons between experimental data and our

theories for the AF SSE and the nuclear SSE at low temperatures, and the paramagnetic

SSE at high temperatures. In each case, our goal was to develop a basic understanding of

the relevant physics, while minimizing the number of undetermined parameters in our final

results. In the words of Von Neumann “With four parameters I can fit an elephant, and with

five I can make him wiggle his trunk [99].” In other words, a theory with four independent

fitting parameters that reproduces data doesn’t provide much in the way of establishing

credibility. Along these lines, after having developed a theory subject to a certain set of

approximations, we should be encouraged to find that our theory becomes inaccurate as

we approach the physical regimes where these approximations become invalidated. In this

sense, the precise scenario where our theory fails is, equally well, evidence for the integrity

of our scientific program.

In the nuclear SSE, we find that as we approach higher temperatures at large magnetic
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fields, our theoretical results begins to deviate from the data. In the context of our theory,

at large magnetic fields the nuclear SSE is rate-limited by its thermalization with phonons

in the magnet, rather than the electrons in the metal. Our theory for nuclear-phonon ther-

malization contains indirect coupling via virtual magnons, which reproduces the data well

at low temperatures where magnons are frozen out. At high temperatures, the nuclei can

directly thermalize to the magnon temperature by more complex two-magnon processes,

which are not contained in our theory. Thus, we expect this additional effect to enhance the

SSE relative to our theory’s result in a particular region of parameter space, which indeed

is present in the data.

In the final section, we use our Schwinger boson mean-field theory to develop novel quan-

titative predictions for several SSE experiments, which have yet to be observed. By analyzing

our theoretical results, we identify generic signatures of the underlying physics which do not

require fine tuning to particular materials, or depend qualitatively on undetermined param-

eters. The first prediction is a sign change in the SSE as a function of temperature below

spin flop in easy-axis AFs, whose location occurs near but below the Néel temperature. The

sign of the SSE encodes (up to the sign of the spin Hall angle, an intrinsic property of the

adjacent metal), the projection of spin-angular momentum (SAM) along the magnetic field

that’s carried by the spin current in the magnet. The SAM carried by a spin current at

T ≪ TN below spin flop is along the field, while the spin current due to paramagnetic fluc-

tuations, which grow with increasing temperature, carry oppositely-oriented SAM. The fact

that this occurs before the phase transition to a paramagnetic phase is a direct prediction

of our theory, which captures both contributions to the SSE on equal footing.
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4.1 Nuclear SSE in MnCO3

In this section, we compare our theory for the nuclear SSE to ultra-low temperature SSE

data [80] at T < 1K in MnCO3, a well known nuclear magnet [85, 100, 101]. We evaluate

the voltage which arises due to the local SSE, whose Seebeck coefficient has contributions,

in principle, from both nuclei and electrons. A priori we would expect the magnonic contri-

bution to be larger than the nuclear contribution since electronic exchange provides greater

interfacial spin coupling than the HFI. However, at large fields and low temperatures the

magnons are frozen out. While this directly affects the magnonic SSE, the nuclei are only in-

directly affected through their thermalization with phonons which is mediated by magnons.

Since the magnetic field controls the magnon gap, and the nuclei couple to phonons through

magnons, it will be the primary comparative tool of the measured SSE signal to theory. The

effect of temperature will be to shift the overall profile of the signals’ field dependence.

The magnonic and nuclear Seebeck coefficients both have non-monotonic field depen-

dencies which are superficially similar to the experimental data, shown in Fig. 4.1, from E.

Saitoh’s group Ref. [80]. They both have a linear-in-B factor since the spin currents require

canting of the two oppositely-oriented spin sublattices. The magnonic contribution Smn,

which is due to hybridization of the magnon dispersion with nuclei, decreases monotonically

with field above the small gap Bc2 within the easy plane. On the other hand, Sn looks much

differently in the asymptotic limit of large fields. As discussed above Eq. (3.28), Sn is linear

in B up to a crossover field B
(n)
c marked by Γnp falling below Γne; equating Γnp and Γne shows

that B
(n)
c is approximately temperature-independent. In the asymptotic limit B ≫ B

(n)
c , we

get Sn ∝ 1/B which further differentiates it from Sm and Smn.

Experiment shows disagreement with Smn, while most aspects can be reproduced quan-

titatively by Sn. To start, the data is linear in B over a large range of fields (which rules out

Smn dominating the signal at B ≫ Ba′), so we use the low-field slope f(T ) to fit the overall
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common factors in Eq. (3.29). It goes as f(T ) ∝ 1/(a + bT c) where a = 8.4, b = 2.2, and

c = 1.6. Since at small fields Sm ∝ BT 3 and Sn ∝ B/T , for the magnonic SSE we would

need κ∗e(T ) ∝ 1/T 3(a + bT c) and for the nuclear SSE we would need κ∗n(T ) ∝ T/(a + bT c).

These predicted behaviors for κ∗(T ) do not rule out Sm because little is known about κ∗(T )

at low temperatures, but we would not expect higher-order inverse T -dependence. Strong

evidence for Sn comes from the T -independence of the experimental crossover field Bc, and

the slow B-dependence at large fields. For B ≫ B
(m)
c , Sm is exponentially suppressed by a

factor roughly e−B/T where the argument is in units of Tesla / Kelvin. To the contrary, the

experimental signal is only decreasing by a factor of 1/B there. Furthermore, the behavior

of the data at large fields is consistent with Sn.

Having obtained the prefactors in Eq. (3.29) from the experimental field-slope at small

B and ruled out the magnonic SSE, we now compare Sn quantitatively to the entirety of

experimental data. As discussed, we expected the bracketed factor in Eq. (3.28) to go to

unity in the B ≪ B
(n)
c limit (which our lower bound for Γnp successfully reproduces), and

to Γnp/Γne ≈ C[n(ω1) + 1/2]2/B2 in the B ≫ B
(n)
c limit. We fit the B, T -independent

constant C by aligning the theoretical and experimental crossover fields. We now have low

and high-field asymptotically-precise expressions for Sn, while our theory is still expected to

be imprecise in the crossover region around Bc. In order to predict the exact shape of the

crossover we would need a high-temperature theory for nuclear thermalization to the phonon

or magnon temperature. However, such a theory would not change the asymptotic limits and

only affects a small subset of the data near Bc, so we do not develop it here. One discrepancy,

however, is that our theory underestimates the measured signal at large fields relative to the

small field data. This might be explained by additional contributions to Γnp such as direct

nuclear-phonon coupling through crystalline anisotropies, indirect nuclear-phonon coupling

via impurities, and/or the same magnon cotunneling mechanism we have considered but

via the second magnon branch associated with spin excitations out of the easy plane. Our

theoretically-calculated contribution to Γnp would then give a lower bound on Sn at large
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fields, which is consistent with experiment.
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Figure 4.1: Interfacial nuclear-spin current and thermal equilibration of nuclear spins in
MnCO3. An interfacial spin current, Jne, is mediated by the Korringa process through the
hyperfine interaction between nuclear spins of 55Mn and electron spins in the metal at the
Pt/MnCO3 interface. Jne arises in proportion to the effective temperature difference between
the electrons in Pt (Te) and nuclei in MnCO3 (Tn): Jne = ΓnekB(Te−Tn). Here, the difference
Te − Tn may be triggered by the interfacial temperature drop Te − Tp between the Pt and
MnCO3 (Tp: phonon temperature in MnCO3 close to the interface) and the thermalization
between nuclei and phonons in MnCO3, whose rate is given by Jnp = ΓnpkB(Tn − Tp). b)
B dependence of the calculated temperature difference TeTn, normalized by the interfacial
temperature drop Te − Tp at T=100mK and 1K. In the steady state, Jne = Jnp. Bc indi-
cates the crossover field, where Γne = Γnp. c) Comparison between the B dependence of the
experimental V/I2rms (blue plots) for the Pt/MnCO3 Device 2 and the calculated V/I2rms for
the nuclear SSE Sn (red solid curve) and for the magnonic SSE Sm (gray solid curve) at
T=101mk. The inset shows a blowup of the calculated V/I2rms for the magnonic SSE (mul-
tiplied by 103). d) Comparison between the B dependence of the experimental V/I2rms (blue
plots) and the calculated V/I2rms for the nuclear SSE Sn (red solid line) at 100mK<T<1K.
e) Comparison between the T dependence of the experimental V/I2rms (green rhombus) and
the calculated V/I2rms for the nuclear SSE Sn (red solid curve). The error bar represents the
standard deviation.
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4.2 Antiferromagnetic SSE in Cr2O3

In this section we compare our low-energy, long-wavelength phenomenological theory for

the SSE in easy-axis AFs to SSE data on Cr2O3 [73]. Our key contribution to developing

a quantitative comparison between theory and experiment on the AF SSE was to leverage

the changing behavior of the magnetic dynamics across the spin flop transition, which is a

metamagnetic phase transition. The overall temperature dependence of the measured SSE

is convoluted with thermal and charge conductivities (Eq. 3.29) and slower temperature

dependencies in parameters such as χ(T ) [11], which can complicate a detailed analysis. By

looking at the slope ratio of the SSE below to above spin flop v(T ), however, we can eliminate

the common prefactor associated with the heat-to-spin-to-charge conversions, if the signal

is dominated by the interfacial thermal bias. The experimental v(T ) for a bulk Cr2O3/Pt

sample is plotted in Fig. 4.2 along with theoretical curves. The experimental data points

for v(T ) are obtained by fitting a linear-in-field line to VSSE in I and II and taking the slope

ratio; the theoretical curves are discussed below. It should be safe to suppose that ρ, κ∗,

and g↑↓ are largely field independent, so that the field dependence in VSSE/Pin comes from

S. The relative value of S(B) across SF is determined theoretically up to the ratio g↑↓m /g
↑↓
l

1, which is a property of the interfaces.

Our theory contains two contributions each to the spin Seebeck coefficients in I (Eqs. (3.7)

and (3.9)) and II (Eqs. (3.13) and (3.11)) for b ≡ ℏγB: ∂bS
(l)
I ∼ −g↑↓l T/T 2

N , ∂bS
(m)
I ∼

−g↑↓mT 3/T 4
N , ∂bS

(l)
II ∼ g↑↓l T

3/T 4
N , ∂bS

(m)
II ∼ g↑↓mT

3/T 4
N . The T ≪ TN data on Cr2O3 was

explained using SI ≈ S
(l)
I and SII ≈ S

(m)
II , assuming g↑↓m ≫ g↑↓l . However, we see that at

intermediate temperatures when g↑↓m ≫ g↑↓l , S
(m)
I can become significant compared to S

(l)
I .

The ratio of the Néel to magnetic spin Seebeck coefficients is S
(l)
I /S

(m)
I = Cx(g

↑↓
l /g

↑↓
m )(TA/T )

2,

1Takei et al. [49] concluded within their model that the two spin-mixing conductances may be of similar

order of magnitude, with g↑↓m ≳ g↑↓l , and g↑↓l approaching g↑↓m with increasing disorder of interfacial exchange
coupling [102].
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where the numerical constant Cx ≈
∫∞
0
dx x2exn2

BE(x)/
∫∞
0
dx x4exn2

BE(x) ≈ 0.1 and TA =

ℏc/a ∼ TN . Thus, when (g↑↓m /g
↑↓
l )(T/TN)

2 ∼ 0.1, the two SSE coefficients become compara-

ble. The ratio of the field derivatives of the SSE in I to II, up to intermediate temperatures,

is then −v(T ) ∼ (g↑↓l /g
↑↓
m )(TN/T )

2 + C0, where C0 = 1. The best fit to the experimental

v(T ), using a fit function which is a constant plus a coefficient times T−2, gives C0 = 0.7 for

the constant, which lies reasonably within our expectations. In conclusion, we are able to

explain the data up to intermediate temperatures in our theory with the T -independent pa-

rameter g↑↓m /g
↑↓
l ≈ 300. The parameters for Cr2O3 are:

√
A/a = (χγs)−1 ≈ 500 T, Bc ≈ 6 T,

γ ≈ γe [73] (where γe is the free-electron value), K2 ≈ 0 [11], Tn ≈ 300 K.

While we see agreement, there may be additional spin Seebeck contribution(s) not cap-

tured by our formalism. The latter can stem from a bulk SSE in state I [103], since thermal

magnons polarized along the Néel order can diffuse over long distances [77]. In particular, an

additional linear in T contribution to SI would affect the estimate of g↑↓m /g
↑↓
l from the low-T

data, while a cubic contribution would shift the constant offset in v(T ) at larger temperatures.

Although the order-of-magnitude estimate for the mixing conductance ratio and the trend in

v(T ) as a function of temperature are captured by our simple model, a more complete theory

(accounting for the bulk spin transport as well as possibly for disorder-induced mesoscopic

effects at the interface) may be needed for developing a complete, detailed understanding.
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Figure 4.2: The ratio of the spin Seebeck coefficient field slopes v(T ). Experimental data is
from the same device as in Fig. 4.3(a) and is obtained from the slopes of linear-in-field fit
lines. The theoretical curves are based on Eqs. (3.7) and (3.9) below spin flop and Eq. (3.11)
above spin flop.

Since our theory succeeded in quantitatively explaining the low temperature SSE data

on Cr2O3, it was used as a baseline for investigating more complex phenomenon with subtler

characteristics. In Ref. [104], magnon polaron coupling was observed in the uniaxial antifer-

romagnetic insulator by subtracting the our baseline theoretical SSE from the observed SSE

at T < 5K. At low temperatures T < 7 K, the theoretical curves start becoming nonlinear

in B, so that SI, SII must be evaluated numerically using the full expressions for the spin
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Seebeck coefficients.

4.3 Paramagnetic SSE in GGG

The following two sections will be published in Ref. [31]. In this section we reproduce the

temperature evolution of the non-monotonic field dependent SSE observed in gadolinium

gallium garnet (GGG) by S. Wu, C. Liu, et al. [2, 3]. The measured spin Seebeck voltage

V (B, T ) = S(B, T )f(T ) contains additional temperature-dependent factors parameterized

by f(T ) [52]. Since V is linear in B at B ≪ T , we can fit to f(T ) using ∂BV evaluated

at B = 0 as a function of temperature. This procedure was performed in Ref. [2] giving

V ∝ T−3.38, and we use the three T = 2, 3, 4K datasets from Ref. [3] to get V ∝ T−2.45

for that device. After also absorbing g↑↓/2S into f(T ), the normalized spin Seebeck voltage

in the gaseous phase of the SBMFT is ∂BV/f = χ, where J is the only undetermined

parameter in χ. The magnetic susceptibility of GGG is well known and from the theory

we have the relation ΘCW/C = JZ where the Curie-Weiss temperature of ΘCW = 2.10K is

taken from Ref. [105]. This allows us to plot the theoretical curves shown in Fig. 4.3a,b.

We can also extract the field B∗(T ) where V is maximized as a function of field, a quantity

that is independent of f(T ), as a quantitative comparison to our theory shown in Fig. 4.3c.

From our theory’s point of view, application of the gaseous phase SSE results to this data

is consistent until near T = |ΘCW |, where the theory’s liquid-gas phase transition occurs.

At T somewhat lower than |ΘCW | there may be enhancements to spin transport resulting in

∂BV/f ̸= χ.
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Figure 4.3: Applied field-dependent spin Seebeck voltage data from Refs. [2] in a) and
[3] in b), is reproduced by the gaseous phase spin Seebeck coefficient, Eq. (3.21), times a
temperature dependent factor taken from the data where ΘCW = −2K is used. In c) the
magnetic field where the SSE is maximized is plotted (T = 2, 3, 4K from Ref. [3] and T = 5K
from Ref. [2]) which depends only on the spin Seebeck coefficient. Fig. c) gives ΘCW = −2K
(antiferromagnetic J) as the best fit, which agrees with independent magnetic susceptibility
measurements on GGG.

4.4 Predictions for future experiments

In the paramagnetic phase, across the liquid-gas crossover, the quantity p(T ) ≡ ∂BS/χ gains

temperature-dependence before T reaches TC(N). However, analysis of experimental p(T ) is

complicated by the fact that the measured spin Seebeck voltage V (B, T ) = S(B, T )f(T )

contains additional temperature-dependent factors in f(T ) such as the interfacial thermal

conductivity, metallic resistivity and spin diffusion length (see, e.g., Refs. [52, 70]). Starting
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at b ≪ T and T ≫ TC(N), we have ∂BS = g↑↓χ, so with an independent measurement of

χ(T ) we can accurately determine f(T ) from ∂BV (T ). The large-B dependence of V (B, T )

then provides a test of our theory, which quantitatively reproduces data at T ≥ 2K ≈

ΘCW in GGG [2, 3]. Furthermore, our theory quantitatively reproduces the field B∗(T )

where V is maximized as a function of field, a quantity that is independent of f(T ). Going

forward, if f(T ) remains valid at T < ΘCW , then for devices where f(T ) has been measured

using the program above, we could compute ∂BV/χf(T ) from SSE measurements at lower

temperatures. When this quantity is T -dependent at T < ΘCW , it would indicate short-

ranged spin correlations are substantially affecting spin transport.

The sign change of the AF spin Seebeck coefficient as a function of temperature below

SF at T ∗ ≈ 0.85TN is another feature which is insensitive to f(T ) because it is unlikely to

change sign in the same region of T . The spin Seebeck coefficient in a Landau theory for the

Néel transition has the paramagnetic sign [69], which is consistent with the SBMFT result

in that the latter finds T ∗ lies appreciably to the left of the critical fluctuation range. While

SBMFT is a useful starting point since it contains the basic ingredients needed for a sign

change, the interfacial coupling in devices may differ from the type considered here [106, 51].

Additionally, while a bulk thermal gradient can drive an interfacial spin accumulation with

the same sign as Eq. (3.18) [34], this accumulation may be reduced and possibly invert in

sign when Umklapp scattering becomes significant. Umklapp scattering reduces the diffusion

length and occurs when the temperature becomes comparable to the energy of magnons at

the Brilluoin zone boundary. This occurs for the lower energy branch before the higher

energy branch (with the two carrying oppositely polarized spin angular momentum). If it is

significant, then the combined bulk and local SSE may have a lower value for T ∗. To give a

more quantitative estimate for T ∗, a spin transport theory for SBs must be developed.
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