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Abstract: 
  

In a blend of four or more components, the mixing entropy diversifies the chemical 

compositions of each phase. This reduces interfacial interactions, enhances inter-phase 

miscibility, weakens the dependence on specific pair interactions for self-assembly, and 

removes diffusion barriers to forming large-scale structures. When this design principle is 

applied to blends containing nanoparticles, colloidal particles, small molecules, and 

supramolecules, hierarchically-structured composites can be obtained with enhanced 

formulation flexibility in the filler selection and blend composition. Here, detailed 

characterization and simulations confirm entropy-driven phase behavior, where each 

component is distributed to locally mediate unfavorable interactions, and nanostructures 

form near or in a miscible state. Kinetically, this facilitates molecular diffusion across 

microdomains and through different phases, and ultimately leads to the facile fabrication 

of photonic crystals in minutes and nanocomposites with tunable microstructures. Besides 

advancing capabilities to engineer functional materials, the present study provides 

molecular insights into how entropy-driven complex blends navigate variations and 

uncertainties without compromising structural fidelity, as commonly seen in high-entropy 

alloys and biological blends. 
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Decades of efforts have been devoted to achieving hierarchical structures in 

simplified blends with parameterized components. However, in the case of 

organic/inorganic hybrids (1-4), it remains challenging to simultaneously modulate both 

nanostructures and microstructures to access properties seen in biological composites (5) . 

Ordered arrays of nanoparticles are now routinely obtained using DNA (6, 7), 

supramolecules (8), block copolymers (BCPs) (9-11), polymer-grafted nanoparticles 

and/or via controlled evaporation/crystallization (12, 13). However, present successes 

almost exclusively rely on precise formulation with rather strict requirements as to the 

nanoparticle size, ligand chemistries, and nanostructures in host matrices (14-17), which 

significantly reduce their practicality outside of a test tube (1). More critically, there are 

inherent limitations on applying these precise approaches to control microstructures and 

beyond, where the lower-tier assemblies serve as the building blocks for the next tier. As 

the assembly proceeds, there is uncertainty as to when and where the next-tier building 

blocks form, and their size, shape and composition. The effects of unpredictable 

heterogeneities and variations are further amplified in macroscopic composites due to the 

large number of building blocks.  

In contrast, biological blends form hierarchical assemblies with high fidelity and 

are able to accommodate fairly broad compositional variations/fluctuations (18, 19). Given 

that compositional complexity has been established as an important hallmark of biological 

blends and, more recently, high-entropy alloys (20), we reason that diversifying the variety 

of building blocks beyond ternary blends may enable entropy-driven phase behavior to 

accommodate unpredictable variations via system-wide cooperativity. Fig. 1 schematically 

illustrates this concept when more components are added to a binary blend of polymers A 
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and B. The solubility parameters of all additive components are between those of polymers 

A and B, such that their dispersion in each phase mediates unfavorable A-B interactions. 

When only one component is added (i.e. a ternary blend), each phase has a defined 

composition but with an improved miscibility. When two or more types of components are 

added, the enhancement of the inter-phase miscibility is more pronounced. Furthermore, 

multiple composition combinations can give each phase the same cumulative chemical 

characteristics. It also becomes feasible to locally screen unfavorable interactions to 

disperse fillers, as shown in Fig. 1B. This opens a rarely-explored path to release current 

constraints in the composite design and to navigate uncertainties during structure formation 

over multiple length scales. 

Experimentally, we apply this hypothesis to fabricate hierarchical composites by 

blending 4-7 components, including nanoparticles, colloidal particles, small molecules and 

coil-comb shaped supramolecules as detailed in Fig.1C. Three types of inorganic fillers 

are studied, ranging in size from 5 nm – 300 nm, and with respective ligand chemistries 

similar to polymer A, similar to polymer B, and chemically intermediate. Fe3O4 and NaYF4 

nanoparticles, 20 – 30 nm in size, are passivated with oleic acids. Silica particles, 100 nm 

- 300 nm in size, are covered by grafted polystyrene brushes, ~6-14 nm in thickness. These 

particles are synthesized in small scales with defined ligand chemistries. The third type of 

particle, zirconium oxide (ZrO2) nanoparticles 4 - 6 nm in size, are sourced from a 

commercial vendor. The exact ligand composition is a trade secret, but NMR suggests a 

general alkyl-like chemistry (Fig. S24). The supramolecules, “PS-b-P4VP(PDP)1”, are 

constructed from 3-pentadecyl phenol (PDP) hydrogen-bonding to the pyridyl side chains 

in polystyrene-block-poly(4-vinyl pyridine) (PS-b-P4VP) at a 1:1 molar ratio (21). Seven 
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small molecules or their isomeric mixtures are used, with solubility parameters between 

that of PS and P4VP(PDP)1 (22, 23), including PDP, 3,5-Diiodo-dodecylbenzene (DID), 

1,10-Decanediol dimethacrylate (DDMA), and four halogen-functionalized PDP 

molecules. Details of all blends tested are listed in Fig.1C and Table S1. The blends 

compositions use the following notation: supramolecule(SP)/particle size in 

nanometer/small molecules(SM:4VP molar ratio). 

The size of nanoparticles determines their inherent properties and affects particle 

dispersion in polymers (9, 10, 14, 16, 24). Previous studies of nanostructured polymers 

showed that only fillers smaller than the matrix’s feature sizes could be incorporated, in 

order to minimize polymer deformation and unfavorable filler/polymer interactions (9). 

This is consistent with observations of the S1/20 blend containing ~15-20 nm PS-rich and 

P4VP(PDP)1-rich microdomains (Fig. S1): nanoparticles larger than 15 nm form large 

aggregates (Fig. S2). However, when any of the small molecule listed in Fig. 1C are added, 

this particle size constraint is eliminated. Fig. 2A show representative TEM images of the 

S1/20/PDP(1) blend (C1 in Table S1), with highly ordered nanoparticle arrays and distinct 

lamellar microdomains. Similar filler dispersion, though less inter-particle order, is 

obtained in blends with PS-grafted silica particles 100 - 300 nm in size. As shown in Fig. 

2B and Fig. S3, the 100 nm silica particles are well-dispersed in S1/100/DID(2), and no 

filler aggregation is observed, though the particles are more than ~6 times larger than the 

microdomain width (100 nm vs. 15 nm). A zoomed-in TEM image in Fig. 2A confirms 

that oleic-acid passivated nanoparticles (20 nm) sit across both PS-rich and P4VP(PDP)1-

rich microdomains. In blends with the silica particles, the grafted PS layer also interfaces 

with both microdomains. Similar results are seen when the grafted PS-layer thickness is 
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varied. Thus, the interfaces between the fillers and each microdomain are effectively 

neutral, despite the different ligand chemistries. Furthermore, new morphologies appear in 

the organic matrix within the particle interstitials, such as woven structures reminiscent of 

interference patterns from wave propagation (Fig. 2B). These new morphologies contain 

abundant interfaces with high curvatures, suggesting that the energy cost to stabilize 

interfaces between the PS and P4VP(PDP)1 microdomains is very low, or nonexistent. 

Thus, diversifying the blend composition effectively releases formulation constraints that 

previously limited the filler size and ligand chemistries that assembled into nanostructures. 

This is achieved by enhancing the blend’s miscibility, minimizing energetic costs 

associated with interfaces, and eliminating the need to expel large particles, such that new 

morphologies locally emerge in response to particle incorporation. 

To decipher the molecular origin of enhanced miscibility, we performed resonant 

soft X-ray scattering (RSoXS) (25, 26) and STEM-energy-dispersive X-ray spectroscopy 

(STEM-EDS). Different photon energies (280 eV, 285 eV and 286 eV) across the carbon 

1s absorption edge were selected to decouple the scattering signal of the organic matrix 

from that of the nanoparticles in S1/20/PDP(1) (Fig. 2C). At photon energies below the 

carbon edge (280 eV), the scattering from nanoparticle dominates and the scattering pattern 

is similar to that seen in small angle X-ray scattering (SAXS). At the carbon edge (285 

eV), resonant scattering from the PS and P4VP leads to intensified (001) and (002) 

diffraction spots (Fig. 2C and 2D), confirming the lamellar morphology in the matrix (Fig. 

S7). At 286 eV, the scattering pattern provides insights into the PDP distribution around 

the nanoparticles. By contrast-matching the rest of the organic matrix, fitted form factors 

show 20 nm nanoparticle cores with ~6 nm shells containing alkyl ligands and PDP. The 
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results indicate local enrichment of PDP surrounding the alkyl-passivated nanoparticles 

(Fig. S7).  

STEM-EDS was used to image thin sections with edge-on lamellae to determine 

the small molecules’ local distribution. An iodine-containing small molecule (DID) was 

used. In the STEM-EDS images of S1/20/DID(1) (C6 in Table S1), DID is clearly seen in 

the P4VP(PDP)1-rich lamellae and in the areas surrounding nanoparticles in the PS-rich 

microdomain (Fig. 2E and 2F). The DID enrichment around the nanoparticles is consistent 

with the RSoXS results. The DID in the PS-rich lamellae mediates unfavorable interactions 

between particle ligands and both microdomains, as well as interactions between two 

microdomains. Thus, it is not energetically costly for the particles to span multiple 

microdomains and for the matrices to form new highly curved morphologies (27). 

Additional studies confirmed that that the DID’s spatial distribution varies depending on 

the particle size and the periodicity of supramolecule, but always leads to enhanced mixing 

(Fig. S8).  

A coarse-grained simulation using dissipative particle dynamics (DPD) with a new 

parametrization force field (28) was carried out to probe the interplay among each 

component. A 4-component system was used containing a BCP with coil-comb structure 

to mimic the supramolecules, small molecules, and nanoparticles. Recent NMR studies 

confirmed the attachment of PDPs to the P4VP sidechains in the supramolecule, thus the 

use of coil-comb shaped BCP reflects experimental condition (29). The effect of 

intermolecular interactions on the nanoparticle ordering was examined using the 

interaction parameters listed in Table S3. When the pair interactions are representative of 



8	
		

the experimental conditions i.e. the interaction parameters of small molecules/coil block 

and small molecules/comb block are smaller than that of coil block/comb block, the 

nanoparticles spontaneously order into experimentally-observed assemblies: nanoparticles 

span across both microdomains, the small molecules are concentrated near the 

nanoparticles, and the small molecules are present in both microdomains (Fig. 2G and 2H). 

The computation studies also informed two critical design rules to guide composite 

formulation. First, the small molecules need to have attractive interactions with 

nanoparticles. Neutral or repulsive filler/small molecule interactions lead to filler 

aggregation (Fig. S9A). Second, the comb architecture of the BCP is essential, because it 

produces long-range repulsion that compels the particles to order (Fig. S9B).  

Thus, with increased number of ingredients, these composites self-adjust the spatial 

arrangement of each component to maximize inter-component miscibility to solubilize 

fillers. Under these conditions, it becomes feasible to form nanostructures when the blends 

are near or in a miscible state. Indeed, solution SAXS studies confirmed the formation of 

ordered nanoparticle assemblies in a SP1/20/PDP(1) containing 70-75 vol% good solvent 

(Fig. 3A). These new findings lead to a viable path to accelerate assembly kinetics by 

forming nanostructures in dilute solution, reducing viscosity and removing the enthalpic 

barrier to inter-microdomain diffusion. As a demonstration, rapid assemblies of composites 

based on a high molecular weight polymer, 330-b-125 kDa PS-b-P4VP, were tested. Fig. 

3B and 3C show a photonic crystal fabricated using S3/5/PDP(1) (C15 in Table S1) 

containing 9 vol% of 6 nm ZrO2 nanoparticles. The TEM image shows a lamellar 

morphology with a periodicity of 143 nm, where alternating lamellae are 54 nm in 

thickness and densely packed with ZrO2 nanoparticles (Fig. S15). In comparison to lengthy 
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assembly processes taking days (16, 30), complex blend-based photonic crystals are 

produced within 1 hour or less, overcoming a critical bottleneck for scalable fabrication. 

From a practical point of view, the ZrO2 nanoparticles have an undefined surface 

chemistry. The successful and rapid fabrication of nanostructures demonstrated here 

clearly highlights the versatility of this approach.  

Besides the particle size and surface chemistry, the formulation flexibility also 

applies to the small molecule chemistry and composition. When small molecules or their 

mixtures (listed in Table S1) are added, ordered arrays of nanoparticles form reproducibly 

(Fig. S10). The weight fraction of small molecules was varied between ~15 to ~42 wt%, 

corresponding to small molecule:4VP ratio between 0.5 to 1.5, without deleterious effects. 

When 4 different small molecules are added, similar nanoparticle assemblies were 

observed in the 7-component blends (Fig. S10). These results confirm the ability of these 

complex blends to accommodate a fairly broad range of compositional variations. 

However, when dodecenyl succinic anhydride (DDSA) is added, large aggregates of 

particles form (Fig. S11). Thus, the small molecule’s solubility parameter needs to be 

within those of PS and P4VP(PDP)1, consistent with the design illustrated in Fig. 1A.  

The resulting nanostructures are consistently reproducible with high uniformity, 

even with the formulation flexibility and enhanced miscibility. Fig. 3D and 3E show 

representative 3-D assemblies in S1/20/PDP(1). Based on high-angle annular dark-field 

scanning transmission electron microscopy (HAADF-STEM) tomography (31), the 3-D 

structure was determined to be a square lattice out-of-plane and hexagonal lattice in-plane 

as shown in Fig. 3E (Movie S1). Statistical analysis (peak finding and lattice fitting; see 

S3.2) of nanoparticle unit cells confirmed a high level of structural uniformity (Fig. 3F, 
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Fig S5 and Movie S2) with the lattice parameters of a = 51 nm and c = 32 nm. This is 

consistent with SAXS profiles containing multiple orders of diffraction peaks, and also 

agrees with the morphology observed in the DPD simulation (Fig. S6). The simulation 

shows the same layered structure with in-plane hexagonal ordering, analogous to the 

hexatic B phase in liquid crystals. The particles from different layers are in registry, and 

the organic components are locally arranged with similar inter-layer registry in the PS-rich 

microdomain. This is different from the hexagonally-perforated layer morphology 

commonly seen in BCP, where the holes are out of registry (32). In simulation studies, 

when the nanoparticles are first arranged differently, they spontaneously return to the 

experimentally-observed ordered structures, suggesting that the assemblies are 

thermodynamically stable. (Movie S4).  

The phase behavior of blends is predictable despite the compositional complexity, 

reflecting cooperative assemblies of all components. Composite libraries are studied to 

delineate contributions from each building block. As shown in Fig. 3G, the interlayer 

distance, c, is determined by the supramolecule molecular weight, and is ~31 nm for 

composites based on S1 (PS (33 kDa)-b-P4VP (8 kDa)PDP1) and ~26 nm for that based on 

S2 (PS (19 kDa)-b-P4VP (5.2 kDa)PDP1). The interlayer distance c remains near constant 

when the nanoparticle size is increased from ~15 nm to ~30 nm. The in-plane interparticle 

distance a is determined by both the nanoparticle size and the supramolecule (Fig. 3H). 

The edge-to-edge distance between two nanoparticles, d, is close to the microdomain size 

in supramolecule alone, independent of nanoparticle size (Fig. 3H). The experimental 

results are consistent with that from simulation. When comparing the morphology of 

particle-rich regions and no-particle regions in a PS layer with one row of particles 
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removed, the in-plane interparticle distance, d, increases as expected (Fig. S12 and S13). 

However, the lattice parameters of observed nanostructures have less dependence on small 

molecule chemistry and limited dependence on the small molecule composition. There is 

~5% change in a and ~3% in c among all small molecules tested, where the nanoparticle 

size and small molecule-to-4VP stoichiometry are kept constant. When the PDP 

composition is varied from 15 wt% to 42 wt% in blends with fixed nanoparticle size, the 

overall change in a is within 12% , and within 3% for c (Fig. 3I). These results support the 

hypothesis that small molecules act as free agents and are distributed based on the needs to 

enhance miscibility, and reflect a system-level cooperativity and entropy-dominant phase 

behavior.  

With high fidelity in nanostructure formation and sufficient molecular diffusion, it 

becomes thermodynamically and kinetically feasible to modulate higher-tier assemblies 

beyond nanostructures, a long-standing bottleneck preventing fabrication of hierarchical 

composites (33, 34). When the nanoparticle loading is below 8vol%, the composite 

separates into two phases, with and without nanoparticles, respectively (Fig. S14). Both 

experimental results and DPD simulation confirm the morphological change when the 

nanoparticles are incorporated. Experimentally, the presence of nanoparticles increases in-

plane interparticle distance as shown in Fig. 3H and simulation results show a 

morphological transition from cylindrical morphology to a layered structure with in-plane 

hexagonally packed nanoparticles (Fig.4A). In either case, there is a geometric 

incompatibility such that the formation of nanostructures should lead to phase separation 

even without the presence of repulsive interactions. Ultra-small-angle X-ray scattering 

(USAXS) was carried out to simultaneously monitor the formation of nanostructure and 
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microstructure in composite solutions. Fig. 4B shows the merged USAXS and SAXS 

profiles of S1/20/PDP(1) as the solvent evaporates from a starting concentration of ~ 85 

vol%. In the q-range of 0.0003-0.008 Å-1, a diffuse reflection appears at qmax~ 0.001 Å-1, 

increases in intensity at constant qmax and subsequently shift to lower q region. This 

USAXS profile evolution is consistent with the process of spinodal decomposition, with a 

characteristic fluctuation wavelength of ~600 nm, followed by the Ostwald ripening (35-

37). Furthermore, the initiation of the long-range fluctuations coincides with the scattering 

intensity change at q ~ 0.01 Å-1, corresponding to the early stage of nanostructure 

formation, indicating nanoscopic assemblies induce phase separation. 

Fig. 4C-4F show the TEM images of C1 (S1/20/PDP(1)) with 5 vol % Fe3O4 

nanoparticle loading. The morphology of microstructures is consistent with the USAXS 

results and suggests a spinodal decomposition process (37). The FFT analysis of TEM 

images shows the average correlation length of the microstructure is in the range of 1.2 ~ 

3 µm. In zoomed-in TEM images, ordered nanostructures are clearly seen in both particle-

rich and no-particle phases and the interface between two phases is very sharp (Fig. 4E 

and 4F). When an external field, such as a magnetic field is applied, microstructures with 

elongated grains with high aspect ratios form with the long axis parallel to the field 

direction (Fig. 4G-4I), consistent with phase separation via a nucleation and growth 

process. When the SAXS and TEM results are compared, the nanoparticle assemblies are 

the same, and applied magnetic field only macroscopically aligns the assemblies as 

evidenced by many high order sharp reflections in the 2-D SAXS pattern (Fig. 4H). 

Liquid cell TEM was used to locally visualize nanostructures during microstructure 

formation by entrapping the dilute solution of S1/20/PDP(1) (See S3.1). The solution phase 
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separated into two regions with different concentrations of nanoparticles, influenced by the 

conditions used to trap the solution (Fig. S14A). Within the nanoparticle-rich region, there 

is a characteristic inter-particle distance templated by the supramolecule although the order 

is poor. Worm-like nanostructures are also seen in the region without nanoparticles (Inset 

in Fig. S14B), confirming nanostructure formation in both phases. Given the sharp 

interfaces between the particle-rich and no-particle phases, the nanoparticles should have 

enough mobility to move across the structured organic matrix during the formation of 

microstructures.  

Thus, by simply diversify a blend’s composition, the mixing entropy gain provides 

energetic driving forces to form nanostructures in a miscible state that, subsequently, leads 

to subsequent phase separation. The resultant microstructures are similar to that of a binary 

polymer blends except each phase forms well defined nanostructures, validating a viable 

path toward hierarchically structured composites. The self-regulated spatial distribution of 

each component simultaneously provides the attractive interactions needed for 

nanoparticle incorporation, reduces preferential interactions to enhance phase mixing, and 

maximizes the system entropy. The blend is able to realize system-wide cooperativity to 

accommodate composition variations to form structures with high fidelity over multiple 

length scales. The quantitative analysis of each component’s distribution, interactions 

between different phases, and the structural evolution pathway may also be valuable in 

understanding the rationale and critical role of complexity in natural systems, especially 

when it comes to the robustness needed to generate well-defined assemblies under 

constantly-changing conditions. Practically, this strategy significantly expands the range 

of possibilities for manipulating microstructures without compromising nanostructure 
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fidelity, and opens up processing windows to regulate composites based on the end needs 

of various technological sectors.   
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Fig. 1. Entropy-driven hierarchical assemblies in complex blends with design 

flexibility. A, Schematic of miscibility enhancement when additional components are 

added to an A-B binary polymer blend. The solubility parameters of all additive 

components (C-E) are between those of polymers A and B. 𝛼 and 𝛽label the polymer A-

rich and polymer B-rich phases, respectively. 𝛿! labels the solubility parameter of 

component 𝑖 or phase 𝑖. ∆𝛿"# is defined as 𝛿" − 𝛿#, and indicates the immiscibility 

between phases 𝛼 and 𝛽. B, Schematic of hierarchical assembly in the complex blends: 

molecular assembly, ordered nanostructure, and phase-separated microstructure. C, The 

blend ingredients used in the current studies including 7 organic small molecules, coil-

comb supramolecules, and inorganic particles 5 nm to 300 nm in size with different ligand 

chemistries.  
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Fig. 2. Characterization and simulation of nanostructures in the complex blends. A, 

TEM images of C1 (S1/20/PDP(1)) forming highly-ordered nanoparticle arrays within an 

organic matric forming lamellar morphology. The TEM images represent an edge-on and 

a flat-on view of the lamella, respectively. The center zoomed-in image is 150 nm × 	150 

nm in size. B, TEM image of C14 (S1/100/DID(2)). The 100 nm PS-grafted silica particles 

are well-dispersed and co-assemble with the supramolecule and small molecules that form 
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woven structures at the interstitial sites among silica particles. The inset is the Fast Fourier 

Transform (FFT) of the image, showing the correlation between silica particles. C, 2-D 

RSoXS patterns of C1 at X-ray energies 280 eV, 285 eV, and 286 eV. D, Plot of (001) peak 

intensity as a function of X-ray energy, consistent with a lamellar morphology of the 

organic matrix. E, STEM-EDS maps of the element distribution in C6 (S1/20/DID(1)). The 

high-angle annular dark-field (HAADF) image shows the overall nanostructure. The I map 

indicates the distribution of iodine-labelled small molecules (red), and the Fe map shows 

the arrangement of nanoparticles (yellow). F, STEM-EDS spectrum of C6. G, DPD 

simulation results for a blend of coil-comb BCPs, small molecules, and nanoparticles. The 

morphology and component distribution are consistent with experimental results; the 

distribution of small molecules is highlighted. H, Density distribution profiles of each 

component in the coil polymer-rich block. Scale bars: A, B 100 nm. E, 50 nm. 
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Fig. 3. Enhanced miscibility, fast assembly kinetics, formulation flexibility, and 

structural fidelity in complex blends. A, Solution SAXS profiles of C1 (S1/20/PDP(1)) 

as a function of solvent fraction. The solvent fraction is labelled on each profile, and the 

profiles are shifted vertically for clarity. B, C, TEM images of a photonic crystal produced 

by drying blend C15 (S3/5/PDP(1)) in < 1 hour from an initial solution with the solvent 

fraction of 85 vol%. The inset in B shows the iridescent green structural color produced by 

the photonic crystal. D, E, STEM tomography reconstruction of the blend C1, showing 

precise nanoparticle placement in 3-D. D, Tomography reconstruction of the nanoparticle 

arrangement, see also Movie S1. E, Three slices of the 3-D reconstruction; white dots are 
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nanoparticles. F, In-plane projection of the lattice unit cell averaged over ~200 unit cells. 

See also Movie S2. G, H, Plot of lattice parameter c (G), lattice parameter a and particle 

edge-to-edge distance d (H)in blends as a function of particle size and supramolecule 

composition. The number under the plot is the nanoparticle size (nm) for the corresponding 

bar. The black and purple dashed lines in G are the reference for the periodicity of S1 and 

S2 respectively. NP: nanoparticle. I, Plot of lattice parameters as a function of small 

molecule type and amount in S1/20/small molecules(SM:4VP molar ratio) blends. The 

mixture (1.5) is an abbreviation for DID (0.5)/F-PDP (0.5)/I-PDP (0.5). 𝑛	 ≥ 10 

measurements in G, H, I for each data point. Scale bars: B, 500 nm. B inset, 5 mm. C, 50 

nm.  
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Fig.4. Hierarchical assemblies with ordered nanostructures and tunable 

microstructures. A, Results of a DPD simulation with decreased nanoparticle loading, 

showing the formation of particle-rich and no-particle regions. The second image is one 

projection of the 3D structure labeled by the black box. B, In-situ USAXS and SAXS 

profiles of C1 (S1/20/PDP(1)) as the solvent evaporated from ~85 vol% to ~80 vol% over 

2 hours. The final solvent fraction was estimated using sealed calibration standards. The 

arrow direction indicates the drying process. C-F, TEM images and 2D SAXS pattern of 

C1 with 5 vol% Fe3O4 nanoparticles. The inset in C is the FFT of the image. E and F were 

taken at higher magnification to show the local nanostructure. G-J, TEM images and 2D 

SAXS pattern of C1 with 5 vol% Fe3O4 nanoparticles. The sample was dried within a 

magnetic field of ~0.1 Tesla (38), leading to macroscopic alignment. The arrows indicate 
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the magnetic field direction. I and J were taken at a higher magnification to show the local 

nanostructure. Scale bars: C, G:5 µm. E, F, I, J: 200 nm. 
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Materials and Methods 

S1. Materials 

PS (33 kDa)-b-P4VP (8 kDa) (PDI = 1.10), PS (19 kDa)-b-P4VP (5.2 kDa) (PDI = 

1.10), PS (330 kDa)-b-P4VP (125 kDa) (PDI = 1.10) were purchased from Polymer Source, 

Inc. 3-n-Pentadecylphenol (PDP) (90%−95%) was purchased from ACROS Organics. 

Chloroform was purchased from Fisher Scientific, and no HCl was detected using NMR. 

Iron oxide nanoparticles with core sizes of 15 nm, 20 nm, 25 nm, and 30 nm were purchased 

from Ocean Nanotech. NaYF4 nanoparticles were synthesized using the method provided 

by Paul Alivisatos’s group (39). PS-grafted silica nanoparticles were synthesized using the 

method provided in S1.1. ZrO2 nanoparticle with core size of 4-6 nm was purchased from 

pixelligent. The exact surface chemistry is a trade secret, but an NMR spectrum is provided 

in Fig. S23. The Detailed information for the nanoparticles is in Table S2.  

Deuterated solvents were purchased from Cambridge Isotope Laboratories and 

used as received. All other commercially-available chemicals were purchased from Alfa 

Aesar, Spectrum Chemicals, Acros Organics, TCI America, or Sigma-Aldrich and were 

used without further purification. A number of halogenated alkylphenols were synthesized 

from PDP; however, the lighter halogens (chloro- and fluoro-substituted) produced 

mixtures of isomers, which could not be easily purified from each other. 2-iodo-5-

pentadecylphenol (I-PDP) was synthesized from PDP in one step via reaction with 

molecular iodine in the presence of potassium iodate. 2-bromo-5-pentadecylphenol (Br-

PDP) was synthesized from PDP with N-bromosuccinimide in chloroform in the presence 

of acetic acid. Isomers of monochloro-pentadecylphenol were synthesized from PDP in 

1,1,2-trichloroethylene with N-chlorosuccinimide in the presence of acetic acid. Isomers 
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of monofluoro-pentadecylphenol were synthesized from 3-pentadecylphenol with 

selectfluor. Additionally, 3,5-diiodo-dodecylbenzene (DID) was synthesized from 4-

dodecylaniline in two steps. First, the aniline was iodinated with pyridine iodine 

monochloride; then, the amine group was removed under modified Sandmeyer conditions. 

Detailed synthesis information is provided in S8 (Fig. S16-22). 

S1.1 Silica nanoparticle synthesis 

S1.1.1 PS-grafted silica nanoparticles synthesis 

 Chemicals were purchased from Sigma Aldrich and Fisher Scientific unless stated 

otherwise. Azobisisobutryonitrile (AIBN) was recrystallized in ethanol prior to use. 

Styrene (99%) was purified by passing through a short column of basic alumina to remove 

the inhibitor. 

S1.1.2 Synthesis of amino functionalized silica nanoparticles 

Silica nanoparticles (SiO2 nanoparticles) were synthesized by the Stöber method 

(40). Ethanol (11.7 mL), deionized water (10.6 mL) and tetraethyl orthosilicate (TEOS, 

99.9%, 0.5 mL) were mixed in a flask and stirred for 10 min. Ammonium hydroxide (28%, 

10 mL) was added dropwise to catalyze the condensation reaction. The reaction continued 

for 1 h at 20 °C. The SiO2 nanoparticles in the white turbid suspension were collected by 

centrifugation at 7000 rpm for 5 min. The particles were washed three times with ethanol 

and water. The SiO2 nanoparticles were then dispersed in ethanol under ultrasonication. (3-

aminopropyl) triethoxysilane (APTES, 0.2 mL) was added to the solution and the reaction 

mixture was stirred at 20 °C for 24 h. Amino-functionalized SiO2 nanoparticles were 

washed with ethanol three times and recovered by centrifugation at 7000 rpm for 10 min. 

S1.1.3 Synthesis of RAFT agent immobilized silica nanoparticles  
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Amino-functionalized SiO2 nanoparticles were dispersed in N,N-

dimethylformamide (DMF,2mL) by ultrasonication. 2-(Dodecylthiocarbonothioylthio)-2-

methylpropionic acid N-hydroxysuccinimide ester (20 mg) was added to the suspension. 

The reaction was stirred at 20 °C for 24 h. RAFT agent immobilized SiO2 nanoparticles 

were washed with DMF three times and recovered by centrifugation at 7000 rpm for 10 

min. 

S1.1.4 RAFT polymerization of styrene using RAFT agent immobilized silica 

nanoparticles  

AIBN (20.0 mg, 0.12 mmol) was dissolved in 1 mL of DMF.  Styrene (2.08 g, 20 

mmol), AIBN solution (0.165 mL, 0.02 mmol of AIBN), and RAFT agent immobilized 

silica nanoparticles (suspension in 1 mL of DMF) were mixed in a 20 mL vial. The solution 

was degassed with nitrogen for 20 min. The vial containing the reaction mixture was 

immersed in an oil bath and heated to 70 °C for 24 h. After the reaction, polystyrene-grafted 

SiO2 nanoparticles were washed with DMF three times and recovered by centrifugation at 

7000 rpm for 10 min. 

 

S2. Sample preparation 

PS-b-P4VP(PDP)1 was first dissolved in chloroform to form a 15 mg/ml solution. 

The desired amounts of small molecules were added to the solution and stirred overnight. 

Details of all blend compositions are listed in Table S1. Nanoparticle suspensions were 

then mixed with solutions of polymer and small molecules. Details of all nanoparticles are 

listed in Table S2. The ratio of the nanoparticle solution to the polymer/small molecule 

solution was controlled to reach the desired nanoparticle loading. The solution samples 
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were directly used for solution scattering experiments. To prepare the bulk samples, ~ 300 

µL of the blend solution was dried in a Teflon beaker at room temperature until ~40 μL 

(the solvent fraction is ~80%) of the solution remained. The solution was transferred to a 

small chamber, which caused the solvent to evaporate slowly, and dried overnight.  

The photonic crystal sample was prepared as described above, but the solution was 

never transferred to the small chamber. Instead, 250 µL of blend solution was fully dried 

from an initial solvent fraction of 85%. The Teflon beaker was left uncovered, and fanned 

to increase the solvent evaporation rate. The rough white surface of the beaker strongly 

scattered light, so the experiment was repeated in a glass vial to monitor the color during 

drying (Fig. S15).   

For magnetic field alignment, a ~0.1 Tesla magnetic field was applied to the small 

chamber (0.06-inch thickness) during solvent evaporation by using three 1/2-inch × 1/8-

inch neodymium rare earth disc magnets on each side. As before, the solvent slowly 

evaporated overnight.  

 

S3. Morphology characterization  

S3.1 Transmission electron microscopy (TEM) 

Samples were embedded in resin (Araldite 502, Electron Microscopy Sciences) and 

cured at 60 °C overnight. Sections about 60 nm in thickness were microtomed using an 

RMC MT-X Ultramicrotome (Boeckler Instruments), floated on top of water, and picked 

up on copper TEM grids. If needed, samples were stained with iodine vapor to selectively 

stain the P4VP region. The thin sections were imaged using a FEI Tecnai 12 at an 

accelerating voltage of 120 kV. For liquid cell TEM, the solution was entrapped in a 
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homemade liquid TEM cell made with two TEM grids (41). Fig. S1 shows different 

morphologies of BCP/small molecule blends. Fig. S2 shows the morphology of the blend 

(S1/20) without free small molecules. Fig. S3 and Fig. S4 show morphologies of blends 

containing PS-grafted silica particles. 

S.3.2 High-angle annular dark-field scanning transmission electron microscopy 

(HAADF-STEM) tomography  

The projection images for 3D electron tomography were collected using a FEI 

TitanX 60-300 microscope with a 10 mrad probe semi-convergence angle operated at 200 

kV at the National Center for Electron Microscopy (NCEM) facility of the Molecular 

Foundry. The pixel size was 4.76 nm. A hummingbird heavy tomography holder was used 

to acquire a series of TEM images at tilt angles ranging ± 70° at an angular interval of 1°. 

The tilt series were aligned and reconstructed using the eTomo software of the IMOD 

tomography package. Reconstruction was done using the weighted-back-projection 

method. 3D visualization was performed using Tomviz 1.3.1. Through the reconstruction 

(Fig. S5), slices show the nanoparticles as white dots, and black dots are common artifacts 

of the reconstruction process due to the missing information in the acquired data (the 

missing wedge). Peak fitting and statistical methods were used to analyze the superlattice’s 

unit cell formed in the multicomponent system. First, each nanoparticle’s position is 

determined using peak finding and 3D Gaussian fitting based on the intensity of the 

tomography reconstruction. A local lattice fit was then performed to determine the unit cell 

parameters (a, b, c, α, β, γ). The parameters of this local lattice match the ensemble 

measurements from SAXS data. For each nanoparticle, the 1-8 nearest neighbors and their 

distances are calculated. Fig. S5I shows the distance distribution histogram of these nearest 
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neighbors. Finally, all nanoparticles centers are assigned to position (0, 0, 0) and all 

surrounding neighbors are plotted together. This plot shows the superlattice unit cell and 

indicates how dispersed the nanoparticles are in terms of their lattice positions (Fig. S5J). 

S3.3 Small-angle X-ray Scattering (SAXS)  

SAXS experiments were performed at beamline 8-ID-E and 12-ID-B at Advanced 

Photon Source (APS) at Argonne National Laboratory and beamline 7.3.3 at Advanced 

Light Source (ALS) at Lawrence Berkeley National Laboratory. The X-ray wavelengths 

are 1.13 Å at 8-ID-E, 0.93 Å at 12-ID-B and 1.24 Å at 7.33. The scattered X-ray intensity 

distribution was detected using a high-speed detector: Pilatus 1M at 8-ID-E, and Pilatus 

2M at 12-ID-B and 7.3.3. The SAXS experiment with the applied magnet field was 

performed at beamline 12-ID-B (32). Images were plotted as intensity (I) vs q, where q = 

(4π/λ) sin(θ), λ is the wavelength of the incident X-ray beam, and 2θ is the scattering angle. 

The sector-average profiles of SAXS patterns were extracted using Igor Pro with the Nika 

package (42). Fig. S6 shows the 1D circular-averaged SAXS profiles of the blend 

C1(S1/20/PDP(1)).  

 

S4. Composition distribution analysis 

S4.1 Resonant soft X-ray scattering (RSoXS) 

RSoXS experiments were performed at beamline 11.0.1.2 at the Advanced Light 

Source at Lawrence Berkeley National Laboratory (43). The samples were macroscopically 

aligned via a ~0.1 Tesla magnetic field and microtomed to 100 nm before deposition onto 

the Silicon Nitride membranes (Norcarda) with a 100 nm membrane thickness, 1 mm × 1 

mm window size, and 5 mm × 5 mm frame size. The soft X-ray scattering data were 
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collected in a transmission geometry with an in-vacuum CCD camera. Multiple X-ray 

energies were selected, and the data was reduced using the Nika software package with a 

custom plugin. Scattering simulation was done using Scatter (44). A 2D rectangular lattice 

with unit cell dimensions (a =51 nm, b=32 nm, γ=90°) was chosen to represent the 001 

projection of the nanoparticle array. A core-shell spherical form factor was used to 

represent the core shell nanoparticle with a homogeneous Fe3O4 core of 20 nm diameter 

(Rc=10 nm) and homogenous PDP shell of 6 nm (Rs=16 nm), with a relative standard 

deviation σ = 0.25 nm. 2D simulation was conducted assuming a single crystal projection 

with average domain size of 400 nm and a Debye-Waller factor, for the average 

displacement from the ideal lattice, of 5 nm. A Gaussian peak shape was applied for the 

Bragg peaks. For the lamellae simulation, a 32 nm pitch was used. This simulation serves 

as a qualitative representation of the RSoXS results, because it’s limited by several factors, 

including the software capabilities and the complexity of mixing multiple phases. The 

Scatter program doesn’t support energy-dependent resonant optical properties, so we opted 

to vary the ratio of the effective electron density between the core, the shell, and the matrix 

to emulate the optical constant variation as a function of photon energy. This is reflected 

in the significant scattering peak intensity change as the core-shell form factor goes through 

resonant energies. Thus, our conclusions are based on the scattering peak intensity 

variation with matching/mismatching effective electron density between the core-shell and 

matrix. Simulation results were seen in Fig. S7. 

S4.2 STEM-energy dispersive X-ray spectroscopy (STEM-EDS) 

STEM-EDS was performed at NCEM by using a FEI TitanX 60-300 microscope 

operated at 200 kV. The Bruker windowless EDS detector with a solid angle of 0.7 
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steradians enables high count rates with minimal dead time. The data were visualized with 

Esprit 1.9. Fig. S8 shows the EDS maps of the complex blends with different compositions.  

 

S5. Dissipative particle dynamics (DPD) simulation 

The simulation method used in this paper is called Dissipative Particle Dynamics 

(DPD), which is a coarse-grain Molecular Dynamics. The setup of DPD is modified from 

the previously reported DPD method (45). In this simulation, there are four different types 

of beads (A, B, C, and D), which represent comb polymer (P4VP), coil polymer (PS), 

nanoparticle, and small molecule (PDP) respectively. Each PS-b-P4VP polymer is 

represented by 20 beads, composed of A type (which represents P4VP) and B type (which 

represents PS). The beads within the same polymer are interconnected in a linear fashion 

by a harmonic bond. The force field of the harmonic bond between two beads, i and j, is 

given by: 

 𝐹!,%&'() = 𝐾(𝑟!,% − 𝑟*)𝑟̂!% 
(1) 

In equation (1), the K is the spring constant while r0 is equilibrium distance.  

In the experiment, approximately half of the PDP forms a hydrogen bond with a P4VP 

monomer to form the bottlebrush architecture of the P4VP subchain. This is represented 

by attaching three individual PDP beads to each P4VP bead through a harmonic bond in 

the simulation (the ratio 3:1 between H-bonded PDP and P4VP is approximated by the 

volume ratio between each PDP molecule and P4VP monomer). Other than the bonded 

PDP, there is also an equal amount of free PDP beads in the simulation, which represents 

the excess PDP.  
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The last category of beads is the nanoparticles. Each nanoparticle is represented by 

624 beads arranged densely in a spherical shape and interconnected by bonds with 

restricted bond distance and angle. During the simulation, all 624 beads move together with 

the same velocity because of this bonding. The nanoparticle has a radius of 3.0, and the 

density of beads inside the nanoparticle is 6.0. No BCP or PDP is allowed to penetrate into 

the nanoparticles because of its high density and its larger repulsive force (the interaction 

is double between nanoparticle and other beads). The mass of each nanoparticle is 

approximately	6.2 × 10+. The size and the mass of each nanoparticle are based on the 

experimental values.  

In the DPD simulation, a soft repulsive force exists between two random beads that are 

close to each other. This force is defined by the equation: 

 𝐹!%, = {−𝑎!%91 − :𝑟!%:;𝑟-.< 						𝑖𝑓	:𝑟!%: < 1	0																																					𝑖𝑓	:𝑟!%: ≥ 1		 (2) 

In equation (2), aij represents the maximum repulsion between particle i and particle j, and 

rij is the distance between the two particles. Based on previously-reported literature, the 

repulsion parameter for the same particle is (45, 46): 

 𝑎!!𝜌 = 75𝑘𝑇 (3) 

where ρ is the bead density, k is the Boltzmann constant, and T is the temperature. In our 

simulation, we choose the density to be ρ =5, which gives	𝑎!! = 15𝑘𝑇. The Flory-Huggins 

parameters χ between two different species is mapped to the repulsion parameter by the 

equation (4): 

 𝑎!% ≈ 𝑎!! + 1.45𝜒!% 
(4) 

Besides the soft repulsive potential, two other forces are thermal fluctuation and drag force. 

These two forces are defined by the equation: 
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 𝐹!%/ = 𝜎𝑤/9𝑟!%;𝜃!%𝑟̂!%𝜁/√𝛿𝑡 
(5) 

 𝐹!%0 =
1
2𝜎

1 O𝑤/9𝑟!%;P
1
/𝑘𝑇(𝑣!% ∙ 𝑟̂!%)𝑟̂!% 

(6) 

The ζ in equation (5) is a random variable with zero mean and variance one, and 𝑤(𝑟) =

(1 − 𝑟) for 𝑟 < 1 and 𝑤 = 0 for	𝑟 > 1.  

We use reduced units in the DPD simulation: thermal energy kT is set to 1 while the mass 

of bead A, B and D is unit mass (1.0). Bead type C, which represents nanoparticles, has a 

much larger mass (100.0). In this paper, all simulations were run for at least 1,000,000 time 

steps while the time step (∆t) is set to 0.015. Furthermore, three critical parameters of the 

above equations are fixed: K = 50, r0 = 1.0 and σ=0.10. According to the previous 

literature(38, 39), these settings give an excellent description of a 20-beads BCP system. 

The size of the simulation box is	46.1 × 28.8 × 39.9. These length scales are chosen based 

on the periodicity of the self-assembled nanocomposite. There are 64 nanoparticles, 5200 

BCP chains, and 124800 PDP particles (half of them are H-bonded and half are free) in the 

simulation. 

The main parameter varied in this simulation is aij, which is set based on the 

chemical incompatibility between two different species in equation (6). The detailed 

parameter information is shown in Table S3. For interactions between nanoparticles and 

other species, the repulsive parameter aij has been scaled up by a factor of 2 in order to 

prevent penetration of other particles into the nanoparticles. 𝑎2, = 𝑎,, = 30 represents 

neutral condition (that is, χ = 0) while 𝑎,0 < 20 and 𝑎3, = 35.8 represent attractive (χ < 

0) and repulsive interaction (χ > 0) between the two species, respectively. The simulation 

consists of two steps: 1. the positions of the nanoparticles are fixed to have the same particle 

arrangement as the equilibrium state in this step, while the coil-comb BCP and small 
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molecules can move freely based on the intermolecular interaction; 2. the positions of the 

nanoparticles are unfixed, and all the four components of the system move based on the 

intermolecular interactions (Movie S3). Because of the time scale of the experiment, the 

DPD simulation is incapable of simulating the system from a completely random state. 

Therefore, in Step 1, by fixing the nanoparticles, we gained insight into how the BCP and 

PDP co-assemble to minimize the free energy of the system when the nanoparticles have a 

fixed symmetry. In step 2, the positions of nanoparticles are released to ensure that the 

system is at equilibrium. Simulations have also been performed with the positions of the 

nanoparticles away from equilibrium, but they gradually recover to the six-fold symmetry 

(the structure observed in the experiment), as shown in Movie S4. Each simulation step 

has a relaxation period of 1,000,000 time steps. Fig. S9 shows the DPD simulation results 

with various intermolecular interactions in complex blends. 

 

S6. Formulation flexibility and nanostructure fidelity in complex blends 

The composites show a high degree of flexibility in their formulation and can 

accommodate many formulation variations without compromising their nanoscopic order. 

Well-ordered, uniform assemblies are obtained in complex blends with varied nanoparticle 

core chemistry, nanoparticle size, supramolecule composition, small molecule type, and 

small molecule amounts (Fig. S10). Table S4 lists the lattice parameter as a function of 

particle size and supramolecule type. Table S5 lists the lattice parameter as a function of 

small molecule type and amount. The lattice parameters were measured based on TEM 

images using Image J. At least 10 different unit cells are measured for each sample. There 

are requirements for flexibility: the Flory-Huggins parameters of small molecules/PS block 
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and small molecules/P4VP(PDP)1 block are smaller than that of PS/P4VP(PDP)1. The 

Flory-Huggins parameters were calculated based on the solubility parameter of each 

component and the results are shown in Table S6 (22, 23, 35). All small molecules listed 

in the Table S6 meet the requirement except dodecenyl succinic anhydride (DDSA). 

Therefore, when DDSA is added, large aggregates of particles form (Fig. S11). 

For ordered lattices, the interlayer distance c is mainly set by the microdomain size 

of the supramolecule, and the in-plane interparticle distance a is determined by both the 

particle size and the microdomain size of the supramolecule. The experimental results are 

consistent with the simulation. Each PS layer is arranged in a perforated lamellae (PL) 

structure. Assuming that there are no nanoparticles inside the PL phase, the distance 

between the holes of the PL will be equivalent to the domain size, eg. d = 32 nm for S1. 

The inclusion of nanoparticles makes the in-plane periodicity 2Δa larger, as shown in Fig. 

S12B, where Δa is the radius of the nanoparticle cross section at the interface between the 

PS-rich and P4VP(PDP)1-rich domains: 

𝑎 = 𝑑 + 2𝛥𝑎 
Δa increases with the size of nanoparticles. As shown in Fig. S12A, the value of Δa can be 

calculated via the Pythagorean theorem: 

𝛥𝑎 = Y𝑟1 − Z
𝑙
2\	

1 

Where r is the radius of nanoparticles and the l is the width of each P4VP-rich layer. 

Although this is an oversimplified model, which neglects the nanoparticles’ effect on chain 

morphology and PS/P4VP(PDP)1 interfaces, it provides us with a rough estimation of the 

in-plane inter-particle distance as a function of nanoparticle size. Using data obtained from 

the blend S1/20/PDP(1), where r =10.85 nm, d = 32 nm, we see that the width of the 
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P4VP(PDP)1-rich layer l =10.67 nm. Then, substituting this l for r = 6.85 nm 

(S1/15/PDP(1)) and r = 15.85 nm (S1/30/PDP(1)), the predicted in-plane inter-particle 

distances are 40.61 nm and 61.85 nm, respectively, which is within 6% of the measurement 

in Fig. 3H.  

When comparing the morphology of particle-rich regions and no-particle regions 

in a PS layer with one row of particles removed, the regions with incorporated particles 

have a larger hole size. This, in turn, increases the in-plane interparticle distance, as shown 

in Fig. S13. 

 

S7. Hierarchical assembly characterization 

The complex blends can form hierarchical assemblies with tunable microstructures 

and ordered nanostructures. Fig.S14 shows the solution phase separated into two regions 

with different concentrations of nanoparticles (Fig. S14A). Within the nanoparticle-rich 

region, there is a characteristic inter-particle distance templated by the supramolecule 

although the order is poor. Worm-like nanostructures are also seen in the region without 

nanoparticles (Inset in Fig. S14B), confirming nanostructure formation in both phases. 

S7.1 Ultra-Small-angle X-ray Scattering (USAXS)  

USAXS studies were performed to probe the formation of microstructures. 

Absolutely-calibrated USAXS and SAXS experiments were collected at beamline 9-ID at 

APS, Argonne National Laboratory (47). The combined q range is between 1 × 10-4 Å-1 

and 1.3 Å-1; here q = 4π/λ sin(θ), λ is the wavelength, and θ is ½ of the scattering angle. 

The X-ray energy was 21 keV (λ = 0.5895 Å). X-ray photon flux was ≈ 5 ×1012 mm-2s-1 

through a beam size of 0.5×0.5mm. Data were reduced using USAXS instrument data 
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reduction software and were desmeared from slit smeared collimation of the Bonse-Hart 

USAXS system.  

 

S8. Small molecule synthesis 

All reactions were carried out in oven-dried glassware sealed with rubber septa 

under an atmosphere of nitrogen unless otherwise noted and were stirred using Teflon-

coated magnetic stir bars. Large volumes of volatile solvents were removed using rotary 

evaporation, and small volumes of volatile solvents were removed using nitrogen gas flow. 

All NMR spectra were recorded at 298 K on a Bruker 500 MHz Avance instrument. All 

chemical shifts are quoted using the δ scale, and all coupling constants (J) are expressed in 

Hertz (Hz). 1H and 13C NMR spectra chemical shifts are reported relative to the residual 

solvent signal (1H NMR: CDCl3 δ = 7.26 ppm; 13C NMR: CDCl3 δ = 77.16 ppm). NMR 

data are reported as follows: chemical shift (multiplicity, coupling constants where 

applicable, number of hydrogens where applicable). Splitting is reported with the following 

symbols: s = singlet, d = doublet, t = triplet, dd = doublet of doublets, q = quartet, m = 

multiplet. 

 

S8.1 Synthesis of 2-iodo-5-pentadecylphenol (I-PDP)  

Iodine-functionalized 3-n-Pentadecylphenol (2-iodo-5-pentadecylphenol, I-PDP) 

was synthesized from 3-pentadecylphenol in one step via reaction with molecular iodine 

in the presence of potassium iodate. To a solution of 3-pentadecylphenol (20.00 g, 65.68 
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mmol) in glacial acetic acid (200 mL) was added potassium iodate (2.81 g, 13.14 mmol) 

in water (50 mL) followed by iodine (6.67 g, 26.27 mmol). The mixture was stirred at room 

temperature for 48 h and then the reaction mixture was filtered. The collected solid was 

washed with water and thoroughly dried before being purified via column chromatography 

(eluted with a hexanes/ ethyl acetate gradient) to yield the title compound as a white solid 

(68%) 1H NMR (500 MHz, CDCl3): δ 7.53 (d, J = 8.1 Hz, 1H), 6.86 (d, J = 2.1 Hz, 1H), 

6.53 (dd, J = 8.1, 2.1 Hz, 1H), 5.26 (s, 1H), 2.58 – 2.51 (m, 2H), 1.61 (q, J = 7.4 Hz, 2H), 

1.34 – 1.27 (m, 24H), 0.91 (t, J = 6.9 Hz, 3H) (Fig. S16). 13C NMR (126 MHz, CDCl3): δ 

154.68, 145.92, 137.85, 123.00, 115.30, 82.01, 77.41, 77.16, 76.91, 35.56, 32.09, 31.26, 

29.88, 29.86, 29.84, 29.74, 29.64, 29.54, 29.37, 22.86, 14.30 (Fig. S17). The analytic data 

is in accordance with previously-reported characterization (48).  

 

S8.2 Synthesis of 2,6-Diiodo-4-dodecylaniline  

This compound was synthesized via a modified version of a previously reported 

procedure (49). A 100 mL round-bottom flask equipped with a condenser and a magnetic 

stir bar was charged with 4-dodecylaniline (1.50 g, 5.74 mmol), pyridinium iodine 

monochloride (4.16 g, 17.21 mmol), and methanol (30 mL). The reaction mixture was 

heated to reflux and stirred overnight. The next day, the reaction mixture was filtered and 

the solid was washed with diethyl ether (30 mL). The filtrate was further purified by being 

washed through a silica short-plug (eluent: chloroform). The solvent was removed in vacuo 
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to yield the pure product as a white amorphous solid in quantitative yield. 1H NMR (500 

MHz, CDCl3) δ 7.45 (s, 2H), 4.45 (s, 2H), 2.40 (dd, J = 8.7, 6.9 Hz, 2H), 1.51 (t, J = 7.6 

Hz, 2H), 1.27 (d, J = 8.8 Hz, 18H), 0.89 (t, J = 6.8 Hz, 3H) (Fig.S18). 13C NMR (126 MHz, 

CDCl3) δ 143.90, 139.17, 136.31, 81.60, 33.96, 31.96, 31.54, 29.71, 29.68, 29.59, 29.47, 

29.40, 29.15, 22.74, 14.19 (Fig.S19). 

 

S8.3 Synthesis of 3,5-Diiodo-dodecylbenzene (DID)  

This compound was synthesized via a modified version of a previously reported 

procedure (50). 2,6-Diiodo-4-dodecylaniline (2.40 g, 4.68 mmol) and a catalytic amount 

of salicylic acid (64.59 mg, 467.61 μmol) were added to an oven-dried stir bar-equipped 

50 mL round-bottom flask under a N2 atmosphere. Dry THF (24 mL) was added to the 

flask, and the reaction mixture was stirred vigorously until a homogeneous solution was 

obtained (approx. 5 min). At this point, tert-butylnitrite (neat, 0.67 mL, 5.61 mmol) was 

added and the solution turned orange. The stirring was continued for 3 hours, keeping the 

temperature at 20 °C with a water bath. At this point, the reaction was quenched with H2O 

(10 mL) and extracted with ethyl acetate (3 x 10 mL). The organic fractions were dried 

over anhydrous magnesium sulfate, filtered, and the solvent was removed in vacuo. The 

residue was purified via column chromatography (hexanes to ethyl acetate gradient) to 

yield pure product in 72% yield as a white amorphous solid. 1H NMR (500 MHz, CDCl3) 

δ 7.85 (d, J = 1.6 Hz, 1H), 7.48 (s, 2H), 2.51 – 2.44 (m, 2H), 1.55 (q, J = 7.6, 5.4 Hz, 2H), 
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1.27 (d, J = 15.2 Hz, 18H), 0.88 (t, J = 6.8 Hz, 3H) (Fig. S20). 13C NMR (126 MHz, CDCl3) 

δ 147.37, 142.39, 136.92, 94.88, 35.28, 32.07, 31.26, 29.81, 29.79, 29.78, 29.66, 29.53, 

29.51, 29.29, 22.86, 14.31(Fig. S21). 

 

S8.4 Synthesis of 2-bromo-5-pentadecylphenol (Br-PDP) 

In a stir bar-equipped, aluminum foil-wrapped, 200 mL round-bottom flask, 3-

pentadecylphenol (5.00 g, 16.42 mmol) was added to a mixture of CHCl3 (100 mL) and 

acetic acid (190 μL, 3.28 mmol). N-bromosuccinimide (3.07 g, 17.24 mmol) was then 

added and the mixture was stirred in the dark at room temperature for 72 hours. Afterwards, 

the solvent was evaporated in vacuo and the residue was purified via flash chromatography 

(hexanes to ethyl acetate gradient) to yield a white powder in 67% yield (not including the 

other isomers generated, which could be separated from the main product). 1H NMR (500 

MHz, CDCl3) δ 7.35 (d, J = 8.6 Hz, 1H), 6.71 (s, 1H), 6.55 (d, J = 8.7 Hz, 1H), 5.16 (bs, 

1H), 2.64 (t, J = 7.8 Hz, 2H), 1.59 (p, J = 7.5 Hz, 2H), 1.27 (m, 24H), 0.89 (t, J = 7.0 Hz, 

3H) (Fig. S22). 

 

S8.5 Synthesis of monochloro-pentadecylphenol (mixture of isomers) (Cl-PDP)  
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In a stir bar-equipped, aluminum foil-wrapped, 200 mL round-bottom flask with a 

condenser, 3-pentadecylphenol (5.00 g, 16.42 mmol) was added to a mixture of 1,1,2-

trichloroethylene (100 mL) and acetic acid (940 μL, 16.42 mmol). N-chlorosuccinimide 

(2.30 g, 17.24 mmol) was then added and the mixture was stirred at 90 °C for 72 hours in 

the dark. Afterwards, the solvent was evaporated in vacuo and the residue was purified via 

flash chromatography (hexanes to ethyl acetate gradient) to yield 73% of a mixture of the 

isomers of monochloro-pentadecylphenol. 

 

S8.6 Synthesis of monofluoro-pentadecylphenol (mixture of isomers) (F-PDP) 

 In a stir bar-equipped, 200 mL round-bottom flask with a condenser, 3-

pentadecylphenol (3.00 g, 9.85 mmol) was dissolved in acetonitrile (60 mL). Selectfluor® 

(3.49 g, 9.85 mmol) was then added and the mixture was stirred at 85 °C for 24 hours. 

Afterwards, the mixture was diluted with ethyl acetate (50 mL) and sequentially washed 

with water (50 mL) and brine (50 mL). Drying over anhydrous magnesium sulfate followed 

by filtration and concentration provided a residue that was purified by silica gel 

chromatography (hexanes to ethyl acetate gradient) to yield 91% of a mixture of the 

isomers of monoflouro-pentadecylphenol.  
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Fig. S1. TEM images of blends of supramolecule PS-b-P4VP(PDP)1 and small 

molecules. The blends use the following notation: supramolecule/small molecules (molar 

ratio to 4VP). A, S1, lamellae morphology. B, S1/PDP (0.5) lamellae morphology. C, 

S1/PDP (1), cylindrical morphology. D, S2/PDP (1.5), cylindrical morphology. Scale bar: 

100 nm. S1: P4VP (33 kDa)-b-PS (8 kDa)PDP1; S2: P4VP (19 kDa)-b-PS (5.2 kDal)PDP1. 

Scale bar: 100 nm. 
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Fig. S2. TEM images of the blend without free small molecules. The blend composition 

is S1/20 nm. Nanoparticles aggregate at grain boundaries and defect regions in blends 

without free small molecules. Similar results were seen in nanocomposites containing 

nanoparticles with different core chemistries. Scale bar: 200 nm.   
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Fig. S3. Assemblies of complex blends containing 100 nm colloidal particles. Two 

representative TEM images of C14 (S1/100/DID(1)). A is the Low-magnification image of 

the morphology shown in Fig. 2B. The colloidal particles can be solubilized in the complex 

blends, and the soft matrix locally adjusts to accommodate colloidal particles. Scale bars: 

200nm.  
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Fig. S4. Assemblies of complex blends containing 300 nm colloidal particles. TEM 

image of S1/300/DID(2). 300 nm particles are well dispersed in the nanostructured matrix. 

Scale bars: 200 nm. 
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Fig. S5. STEM tomography reconstruction and unit cell analysis of C1 

(S1/20/PDP(1)). A, Full reconstruction morphology. B, One projection of the morphology 

labeled by the white box in A (see also Movie S1). C-F, Three slices of the tomographic 

reconstruction, white dots are nanoparticles. D, Hexagonal nanoparticle lattice. E, F, 

Square nanoparticle lattice. G, One slice of the reconstruction; green spots represent 

nanoparticles in the particular layer. H, 3-D plot of nanoparticle positions. I, The 

distribution of the distances between neighboring particles. J, Lattice unit cell (see also 

Movie S2). 
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Fig. S6. 1D circularly-averaged SAXS profiles of C1 (S1/20/PDP(1)). 
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Fig. S7. Simulated RSoXS diffraction patterns and corresponding simulation models. 

A, B, The simulated diffraction pattern from the model shown in B, where the core and 

shell have large contrast. E, D, The simulated diffraction pattern from the lamellar model 

shown in D, taken around the carbon edge 285 eV. E, F, the simulated diffraction pattern 

from the model shown in F, where the shell’s effective electron density matches that of the 

matrix. 
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Fig.S8. Small molecule distribution in different complex blends. A, STEM-EDS maps 

of iodine-labelled small molecules in S1/20/DID(1). B, STEM-EDS maps of iodine-

labelled small molecules in S2/30/DID(1.5). Scale bars: 50 nm.  
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Fig. S9. DPD simulation results of complex blends with various intermolecular 

interactions. A, Results from a simulation where the nanoparticle/PDP interaction force is 

neutral. Without a favorable interaction between the small molecules and nanoparticles, 

the ordered particle arrangement is not maintained. B, Results from a simulation where 

neither polymer block has a comb architecture. Without this architecture, the nanoparticles 

do not experience long-range repulsion within the lamellar domains. The assembly 

includes phase-separated nanoparticle aggregates.    
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Fig. S10. Formulation flexibility in complex blends. TEM images of complex blends 

with various compositions. The blends are able to accommodate many formulation 

variations without compromising the precision of the nanoscopic assemblies. Scale bars: 

100 nm. Inset TEM images are 150 nm x 150 nm in size. 
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Fig. S11. TEM images of S1/20/DDSA. When the small molecule solubility parameter is 

not within the allowable range, the nanoparticles form aggregates. Scale bar: 200 nm. 
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Fig. S12. In-plane interparticle distance calculation. Blue: PS-rich block; Gray: 

P4VP(PDP)1-rich block; Yellow: nanoparticles.  
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Fig. S13. DPD simulation results of a complex blend with one row of particles 

removed. The white box in the left image shows the position of removed particles. The 

right image shows the morphology of the top view of a coil polymer layer, labeled by blue 

box in the left image. The incorporation of particles enlarges the hole size, which in turn 

increases the in-plane interparticle distance. 
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Fig. S14. TEM images of drop-cast C1(S1/20/PDP(1)) solution trapped in a TEM 

liquid cell. The solution phase separated into two regions with different concentrations of 

nanoparticles. The dark regions have higher particle concentrations, while the gray regions 

have lower particle concentrations. The inset in B is the color-coded image of the red box 

region. Scale bar: 200 nm.   
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Fig. S15. Low-magnification image of the photonic crystal shown in Fig. 3B and 3C. Scale 

bar: 1 µm. 
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Fig.S16. 1H-NMR spectrum of 2-iodo-5-pentadecylphenol (I-PDP) (CDCl3, 298K). 
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Fig. S17. 13C-NMR spectrum of 2-iodo-5-pentadecylphenol (I-PDP) (CDCl3, 298K). 
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Fig. S18. 1H-NMR spectrum of 2,6-Diiodo-4-dodecylaniline (CDCl3, 298K). 
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Fig. S19. 13C-NMR spectrum of 2,6-Diiodo-4-dodecylaniline (CDCl3, 298K). 
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Fig. S20. 1H-NMR spectrum of 3,5-Diiodo-dodecylbenzene (DID) (CDCl3, 298K). 
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Fig. S21. 13C-NMR spectrum of 3,5-Diiodo-dodecylbenzene (DID) (CDCl3, 298K). 
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Fig. S22. 1H-NMR spectrum of 2-bromo-5-pentadecylphenol (Br-PDP) (CDCl3, 
298K).  
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Fig. S23. 1H-NMR spectrum of commercial ZrO2 nanoparticles with unknown ligand 

chemistry (CDCl3, 298K). The exact ligand chemistry is a trade secret, but the NMR 

results are consistent with an alkyl chain. 

  



69	
		

Table S1. Blend Composition Details 
 

Blend Supramolecule  Nanoparticle  Small molecules (weight fraction, molar ratio 
to 4VP) 

C1 S1 Fe3O4, 20 nm PDP (27 wt%, 1)  
C2 S1 Fe3O4, 25 nm PDP (27 wt%, 1) 
C3 S1 Fe3O4, 30 nm PDP (27 wt%, 1) 
C4 S1 NaYF4, 20 nm PDP (27 wt%, 1) 
C5 S1 Fe3O4, 20 nm PDP (15 wt%, 0.5) 
C6 S1 Fe3O4, 20 nm DID (37 wt%, 1) 
C7 S1 Fe3O4, 20 nm I-PDP (34 wt%, 1) 
C8 S1 Fe3O4, 20 nm F-PDP isomer mixture (28 wt%, 1) 
C9 S1 Fe3O4, 20 nm Cl-PDP isomer mixture (29 wt%, 1) 
C10 S1 Fe3O4, 20 nm Br-PDP (31 wt%, 1) 
C11 S1 Fe3O4, 20 nm DDMA (27 wt%, 1) 
C12 S1 Fe3O4, 20 nm DID (17 wt%, 0.5) + F-PDP (11 wt%, 0.5) + 

I-PDP (14 wt%, 0.5) 
C13 S2 Fe3O4, 30 nm PDP (37 wt%, 1.5) 
C14 S1 PS grafted silica 

nanoparticle, 100 nm 
DID (54 wt%, 2) 

C15 S3 ZrO2, 6 nm PDP (21 wt%, 0.6) 

 
S1: PS (33 kDa)-b-P4VP (8 kDa)PDP1; 
S2: PS (19 kDa)-b-P4VP (5.2 kDa)PDP1; 

S3: PS (330 kDa)-b-P4VP (125 kDa)PDP1; 
PDP: 3-pentadecyl phenol; 

DID: 3,5-Diiodo-dodecylbenzene;  
I-PDP: 2-iodo-5-pentadecylphenol;   

F-PDP: monofluoro-pentadecylphenol;  
Cl-PDP: monochloro-pentadecylphenol;  

Br-PDP: 2-bromo-5-pentadecylphenol; 
DDMA: 1,10-Decanediol dimethacrylate. 

weight fraction of small molecule = mass of small molecules / (mass of supramolecule + 
mass of small molecules) 
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Table S2. Particle information 
 

Type ligand Size (nm) TEM image Size distribution 

Iron oxide 

(Fe3O4) 

Oleic acid 20 

 

Scale bar: 100 nm  

Iron oxide 

(Fe3O4) 

Oleic acid 25 

 

Scale bar: 100 nm.  

Iron oxide 

(Fe3O4) 

Oleic acid 30 

 

Scale bar: 100 nm.  

Up-conversion 

nanoparticle 

(NaYF4) 

 

Oleic acid 20 

 

Scale bar: 100 nm.  

PS-grafted silica 

nanoparticle 

PS 100 

 

Scale bar: 200nm  
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PS-grafted silica 

nanoparticle 

PS 360 

 

Scale bar: 1µm  

Zirconium oxide 

(ZrO2) 

nanoparticle 

alkyl chains 

(see NMR in 

Fig. S24) 

4-6 

 

Scale bar: 20 nm  

NP: nanoparticle. 
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Table S3. The DPD simulation interaction parameters between different components 

𝑎!% Interaction parameter χN 

𝑎23 34.6 270 

𝑎2,  30.0 0 

𝑎20 ≤15.0 Negative 

(attractive interactions) 

𝑎3,  35.8 40 

𝑎30 16.4 ~ 17.9 20 ~ 40 

𝑎,,  30.0 0 

𝑎,0 ≤20.0 Negative 

(attractive interactions) 

A B C and D, which represents comb polymer (P4VP), coil polymer (PS), nanoparticle, 

and small molecule, respectively. 

  



73	
		

Table S4. Lattice parameters as a function of particle size and supramolecule type 

Blends NP size (nm) a (nm) c (nm) 

S1/Nanoparticles/PDP(1) 

13.7 43.1 ± 1.1 31.7 ± 1.8 

21.7 50.9 ± 1.4 32.1 ± 1.1 

31.7 58.0 ± 1.6 32.0 ± 1.4 

S2/Nanoparticles/PDP(1.5) 

21.7 39.3 ± 1.8 25.6 ± 1.2 

22.5 41.9 ± 0.8 25.6 ± 1.5 

31.7 50.3 ± 2.0 33.0 ± 1.7 

S1: P4VP (33 kDa)-b-PS (8 kDa)PDP1; 
S2: P4VP (19 kDa)-b-PS (5.2 kDa)PDP1. 
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Table S5. Lattice parameters as a function of small molecules type and amounts 

Blends a (nm) c (nm) 

S1/20/PDP(0.5) 47.0 ± 1.6 31.9 ± 2.0 

S1/20/PDP(1) 50.8 ± 1.4 32.1 ± 1.1 

S1/20/PDP(2) 48.4 ± 2.6 32.0 ± 1.4 

S1/20/DID(1) 51.9	 ± 2.3 31.9 ± 0.9 

S1/20/F-PDP(1) 51.5	 ± 1.3 N/A 

S1/20/Cl-PDP(1) 51.3	 ± 1.6 N/A 

S1/20/Br-PDP(1) 52.9 ± 2.5 31.7 ± 1.2 

S1/20/I-PDP(1) 53.4	 ± 1.5 32.7 ± 0.9 

S1/20/DID(0.5)/F-PDP(0.5)/I-PDP(0.5) 52.1	 ± 0.9 31.3 ± 1.3 
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Table S6. Flory-Huggins parameters between small molecules and polymers 

Small molecules 𝜒small molecule/A 𝜒small molecule/B 

PDP 0.49 0.09 

F-PDP 0.37 0.06 

Cl-PDP 0.32 0.15 

Br-PDP 0.39 0.04 

I-PDP 0.41 0.16 

DID 0.18 0.26 

DDMA 0.5 0.14 

DDSA 1.29 0.59 

 A: PS; B:P4VP(PDP)1;  

𝜒i/j is the Flory-Huggins parameters between i and j; 

𝜒A/B = 0.52. 
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Movie S1. The tomography reconstruction results of the 3-D nanoparticle lattice of 

C1 (S1/20/PDP(1)). See also Fig. S5. 

Movie S2 (A, B). The nanoparticle unit cell lattice of C1 (S1/20/PDP(1)). (A) In-

plane projection. (B) Out-of-plane projection. See also Fig. S5. 

Movie S3. The DPD simulation results of nanoparticle arrangement after release 

from an initial hexagonal lattice in the complex blend. blue: coil polymer (PS); gray: comb 

polymer(P4VP); yellow: nanoparticle; red: PDP. 

Movie S4. The DPD simulation result of nanoparticle arrangement after release 

from an initial rectangular lattice in the complex blend. blue: coil polymer (PS); gray: comb 

polymer(P4VP); yellow: nanoparticle; red: PDP. 




