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3.6 ISM mass loading as a function of halo circular velocity. The big mark-
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Abstract

Semi-Analytic Modeling of Galaxy Formation for the Future: The Challenge of

Emulating Cosmological Hydrodynamical Simulations

by

Viraj Pandya

It is a grand challenge to develop a simple physical model that can faithfully

emulate the results of high-resolution galaxy formation simulations and scale up their

predictions to cosmologically representative volumes. Semi-analytic models (SAMs) are

a promising means of tracking the physical processes associated with galaxy formation,

but they are based on many approximations that have not been rigorously tested. In

this dissertation, I demonstrate that SAMs can be re-tooled to roughly reproduce the

overall baryon cycle of simulated galaxies.

I start by comparing predictions between the Santa Cruz SAM and the Feed-

back In Realistic Environments (FIRE) simulation suite. I show that both models

predict remarkably similar stellar and interstellar medium (ISM) mass, but differ dra-

matically in terms of the underlying mass fluxes and circumgalactic medium (CGM)

mass. The SAM predicts much higher gas accretion rates for dwarfs than FIRE-2, and

compensates by requiring higher mass outflow rates. The SAM also predicts orders of

magnitude lower CGM mass for dwarfs than FIRE-2. I argue that these model discrep-

ancies are caused by the lack of preventative stellar feedback in the SAM and by its

assumptions for halo gas cooling and recycling.
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I then uniquely characterize the mass, momentum, energy and metallicity of

multi-phase galactic winds in the same simulations. Among other results, I find that

winds from dwarfs conserve nearly all of the available supernova energy, momentum

and metal mass out to beyond the halo radius. I leverage these insights to prototype

a new SAM in which supernova-driven winds can shock-heat gas within and beyond

the CGM, thereby suppressing cooling and accretion. With this simple preventative

feedback model, my SAM is able to simultaneously reproduce the bulk masses and mass

fluxes of the simulated halos. Rapid inner halo recycling and the chemical enrichment

of the CGM remain poorly understood, but extracting additional data from the simu-

lations can pin down these and other uncertainties for SAMs. I discuss some observable

consequences of my work and implications for the quest to develop a more complete,

realistic and standard physical model of galaxy formation.
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Chapter 1

Introduction

In the ΛCDM paradigm of galaxy formation, the growth of dark matter halos

is paralleled by the accretion of gas from the intergalactic medium (IGM; e.g., White &

Rees, 1978; Blumenthal et al., 1984). The accreted gas is thought to reside within the

circumgalactic medium (CGM), which acts as a buffer between the interstellar medium

(ISM) and the IGM. Radiative cooling of this CGM gas leads to the build-up of the ISM

and eventually star formation. The resulting feedback from stars and supernovae (SNe)

is capable of heating and ejecting gas from the ISM back into the CGM or IGM, and the

energy and momentum carried by these stellar-driven winds can also suppress future gas

cooling and accretion (and hence star formation). Gas that has been previously ejected

from the ISM can re-accrete, which together with the other gas flow processes gives

rise to the “baryon cycle” of galaxies (e.g., Oppenheimer et al., 2010; Christensen et al.,

2016; Anglés-Alcázar et al., 2017a). These and other physical processes ultimately shape

the evolutionary histories of individual galaxies, with the statistical properties of galaxy
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populations (e.g., the stellar mass function and galaxy scaling relations) emerging as

a result. This is the modern high-level picture of galaxy formation gleaned from both

observations and interpretive models, but many uncertainties remain in our detailed

understanding of the relevant physics (see the recent reviews by Somerville & Davé,

2015; Naab & Ostriker, 2017).

Models of galaxy formation span a continuum in terms of volume and reso-

lution. To thoroughly understand galaxy formation in a cosmological context requires

modeling populations of galaxies, which in turn requires modeling large volumes (sev-

eral 1003 Mpc3). Such large-volume population studies are important to: (1) ensure a

robust sampling of the scatter in halo growth histories at a fixed mass, (2) explore the

range of physical processes at play across different large-scale environments, (3) enable

comparisons to observations from large-volume surveys, and (4) allow galaxies to ulti-

mately be used as reliable cosmological probes. However, owing to resolution limits,

all currently existing large-volume models contain a “phenomenological” component,

which is to say that: (1) physics occurring below the resolution limit is parameter-

ized, often in an ad hoc way, and (2) the free parameters of the model are adjusted

to match a limited set of observations. This is generally true for modern large-volume

hydrodynamical simulations, which solve the equations of gravity and fluid dynamics

along with “subgrid recipes” (e.g., Vogelsberger et al., 2014; Genel et al., 2014; Schaye

et al., 2015; Pillepich et al., 2018; Davé et al., 2019, and references therein). It is also

true for semi-analytic models (SAMs), which attempt to distill the key insights from

more sophisticated simulations using a set of coupled ordinary differential equations
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that track the flow of mass between different galactic components (e.g., White & Frenk,

1991; Kauffmann et al., 1993; Cole et al., 1994; Somerville & Primack, 1999). Both

phenomenological approaches have their advantages, disadvantages and simplifying as-

sumptions, but ultimately they are complementary and inform each other.

In this dissertation, I critically examine key assumptions made in SAMs of

galaxy formation with an emphasis on the overall baryon cycle. While SAMs have

had tremendous success in interpreting and indeed reproducing various observations

at a range of redshifts, their approximations have not been rigorously tested. It is

timely to do so now because of recent successes in developing high-resolution but small-

volume cosmological simulations where more of the relevant small-scale physics (such

as star formation and supernova feedback) can be implemented more self-consistently.

Such simulations can serve as benchmarks for more approximate SAMs, with the latter

having the potential to emulate the computationally expensive simulations and scale up

their predictions to statistically large volumes. On the other hand, since any simulation

is incomplete and subject to code and physics uncertainties, the flexibility and efficiency

of SAMs can be leveraged to explore the role of alternative or additional physics beyond

what is included in the simulations. While the model comparison may reveal many areas

of disagreement and hence future work, I hone in on the lack of explicit modeling of SN-

driven heating of the CGM and IGM in SAMs. I demonstrate how to more completely

characterize the thermodynamic properties of SN-driven winds in simulations, and how

to use that resulting rich dataset to pin down many otherwise uncertain free parameters

of SAMs. Before continuing further, it is important that I provide some historical
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background.

1.1 History of comparing SAMs and hydrodynamical sim-

ulations

There is a long history of comparing the predictions of SAMs to hydrodynami-

cal simulations. Benson et al. (2001) first demonstrated how the parameters controlling

halo gas cooling and merger rates in a simplified SAM could be adjusted to better match

predictions from a cosmological hydrodynamical simulation. They focused on the cos-

mic number and mass densities of hot halo gas and dense ISM gas. Overall, their study

showed remarkable consistency between the two very different approaches for modeling

halo gas cooling in cosmological volumes (in an average statistical sense). Subsequently,

Yoshida et al. (2002) and Helly et al. (2003) each ran their own simplified SAM on

halo merger trees extracted directly from hydrodynamical simulations and compared

predictions for gas cooling and accretion on an individual halo-by-halo basis. Both of

these studies demonstrated the striking correspondence, with minimal systematic off-

sets, between their SAM and hydrodynamical predictions. In the years since, there have

been a number of studies that compared the predictions of SAMs and hydrodynamical

simulations (using both statistical and individual halo-by-halo approaches). Owing to

the ever-increasing sophistication of the simulations, the comparisons have expanded

to include a wider range of physical processes beyond just halo gas cooling: evolution

of dark matter subhalos (Jiang & van den Bosch, 2016), UV background heating due
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to spatiotemporally inhomogeneous reionization (Mutch et al., 2016), cold/rapid versus

hot/slow mode accretion (Cattaneo et al., 2007; Lu et al., 2011a; Hirschmann et al.,

2012), relating halo and galaxy angular momentum (Guo et al., 2016; Stevens et al.,

2017; Mitchell et al., 2018), multi-phase ISM and dust modeling (e.g., Popping et al.,

2019), feedback processes (Weinmann et al., 2012; Qin et al., 2018; Ayromlou et al.,

2020) and baryonic effects on dark matter halo concentrations (e.g., Dutton et al.,

2016).

Among the many SAM versus hydrodynamical simulation comparisons, the

studies by Stringer et al. (2010) and Neistein et al. (2012) are particularly informative.

Stringer et al. (2010) modified several aspects of an existing SAM to ask how closely

it could reproduce the evolution of a single Milky Way (MW)-mass halo simulated at

high resolution. They found remarkable potential in the ability of their SAM to match

the predictions of the more sophisticated simulation as a function of time, including the

evolution of shocked versus unshocked halo gas accretion, halo gas scale length, disk

gas scale length, disk circular velocity, stellar mass, cold gas mass, hot gas mass, hot

disk gas mass and outflow gas mass. They further showed that their fiducial, previously

published SAM (used for observational comparisons) predicted a very different evolution

for the same simulated MW-mass halo, primarily due to its assumptions of much lower

star formation efficiency and much stronger supernova feedback. Neistein et al. (2012)

went a step further and characterized the efficiencies of various processes in a large-

volume hydrodynamical simulation using a novel particle phase tracking approach. They

derived mass- and redshift-dependent functions that summarized accretion, cooling, star

5



formation and feedback in the simulation. They emphasized that these functions were

significantly different than the assumptions built into traditional SAMs, but that the

functions represented a common language for connecting SAMs and simulations.

It is clear from the many previous studies that SAMs show the potential to

transparently summarize the complicated physics of and emergent predictions from more

sophisticated cosmological hydrodynamical simulations. However, an outstanding ques-

tion that still remains today is whether modifications made to SAMs to bring them

into better agreement with simulations must also necessarily come at the expense of no

longer matching observations (Cattaneo et al., 2007; Stringer et al., 2010). Primarily,

this puzzle must be driven by the fact that SAMs include only a limited description of

the full range of phenomena found in simulations. However, a secondary cause is the

somewhat circular logic of comparing to reference simulations that are themselves phe-

nomenologically calibrated and hence effectively SAM-like in nature (e.g., Crain et al.,

2015; Pillepich et al., 2018). Even if such simulations agree with a plethora of obser-

vations, the choice of subgrid model and associated free parameters carry degeneracies

that propagate as largely unknown systematic uncertainties on predictions for galaxy

populations. These uncertainties make it difficult to firmly interpret observations, but

this has motivated important recent work on improving the flexibility and computa-

tional efficiency of SAMs (e.g., Henriques et al., 2009; Lu et al., 2011b; Henriques et al.,

2013; Lagos et al., 2018; Forbes et al., 2019).

Chapter 2, which is published as Pandya et al. (2020), presents a compelling

new take on this long problem. Instead of comparing SAMs to other phenomenological,
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effectively SAM-like, large-volume simulations, or to a single galaxy simulated at high-

resolution, I compare to a suite of several high-resolution state-of-the-art simulated halos

spanning a range of masses. The models I use are the “Santa Cruz” SAM (the most

recent version: Somerville et al., 2021) and the Feedback In Realistic Environments

(FIRE) Project1 (the second generation FIRE-2 suite; Hopkins et al., 2014, 2018a).

The FIRE-2 simulations represent a good comparison suite because their stellar feed-

back model deposits mass, energy, momentum and metals locally without any explicit

“tuning” to match observations; the resulting large-scale effects are hence emergent

phenomena (e.g., outflows, CGM heating and recycling; Muratov et al., 2015; Anglés-

Alcázar et al., 2017a). I focus not just on comparing overall bulk masses of the CGM,

ISM and stars but also the corresponding mass inflow and outflow rates that build up

those different galactic components. The emphasis on mass flow rates is crucial because

fundamentally the system of ODEs governing SAM predictions deals with mass fluxes,

and it is possible to get to the same mass in different ways. I will show that the lack

of explicit preventative stellar feedback in SAMs, which is otherwise naturally captured

in the simulations, leads to dramatic differences between the two models. I will also

present a simple model for heating by SN-driven winds that serves as motivation for a

deeper analysis of the thermodynamic properties of outflows in the simulations.

1http://fire.northwestern.edu
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1.2 A more complete picture of stellar feedback in simu-

lations

SN-driven winds play a fundamental role in modern models of galaxy formation

by helping to regulate star formation. Without SN-driven winds, models would predict

an overabundance of dwarf galaxies compared to observations (e.g., White & Frenk,

1991; Benson et al., 2003; Kereš et al., 2009), overestimate the average stellar masses

formed within dwarf halos (e.g., Dekel & Silk, 1986; Springel & Hernquist, 2003), fail to

match the redshift evolution of several observed scaling relations (e.g., Somerville et al.,

2001), and produce overly compact galaxies. In addition to regulating star formation,

galactic winds are thought to affect the thermodynamic state and metal content of the

circumgalactic medium (CGM; e.g., see the review by Tumlinson et al., 2017) as well

as chemically enrich the intergalactic medium (IGM; e.g., Oppenheimer & Davé, 2006).

Winds may also fuel a significant fraction of late-time star formation in more massive

halos by recycling back into the interstellar medium (ISM; e.g., Oppenheimer et al.,

2010; Henriques et al., 2013; White et al., 2015; Anglés-Alcázar et al., 2017a). In lower

mass halos, SN-driven winds may more easily escape and heat the CGM/IGM, causing

preventative feedback effects by suppressing gas accretion in the first place (e.g., Davé

et al., 2012; Lu et al., 2015; Pandya et al., 2020) and decreasing the metal and dust

content of dwarfs (e.g., Davé et al., 2011; Feldmann, 2015).

Despite their central importance, a complete characterization of galactic winds

in a cosmological context and their implications for galaxy evolution has remained elu-
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sive. In the current landscape of models, genuinely emergent wind properties have been

predicted by “resolved” ISM simulations but these only represent a relatively small

sub-galactic region and generally assume z = 0 Milky Way-like global conditions (e.g.,

Walch et al., 2015; Martizzi et al., 2016; Li et al., 2017; Kim & Ostriker, 2018; Kim

et al., 2020a). Extending SN-driven wind predictions to global galaxy scales has been

challenging, but much progress has been made using idealized high-resolution simula-

tions of dwarfs and more massive galaxies (e.g., Hopkins et al., 2012; Fielding et al.,

2017b; Smith et al., 2018; Hu, 2019; Li & Tonnesen, 2020). On cosmological scales, all

large-volume models are effectively phenomenological: they must either implement wind

scalings “by hand” (e.g., White & Frenk, 1991; Davé et al., 2016) or rely on subgrid

approaches that require tunable free parameters such as hydrodynamically decoupled

wind particles or temporary shut off of cooling (e.g., Springel & Hernquist, 2003; Stinson

et al., 2006). In between these approaches sit a relatively new generation of cosmolog-

ical “zoom-in” simulations such as the Feedback In Realistic Environments project2

(FIRE; Hopkins et al., 2014, 2018a), where in some cases SN remnants can be resolved.

When SN remnants are unresolved, the subgrid approach is to deposit the additional

momentum expected from the unresolved energy-conserving phase of SN remnants us-

ing even higher resolution simulations for calibration instead of observational tuning

(Hopkins et al., 2018b). In addition, a variety of physical processes are accounted for

in such zoom-in simulations that may not otherwise be captured in small-scale simula-

tions (e.g., self-consistent clustering of star formation, cosmological gas accretion and

2http://fire.northwestern.edu
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mergers with complex global geometry, etc.). It is timely to ask how the emergent

wind properties from such zoom-in simulations compare to those of higher resolution

subgalactic simulations (as studied by, e.g., Gurvich et al., 2020), and to derive new

wind scalings that can be implemented into large-volume simulations and semi-analytic

models (SAMs; as presented by, e.g., Muratov et al., 2015).

When analyzing galactic winds, it is common practice to focus on “mass load-

ing factors” and “metal loading factors,” which respectively describe gas mass outflow

rates and metal outflow rates conveniently normalized by reference star formation rates

and supernova metal injection rates. It has long been appreciated that dwarf halos

preferentially have higher mass and metal loading factors (e.g., Dekel & Silk, 1986; Mac

Low & Ferrara, 1999; Efstathiou, 2000). The common interpretation of this is that

dwarfs have shallower potential wells and hence SN ejecta can more easily escape. Sim-

ple arguments suggest that we should expect a power law relation between the mass

loading factor and global halo circular velocity whose slope will be steeper if winds are

“energy-conserving” and shallower if they are “momentum-conserving” (Murray et al.,

2005). Much work has gone into testing this simple energy- and momentum-driven di-

chotomy using hydrodynamical simulations (e.g., Hopkins et al., 2012; Muratov et al.,

2015; Christensen et al., 2016), and the language of this framework is commonly used

to justify assumed wind scalings in SAMs and simulations with insufficient resolution to

capture SN remnant evolution (e.g., Somerville et al., 2008a; Oppenheimer et al., 2010;

Anglés-Alcázar et al., 2014). While characterizing winds in this way has provided useful

insights, a more detailed analysis of the thermodynamic properties of multi-phase winds
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(i.e., temperature and velocity distributions) provides additional clues about whether

their driving energy source is kinetic or thermal, and enables more careful consistency

checks between different simulations (and against observations).

In addition to characterizing the mass and metal loading of galactic winds, it

is also crucial to explicitly measure their multi-phase energy and momentum loading

factors: how much of the energy and momentum input by SNe also make it out of

the ISM? The explicit calculation of energy and momentum loading factors can help

test whether winds are energy-driven or momentum-driven in a simple way, and help to

interpret any secondary heating or “pushing” effects on the CGM/IGM. In recent years,

small-scale, high-resolution idealized simulations have made quantitative predictions for

energy and momentum loadings, with a common finding that the cold phase carries most

of the mass whereas the hot phase carries most of the energy (Kim & Ostriker, 2018;

Fielding et al., 2018; Hu, 2019; Li & Bryan, 2020; Kim et al., 2020a). These idealized

numerical experiments have also been able to correlate their loading factors against the

granular conditions of the ISM in which SNe go off rather than just the global halo

circular velocity (e.g., Creasey et al., 2013; Fielding et al., 2017a; Li & Bryan, 2020;

Kim et al., 2020a). A similarly comprehensive analysis of multi-phase galactic winds

in cosmological simulations would provide major insights on how “ejective feedback”

(quantified by mass and metal loading) and “preventative feedback” (quantified by

energy and momentum loading) may act in concert to regulate galaxy evolution.

Chapter 3 presents a novel analysis of galactic outflows in the FIRE simula-

tions (Hopkins et al., 2018a). This chapter is taken from Pandya et al. (2021), which
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has received a favorable journal referee review and will be published soon after this

thesis. In addition to measuring the overall wind mass loading factor and its scaling

with various galaxy/halo properties, I go considerably beyond previous work by also

measuring momentum, energy and metal loading factors split by phase. Motivated by

analysis procedures for small-scale idealized simulations, I present a multi-dimensional

characterization of the outflow properties with both global halo properties and several

“quasi-local” ISM-scale properties. The insights from this chapter serve as the basis for

implementing and calibrating preventative stellar feedback in SAMs.

1.3 The need for a more flexible SAM with explicit pre-

ventative stellar feedback

While SAMs of galaxy formation have seen tremendous success in reproducing

properties of galaxies both near and far (see reviews by Benson, 2010; Somerville &

Davé, 2015; Wechsler & Tinker, 2018), it remains unclear how much of this agreement

comes at the expense of physically viable assumptions. For example, the implementa-

tion of continuous “disk mode” star formation is inconsistent with the apparent bursty

nature of SF in observed and simulated dwarfs, and the lack of preventative feedback

modeling requires assuming very high mass loading of SN-driven winds. The potentially

incomplete description of all relevant physics in SAMs manifests in long-standing prob-

lems such as dwarfs forming their stars too early (Henriques et al., 2013; White et al.,

2015), the inability to simultaneously match the observed redshift evolution of both the
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stellar and gas-phase mass-metallicity relations (Somerville et al., 2015), and orders of

magnitude uncertainty in CGM masses, metallicities, flow rates and overall multi-phase

partitioning (Pandya et al., 2020).

SAMs contain on the order of tens of free parameters. Many of these free

parameters control crucial mass flow rates that are observationally unconstrained and

may effectively never be directly observed for the full galaxy population. It is com-

mon practice to benchmark SAMs by comparing to observable properties, namely bulk

stellar and ISM masses, but this alone is inadequate since it is possible to reach the

same final mass in different ways. One way around this is to reproduce the redshift

evolution of, e.g., the stellar mass function, but that still does not directly constrain

the mass flow terms operating under the hood in SAMs. Another idea is to look to

more sophisticated hydrodynamical simulations where mass flow rates can explicitly be

measured and serve to constrain SAMs. Ideally, the simulations would be of sufficiently

high resolution to minimize the impact of uncertain subgrid assumptions so that the

SAM would mainly be used to interpret the simulation. On the other hand, since any

cosmological simulation is subject to such physics- and code-related uncertainties, it is

still of great interest to develop a flexible SAM whose parameters can be cross-matched

to phenomenological parameters of the simulation. Such a SAM can then be used to

both distill the complexity of the simulation and to assess the potential impact of al-

ternative subgrid prescriptions for unresolved physics (e.g., IMF, CGM cooling, SMBH

formation and feedback, etc.).

In Chapter 4, we present the prototype of a new SAM in which nearly all of the

13



free parameters and associated functional forms are constrained from the core FIRE-2

simulations (Hopkins et al., 2018a). We combine insights from Chapters 2 and 3 to

implement an alternative CGM cooling model for dwarfs and allow SN-driven winds to

heat the CGM and IGM, thereby suppressing accretion. While previous studies have

argued for preventative feedback (e.g., Lu et al., 2015; Hirschmann et al., 2016; Lu

et al., 2017; Wright et al., 2020), here I show for the first time that SN-driven winds

have enough energy to provide the necessary heating and estimate the energy coupling

efficiency. I show that the prototype SAM gets remarkably close in reproducing the

overall evolution of the individual FIRE halos provided that we allow for this SN-

driven heating of the CGM and IGM around dwarfs. However, uncertainties remain

in modeling rapid recycling of “fountain flows” (weak winds) in the inner halo, and

the chemical enrichment of the CGM from both the central galaxy and its satellites.

Despite these and related “missing physics” issues, this work provides a promising path

forward for the challenging goal of re-tooling SAMs to emulate simulations. We discuss

how we plan to address remaining model uncertainties, implement additional physics

modules, eventually publicly release a flexible open-source SAM code framework, and

explore anticipated observational implications in the near future.

1.4 Outline of this work

Chapter 2 compares predictions between two state-of-the-art galaxy formation

models and pinpoints ways in which the two models could be made to better agree with
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each other. Chapter 3 analyzes the hydrodynamical simulations in more detail to achieve

a more complete characterization of SN-driven winds. Chapter 4 combines insights from

the previous two chapters and presents the prototype of a new SAM that can roughly

reproduce the evolution of FIRE halos, provided preventative feedback is accounted

for. Finally, in Chapter 5, we summarize our results and discuss remaining modeling

uncertainties, anticipated observational implications, and how this dissertation sets the

foundation for significant future work.
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Chapter 2

Comparing galaxy formation in

semi-analytic models and

hydrodynamical simulations

2.1 Introduction

In this chapter, we compare two state-of-the-art galaxy formation models: the

Santa Cruz SAM (Somerville et al., 2015, and references therein) and the FIRE-2 cos-

mological zoom-in simulations (Hopkins et al., 2018a). Both of these models have been

shown to reproduce a large range of observations, but they are built very differently.

The SAM includes an approximate treatment of many of the physics relevant to galaxy

formation whereas the FIRE-2 simulations rely on a more direct approach of solving

the equations of fluid dynamics along with subgrid models. The FIRE-2 simulations

represent a good comparison suite because their stellar feedback model deposits mass,
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energy, momentum and metals locally without any explicit “tuning” to match obser-

vations; the resulting large-scale effects are hence emergent phenomena (e.g., outflows,

CGM heating and recycling; Muratov et al., 2015; Anglés-Alcázar et al., 2017a).

As with any simulation, caution is warranted regarding the absolute correctness

and completeness of the FIRE-2 simulations (improvements can always be made to the

numerical algorithms, the range of physical processes implemented, and the diversity of

halo mass accretion histories and large-scale environments probed). However, for the

purposes of improving physical prescriptions for SAMs, we can confidently use FIRE-2

as a baseline for comparison, identify systematic discrepancies, and develop plausible

solutions to guide future work. With the FIRE-2 suite, we will study the time evolution

of 13 individual halos across a broad range in mass: low-mass dwarfs (Mvir ∼ 1010M� at

z = 0), intermediate-mass dwarfs (∼ 1011M�), and MW-mass galaxies (∼ 1012M�). We

will also restrict the scope of our comparison to a few bulk quantities that characterize

the overall baryon cycle of galaxies (the foundation of any SAM): stellar, ISM and CGM

masses, and the corresponding mass inflow and outflow rates for the ISM and CGM.

The inclusion of flow rates in addition to global bulk quantities is, to our knowledge,

a novel feature of this work which has not been widely studied in the past (but see

Hirschmann et al., 2012).

The work in this chapter was published as (Pandya et al., 2020) and advanced

one of the key goals of the SMAUG Collaboration1 which is to ask: is it possible to

develop a model that faithfully captures the essential physics of galaxy formation in

1Simulating Multiscale Astrophysics to Understand Galaxies
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a more computationally efficient way than fully numerical large-volume simulations?

Given that the physical processes involved in galaxy formation are not fully under-

stood and also span a vast range in scale, it is not feasible to develop a single “ab

initio” simulation that is capable of making credible predictions on the scale of galaxy

populations. Instead, SMAUG aims to carefully design a suite of high-resolution nu-

merical experiments whose results can be coarse grained to develop realistic subgrid

prescriptions for cosmological simulations. As part of the first results from SMAUG2,

the resolved ISM simulations by Kim et al. (2020a) and resolved black hole accretion

simulations by Angles-Alcazar et al. (2020) take the first step towards this goal. The

complementary parameter space study of simulated star-forming regions by Motwani

et al. (2020) is designed to provide the initial conditions for a future suite of resolved

ISM simulations building on Kim et al. (2020a). In the present work, we take the first

step towards re-tooling and calibrating SAMs using physically self-consistent simula-

tions instead of observations so that SAMs may become more predictive rather than

descriptive in nature. Our emphasis on the need to improve phenomenological modeling

of stellar feedback and gas flows in the CGM underscores the work of Fielding et al.

(2020b), who find that the properties of the multi-phase CGM depend strongly on the

nature of feedback, cosmological accretion and simulation methodology.

This chapter is organized as follows. We describe the FIRE-2 simulations

and the Santa Cruz SAM in Section 2.2, and our analysis methods in Section 2.3.

We present the results of our comparison in Section 2.4, while Section 2.5 is devoted

2https://www.simonsfoundation.org/flatiron/center-for-computational-astrophysics/galaxy-
formation/smaug/papersplash1
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to interpreting the model discrepancies and presenting a preventative stellar feedback

model for inclusion in future SAMs. A summary is provided in Section 2.6.

2.2 Model Descriptions

Here we describe the FIRE-2 cosmological hydrodynamical “zoom-in” simula-

tions and the Santa Cruz SAM. Note that the FIRE-2 simulations assume h = 0.70,

Ωm,0 = 0.27, ΩΛ,0 = 0.73 and Ωb = 0.045 (see section 2.8 of Hopkins et al., 2018a).

The Santa Cruz SAM assumes the Planck Collaboration et al. (2016) cosmology, with

h = 0.678, Ωm,0 = 0.308, ΩΛ,0 = 0.692 and Ωb = 0.0486. The main differences between

the SAM and FIRE-2 that we focus on in this chapter are unlikely to be driven by the

small differences in assumed cosmology.

2.2.1 FIRE-2 Simulations

We use the FIRE-2 suite of cosmological hydrodynamical “zoom-in” simula-

tions described in Hopkins et al. (2018a). The simulations were run with the Gizmo3

code (Hopkins, 2015) using the Lagrangian meshless finite-mass method and fully-

adaptive gravitational force softening lengths for gas. Briefly, a large DM-only box

was evolved to z = 0, and relatively isolated halos were chosen to be re-simulated at

much higher resolution with baryons included. The initial zoom region is defined to be

∼ 5Rvir around the halo at z = 0, but in practice only the zoom region within ∼ 2Rvir

is guaranteed to avoid contamination from low resolution DM particles.

3http://www.tapir.caltech.edu/ phopkins/Site/GIZMO.html
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The FIRE-2 simulations account for gas heating and cooling between temper-

atures of 10K and 1010K, including free-free, photoionization/recombination, Comp-

ton, photoelectric, metal-line, molecular, fine-structure, dust collisional and cosmic ray

processes (the corresponding cooling tables are given in Appendix B of Hopkins et al.,

2018a). A spatially uniform but redshift dependent UV background is imposed based on

Faucher-Giguère et al. (2009). Star formation occurs stochastically in self-gravitating,

molecular, self-shielding gas that has hydrogen number density nH ≥ 1000 cm−3. Owing

to the high spatial and mass resolution (see below), stellar feedback is modeled via local

deposition of mass, momentum, energy and metal mass from star particles to neigh-

boring gas particles. The feedback accounts for both Type Ia and Type II supernovae,

stellar winds, momentum from radiation pressure, photo-ionization and photo-electric

heating. In this way, the generation, propagation and recycling of large-scale galactic

winds are emergent phenomena rather than being put in “by hand” via delayed cooling,

thermal bombs or decoupled winds (e.g., Muratov et al., 2015; Anglés-Alcázar et al.,

2017a).

Of the 27 high resolution FIRE-2 halos listed in Table 1 of Hopkins et al.

(2018a), we use the 13 halos for which particle data were output for the full set of 600

snapshots: m10q, m10v, m10y, m10z, m11a, m11b, m11q, m11c, m11v, m11f, m12i,

m12f and m12m (these specific halos were originally presented in Wetzel et al., 2016;

Garrison-Kimmel et al., 2017; Chan et al., 2018; Hopkins et al., 2018a). Our sample

of FIRE-2 halos is identical to those of Hafen et al. (2019, see their Table 1), with the

addition of m11f but excluding their metal diffusion runs. The halos are grouped into
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three mass bins based on their z = 0 virial mass: the four m10 halos haveMvir ∼ 1010M�

(low-mass dwarf bin), the six m11 halos have Mvir ∼ 1011M� (intermediate-mass dwarf

bin), and the three m12 halos have Mvir ∼ 1012M� (MW-mass halo bin). With this

sample, we will be able to study systematic trends with halo mass for discrepancies

between the SAM and FIRE-2. The mass and spatial (gravitational force softening)

resolution vary with halo mass, and are systematically higher for the dwarfs. The

star/gas particle masses are 250M� for the m10 halos, 880M� for m11q, 2100M� for

m11a, m11b and m11c, 7100M� for m11v, m12i, m12f and m12m, and 12000M� for

m11f. The DM particle masses are roughly ∼ 5× higher. The minimum adaptive

gravitational force softening lengths for the gas are on the order of ∼ 1 pc (see Hopkins

et al., 2018a, for more details). In addition, the typical snapshot spacing is ∼ 20 Myr,

which allows us to accurately track variability in halo mass accretion and star formation

for comparison to the SAM.

2.2.2 Santa Cruz Semi-Analytic Model

The Santa Cruz SAM was first presented in Somerville & Primack (1999), with

significant updates described in Somerville et al. (2008a), Somerville et al. (2012), Porter

et al. (2014), Popping et al. (2014) and Somerville et al. (2015). Here, we use the latest

Somerville et al. (2015) version, which includes recipes for multi-phase partitioning of

ISM gas. We adopt the same calibration of free parameters for this version as used

in Popping et al. (2019); we will report the adopted parameter values for each of the

relevant equations that we review below. We will not review the details of satellite-
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specific processes since our comparison to FIRE-2 only involves central halos (section

2.8 and section 2.1, respectively, of Somerville & Primack, 1999; Somerville et al., 2008a,

describe how subhalos are modeled in the SAM). In addition, since active galactic

nucleus (AGN) feedback is not implemented in the FIRE-2 simulations employed here,

we have disabled it in the SAM for a more consistent comparison and will not review

the corresponding equations here.4

We emphasize that we have not made any other changes to the Santa Cruz

SAM used in previously published works. The initial mass function assumed in the

SAM (Chabrier, 2003) and FIRE-2 (Kroupa, 2001) are similar enough that they are

unlikely to drive any significant model differences. For the cooling function, the SAM

assumes Sutherland & Dopita (1993) whereas FIRE-2 has an implicit cooling algorithm

based on more recent calculations for a wide range of physical processes. It is possible

that if we implement the FIRE-2 cooling function approximations listed in Appendix

B of Hopkins et al. (2018a), the SAM predictions for CGM cooling rates could change

dramatically. However, we do not think the different cooling functions can explain

the more fundamental qualitative differences between the two models (e.g., regarding

halo gas accretion and recycling). On the other hand, the metallicity modeling and

calibration are quite different between the SAM and FIRE-2, with the former using the

instantaneous recycling approximation and only considering Type II supernovae with

an assumed chemical yield y = 1.6 (section 2.8 of Somerville et al., 2008a). In contrast,

4Note that AGN feedback can have appreciable effects for MW halos but not dwarfs in the SAM
(Somerville et al., 2008a). Nevertheless, for a consistent comparison with the FIRE-2 simulations we
must disable it in the SAM.
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FIRE-2 self-consistently tracks chemical yields of different species during various stages

of star particle evolution (Appendix A of Hopkins et al., 2018a). Although we do

not focus on comparing metallicities between the two models in this chapter, a more

sophisticated treatment of metals in the SAM could affect cooling-related processes and

have observable consequences (we defer an investigation of this to future work).

2.2.2.1 Halo gas accretion

For any given halo, the SAM begins by computing the DM accretion rate via

finite differencing of the virial mass time series provided by the halo merger tree. Before

the Universe is reionized (reionization is assumed to occur instantaneously at a specified

redshift), it is assumed that gas accretion into the halo perfectly tracks DM accretion

with the universal baryon fraction, i.e., Ṁgas = fbṀvir where fb = 0.158 according to

Planck Collaboration et al. (2016). After reionization, the pristine gas accretion rate is

suppressed due to photoheating from the UV background:

ṀCGM,in,pristine = fcollfbṀvir. (2.1)

The factor fcoll gives the fraction of infalling baryonic mass that is able to collapse into

the halo despite heating by the UV background. It depends on halo mass and redshift,

and is taken from Okamoto et al. (2008) who characterized the suppressive effects of

the Haardt & Madau (2001) UV background in their hydrodynamical simulations. In

practice, the formula for fcoll involves computing a “characteristic filtering mass” at

which the gas accretion rate drops to half of the universal fb; above this characteristic

halo mass, the accretion rate approaches fb, and below it the accretion rate drops
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steeply such that UV background heating is more effective in lower mass halos. The

filtering halo mass is computed according to Appendix B of Kravtsov et al. (2004); it

is Mfilt . 108M� before reionization is complete, and rises to Mfilt ≈ 1010M� by z = 0.

We assume the IGM is fully reionized by z ∼ 8, consistent with Planck Collaboration

et al. (2016). All of our FIRE-2 halos have virial masses above the characteristic filtering

mass at all times z . 10, except for m10v which becomes larger starting only at z ∼ 2

(see also Figure 11 of Fitts et al., 2017). We have experimented with changing the

filtering mass normalization to mimic using different UV background models, and find

that our results are insensitive for reasonable changes.

On top of the pristine IGM gas accretion, the SAM adds the “re-accretion” of

gas that was previously ejected from the halo due to stellar feedback:

ṀCGM,in,recycled = χre−infall

(
Mejected

tdyn

)
. (2.2)

Mejected is the total mass of the ejected gas reservoir (its growth rate is set by the product

of Equation 2.6 and Equation 2.7 described below) and χre−infall is a free parameter that

sets what fraction of the ejected gas reservoir can cool back into the halo at each time

step. We assume χre−infall = 0.1 as in previous Santa Cruz SAM papers; this implies

that the ejected gas will re-accrete back into the halo on ten dynamical times tdyn ≡ Rvir
Vvir

,

where Vvir =
√

GMvir
Rvir

is the circular velocity of the halo at the virial radius (note that

tdyn ≈ 0.1tHubble, so the gas will effectively re-accrete over a Hubble time).

There are two additional sources of CGM gas from within the halo itself.

The first is outflows from the ISM that get deposited into the CGM; we defer this to
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the discussion of the relevant stellar feedback equations below. The second source is

transfer from subhalos: the SAM assumes that once a halo becomes a subhalo, the CGM

of the subhalo is instantaneously transferred to the CGM of the host halo. Although

physical processes associated with satellite galaxies (i.e., subhalos) can indirectly affect

the evolution of the central galaxy, we do not expect these processes to be the dominant

ones in the simulations we are considering.

2.2.2.2 CGM gas cooling

Gas that has accreted into the halo as described above builds up the CGM

mass. The cooling rate of this CGM gas into the ISM is computed according to White

& Frenk (1991), which is also the basis for most, if not all, other SAMs. First, the CGM

is assumed to uniformly be at the virial temperature of the halo at each time step.

Then, the “radiative cooling time” is computed, which is the characteristic timescale

for the gas to cool by radiating away its current thermal energy:

tcool(r) =
(3/2)µmpkTvir

ρg(r)Λ(Tvir, Zh)
. (2.3)

µmp is the mean molecular weight of the halo gas and Λ(Tvir, Zh) is the Sutherland

& Dopita (1993) cooling function, which takes into account the metallicity of the halo

gas Zh. As is common practice, the gas mass density radial profile is assumed to be a

singular isothermal sphere: ρg(r) = MCGM
4πRvirr2

. Plugging this into the equation for tcool,

one can solve for Rcool, the radius within which all of the gas can radiatively cool within

tcool (heating is neglected). Then, integrating to compute the total cooled mass within
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Rcool and differentiating with respect to time gives the ISM mass accretion rate:

ṀISM,in =
1

2
MCGM

Rcool

Rvir

1

tcool
. (2.4)

Note that although different choices have been adopted in the literature, it is common

practice to assume that the cooling time is equal to the halo dynamical time at Rvir, i.e.,

tcool = tdyn. It is possible to have Rcool > Rvir (this generally occurs for low mass halos),

and these instances are assumed to represent “cold/fast/filamentary” mode accretion.

Since Rcool > Rvir implies that the cooling time is shorter than the dynamical time, the

SAM ignores the radiative cooling prediction during these timesteps and instead sets

the ISM accretion rate equal to the halo gas accretion rate (see also, e.g., Croton et al.,

2006). Otherwise, the interpretation is that gas has been gravitationally shock-heated

to the virial temperature upon first accreting into the halo, and is now radiatively

cooling via the assumed “hot/slow/spherical” mode. As mentioned in Somerville et al.

(2008a), reasonable variations within the framework of this particular gas cooling model

(e.g., changing the definition of tcool or assuming a different form for ρg(r)) can lead to

variations in the ISM accretion rate by a factor of at most ∼ 2− 3.

2.2.2.3 Star formation and stellar feedback

Gas that has accreted into the ISM is partitioned into HI, H2, HII and metals

(details given in Popping et al., 2014; Somerville et al., 2015). The SAM keeps track

of the mass surface density for these different gas phases in radial disk annuli (see

Somerville et al., 2008b, for details about the SAM disk model). The default recipe

for predicting the star formation rate (SFR) surface density is based on the molecular
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hydrogen gas phase alone, accounting for a higher conversion efficiency above a critical

H2 surface density (Bigiel et al., 2008, 2011; Narayanan et al., 2012):

ΣSFR = ASF

(
ΣH2

10M�pc−2

)(
1 +

ΣH2

ΣH2,crit

)NSF

. (2.5)

ASF, NSF and ΣH2,crit are free parameters of this two-part scaling relation. We assume

ASF = 5.98 × 10−3 M� yr−1 kpc−2, NSF = 1.0 and ΣH2,crit = 70 M� pc−2 (following

Popping et al., 2014, 2019). There are various ways to estimate the molecular hydrogen

gas density ΣH2 . Here we use the metallicity-dependent partitioning approach of Gnedin

& Kravtsov (2011) that is the default in the Santa Cruz SAM.

On top of the continuous “disk mode” star formation, the SAM also super-

imposes “starbursts” due to galaxy mergers. The SFR spikes are modeled using a

Laplace distribution (i.e., double exponential distribution) whose two parameters, the

total starburst mass Mburst and the associated timescale τburst, are a function of progen-

itor properties and calibrated to binary galaxy merger simulations (Somerville et al.,

2008a; Porter et al., 2014, and references therein). Note that while starbursts will

contribute some variability to the overall star formation history (SFH), the disk star

formation can exhibit its own stochasticity due to changes in the H2 gas fraction (driven

by changes in gas metallicity and galaxy size) and changes in the overall gas fraction

(driven by stellar feedback and CGM gas cooling).

All stellar feedback in the SAM (aside from heating by the UV background) is

ejective. At every timestep, the mass outflow rate from the ISM due to stellar feedback
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is computed as:

ṀISM,out = εSN

(
Vmax

V0

)αSN

ṀSFR. (2.6)

Here, εSN and αSN are free parameters, V0 is an arbitrary normalization constant and

Vmax is the maximum circular velocity of the halo taken from the merger tree. We

assume εSN = 1.5 and αSN = −2.6 following Popping et al. (2019). The total mass

blown out of the ISM is either transferred into the CGM or driven out of the halo

completely (i.e., deposited into the ejected reservoir). The fraction of outflow mass that

gets ejected from the halo is computed via

feject = [1.0 + (Vvir/Veject)
αeject ]−1 , (2.7)

where αeject and Veject are free parameters, with the latter representing a “threshold”

halo virial velocity below which most ISM wind mass will leave the halo. We assume

αeject = 6 and Veject = 110 km s−1 following Somerville et al. (2008a, and more recent

Santa Cruz SAM studies). Hence, feject × ṀISM,out gives the mass addition rate for the

ejected reservoir and the remainder (1-feject) × ṀISM,out is deposited into the CGM.

The ejected gas can re-accrete into the halo on a Hubble time and become re-eligible

for cooling as described earlier.

2.3 Analysis

Here we describe how we analyze the hydrodynamical simulations and generate

semi-analytic predictions for comparison.
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2.3.1 Generating merger trees and SAM predictions

We run the Rockstar halo finder (Behroozi et al., 2013b) to generate halo cat-

alogs at each snapshot for the full hydrodynamical FIRE-2 simulations which include

both baryonic and DM particles. But since Rockstar will only use DM particles to define

virial overdensities and hence halo boundaries, we enable its option to up-weight the

DM density field. We adopt the Bryan & Norman (1998) definition of halo virial mass

and radius. We only output properties of halos that have at least 100 DM particles

associated with them (i.e., within their virial radius); this is the default threshold below

which Rockstar discards halos as noise. Next, we run the companion consistent-trees

code (Behroozi et al., 2013c) to generate gravitationally-consistent merger trees. This

code corrects inconsistencies in the default Rockstar-based merger trees by: (1) remov-

ing spurious detections of halos, (2) inserting “phantom” halos at snapshots where a

descendant halo is not identified but should obviously exist due to re-appearance of the

halo in a subsequent snapshot, and (3) slightly modifying the positions and velocities of

halo centers by comparing to the expected evolution between snapshots based on simple

gravitational force calculations. In the end, our halo virial masses and radii agree with

those reported in Table 1 of Hopkins et al. (2018a) to within 0.1 dex.

With the halo merger trees in hand, we run the Somerville et al. (2015) version

of the Santa Cruz SAM with the same observational calibration as used in Popping et al.

(2019, with AGN feedback disabled; see our subsection 2.2.2 above for details). Since the

SAM has its own model for generating subhalos and predicting their evolution (section
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2.1 of Somerville et al., 2008a), we have discarded all subhalos from the merger trees.

This is appropriate for our study since we are only focusing on the evolution of the

central halo in each of the FIRE-2 zoom simulations (along the most massive progenitor

branch) and comparing subhalo modeling is deferred to future work. Note that we are

running the SAM on merger trees extracted from the full hydrodynamical simulations,

whereas it would be more faithful to use merger trees extracted from corresponding

DM-only simulations. However, such DM-only simulations only exist for a subset of the

FIRE-2 suite and hence we use the full hydrodynamical suite to increase our sample

size (13 halos). In subsection 2.5.3, we show that none of our conclusions change when

we use only the limited DM-only simulation suite. Nevertheless, we emphasize that the

only input for the SAM is the dark matter halo merger trees: the SAM is not provided

any information about the baryonic properties of the halos.

2.3.2 Computing bulk and flow quantities in the simulations

Our merger trees tell us the center position and radius of the central halo in

every snapshot, as well as many other halo properties. With this information, we can use

the simulation particle data to compute the baryonic properties of the central halo along

the most massive progenitor branch. In Figure 2.1, we illustrate how we compute bulk

masses and differential mass flow quantities in different “zones” for the hydrodynamical

data. The definitions of these zones are well-matched to the SAM for comparison. We

define the stellar mass as the sum of the masses of all star particles within 0.1Rvir. We

also define the ISM mass as the sum of all gas particle masses within 0.1Rvir. The
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CGM mass is defined as the sum of all gas particle masses between 0.1Rvir and 1.0Rvir,

irrespective of temperature, density, etc. We already have the dark matter halo mass

from the merger trees, which is based on the sum of all DM particle masses within

1.0Rvir. These constitute our main integrated mass measurements. We also compute

instantaneous global galaxy SFRs by summing up the predicted instantaneous SFRs

of all individual gas particles within 0.1Rvir. We have also computed time-averaged

SFRs based on adding up stars with ages younger than 20 Myr, 100 Myr, and 1 Gyr,

and find good agreement with the instantaneous gas-based measurements after boxcar

smoothing. By default, we use the instantaneous gas-based measurements since these

are closer in definition to what the Santa Cruz SAM predicts.

We adopt the approach of Muratov et al. (2015) to measure instantaneous mass

flow rates within radial shells. Specifically, for all particles within a given radial shell,

we compute their radial velocities including the contribution from the Hubble flow (this

is generally minor but it can have a differentially larger effect in halo outskirts). We

define all particles with negative halo-centric radial velocities as inflowing, and similarly

all particles with positive radial velocities as outflowing. Then, the mass inflow rate for

a given radial shell is the weighted sum of the individual particle mass fluxes using only

the particles with negative radial velocities:

Ṁ =
∑
i

mi|vr,i|
dL

. (2.8)

Here, mi is the mass of particle i in the shell, |vr,i| is the absolute value of its radial

velocity and dL is the shell width. An analogous calculation is done separately for the
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mass outflow rate using only particles in the shell with positive radial velocities. In this

way, particles with slower velocities contribute less mass flux than those with higher

velocities (for a given particle mass), and the dependence of the mass flux measurement

on the shell width is accounted for.

We make mass inflow and outflow rate measurements in two spherical shells

at every snapshot. We define a “virial shell” that extends from 1.0 − 1.1Rvir and an

“ISM shell” that extends from 0.1− 0.2Rvir. The widths of both shells are thus 0.1Rvir.

We have carried out extensive convergence tests for the location and width of each

shell. In short, the definition of the virial shell is robust to reasonable changes in the

centering and width, especially since we take the halo virial radius as a given from the

merger tree. On the other hand, the definition of the ISM shell is more arbitrary since

there is no obvious ISM “edge” in either the simulation or the SAM. The ISM shell

width represents a good compromise between mitigating Poisson noise, systematically

missing the fastest moving particles, and accurately capturing the bulk flow of mass

as a function of radius across snapshots. The ISM shell is located at a considerable

distance from the ISM which means that there can be contamination from ambient

inner CGM material or fountain flows. However, if the shell is placed too close to the

ISM, then the flow measurements can also be contaminated by the dense ISM. Without

imposing more sophisticated criteria to select truly escaping or accreting ISM particles

and accounting for the complicated geometrical evolution of galaxies, there thus needs

to be a compromise. Overall, we find that our choice of shell definitions are sensible for

comparison to the SAM and for measuring flow rates out to z ∼ 10 (and they are also
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standard in the literature; Faucher-Giguère et al., 2011; Muratov et al., 2015).

Another way to derive mass flow rates is via particle tracking, which also

has the advantage of providing information about recycling distances and timescales.

Anglés-Alcázar et al. (2017a), Hafen et al. (2019) and Hafen et al. (2020) have already

performed this particle tracking analysis for both the FIRE-1 and FIRE-2 simulations,

and we will discuss their results in the context of our work. Note that throughout this

chapter we will use the “pure” inflow and outflow rates separately instead of the net

inflow rate (i.e., inflow minus outflow). We do not attempt to excise satellites whose

own orbits and outflows can contaminate our flow measurements for the central halo.

Leaving satellites in may also bias our computed CGM masses a bit high, although it

does make for a more consistent comparison to the SAM (which transfers the CGM of

subhalos to that of the parent halo; subsection 2.2.2).

2.4 Results

Here we present results from our comparison between the SAM and FIRE-

2 predictions. We will first present the bulk mass quantities and then the mass flow

quantities to better pinpoint any discrepancies.5

5Unless otherwise noted, we boxcar smooth all time series by ±1 Gyr to facilitate visual comparison.
While this smoothing does wash out features on much smaller timescales, our conclusions would broadly
remain the same had we not smoothed the data.
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Figure 2.1: An illustration of our zone definitions for analyzing bulk and flow quantities
in the FIRE-2 simulations. The background image shows the projected gas density
distribution of the MW-mass halo m12m at z = 0 (purple is low density, with green and
yellow representing progressively higher densities, respectively). The solid yellow circles
represent the virial radius (outer circle) and the “edge” of the ISM (inner circle). The
dashed white circles demarcate the outer limits of the virial and ISM shells (1.0− 1.1×
Rvir and 0.1 − 0.2 × Rvir, respectively) through which mass inflow and outflow rates
are computed. Stellar and ISM masses are computed using all star and gas particles
within 0.1×Rvir, respectively, whereas CGM masses are computed using all gas particles
between 0.1−1.0×Rvir. These definitions are well-matched for comparison to the Santa
Cruz SAM.
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2.4.1 Stellar, ISM and CGM mass scalings at z = 0

We begin by showing mass-dependent scaling relations at z = 0 for the SAM,

FIRE-2 and observations in Figure 2.2. We focus on stellar-to-halo, ISM-to-stellar and

CGM-to-halo mass ratios (as a function of the denominator mass; no boxcar smooth-

ing). We include comparisons to median stellar-to-halo mass relations derived from halo

abundance matching (from Rodŕıguez-Puebla et al., 2017; Behroozi et al., 2019) and

ISM-to-stellar mass relations from observations (from Boselli et al., 2014; Peeples et al.,

2014; Calette et al., 2018). We do not include observationally inferred CGM-to-halo

mass ratios because there are large systematic uncertainties associated with measur-

ing the total CGM masses of galaxies. Versions of the stellar-to-halo and (atomic plus

molecular) ISM-to-stellar mass ratio relations are used to calibrate the SAM.6 We em-

phasize that these observational comparisons are purely illustrative: we have not made

an effort to properly generate mock observables and there are a few caveats. First,

the stellar-to-halo mass relations based on subhalo abundance matching are only valid

at Mvir & 1010.5M� due to the resolution of the DM simulations used so we cannot

comment on the low-mass dwarfs (but see Wheeler et al., 2019). In addition, we do

not make any cuts on ISM gas phase for the SAM and FIRE-2 predictions even though

the observationally inferred ISM-to-stellar mass ratios plotted in Figure 2.2 account for

6As mentioned in subsection 2.2.2, we have disabled AGN feedback in the SAM for the sake of a
fair comparison with FIRE-2, even though the SAM relies on AGN feedback to agree with observations
for MW and higher mass halos (there are no appreciable effects for dwarfs in the SAM). We find that
enabling AGN feedback in the SAM decreases the stellar and ISM masses of MW halos by a couple
tenths of a dex, and increases their CGM masses by more than a dex (owing to quasar winds ejecting
ISM mass and radio jet heating offsetting CGM cooling; Somerville et al., 2008a). As expected, this
brings the SAM MW halos into even better qualitative agreement with the observations shown.
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only the cold atomic and molecular gas phases (i.e., HI and H2). This is done to prevent

confusion throughout the rest of this chapter where we will simply want to compare the

total ISM masses between the SAM and FIRE-2 (neglecting the physics of multi-phase

gas partitioning, which is beyond the scope of this chapter). Note, however, that the

SAM predictions for the cold atomic and molecular ISM gas masses alone (excluding

HII) have been shown agree well with observations at z ∼ 0 (Popping et al., 2014;

Somerville et al., 2015).

Overall we find that the SAM and FIRE-2 predictions agree relatively well

with each other and with observations for the stellar-to-halo and ISM-to-stellar mass

ratios at fixed mass, but disagree dramatically on CGM-to-halo mass ratios. In detail,

the stellar-to-halo mass ratios generally agree with the abundance matching relations

within a factor of two for both the SAM and FIRE-2.7 We do not attempt to extend the

abundance matching relations to low-mass dwarfs. As for the ISM-to-stellar mass ratio,

the SAM and FIRE-2 agree relatively well with each other and with the observations

for the m11 and m12 halos. This is remarkable since no attempt was made to force the

SAM to reproduce FIRE-2, and FIRE-2 itself was not calibrated to match observations.

However, for the m10 halos, the SAM is higher than FIRE-2 by up to a factor of ten.

This order of magnitude disagreement persists if we separately compare just the cold

ISM mass (atomic plus molecular; defined crudely in FIRE-2 as all gas particles at

7Figure 7 of Hopkins et al. (2018a) shows even better agreement for the m12 halos. Our virial and
stellar masses agree with those of Hopkins et al. (2018a, Table 1) within 0.1 dex, but our stellar masses
are slightly larger whereas our virial masses are slightly smaller. Hence, our estimate of the stellar-
to-halo mass ratio itself will be biased higher than theirs. The virial mass disagreement can likely be
attributed to our different halo finders whereas the stellar mass difference is likely due to our different
assumed integration radius. We use 0.1Rvir for simplicity but they use a more refined, slightly smaller
definition (three times the iteratively computed 3D stellar half-mass radius).

36



< 0.1Rvir with T < 104 K) or the warm ionized gas mass (HII; defined crudely in

FIRE-2 using gas particles at < 0.1Rvir that have T = 104 − 105 K).

Strikingly, all of these differences are eclipsed by discrepancies in the CGM-to-

halo mass ratios: the SAM predictions are orders of magnitude lower than FIRE-2, with

the deficit being systematically larger for lower mass halos (∼ 3 orders of magnitude).

The ability to agree relatively well on stellar and ISM mass but disagree by orders of

magnitude on CGM mass reflects the flexibility allowed in phenomenological models for

the baryon cycle. In our case, this flexibility arises because the SAM is not calibrated

to match the observed CGM masses of galaxies (which are highly uncertain; it is not

clear whether the bulk of extragalactic, non-ISM gas bound to halos is located within

or outside of those halos).

2.4.2 Stellar mass histories

While the previous comparison of mass-dependent scaling relations at z = 0

is already suggestive of significant model discrepancies, it is insightful to compare the

full time evolution of various properties. We start with stellar mass in Figure 2.3.

Overall, the SAM and FIRE-2 agree roughly within a factor of two. Although the SAM

was tuned to reproduce the z = 0 stellar mass function, it is not tuned to reproduce

observations at earlier cosmic epochs, although its predictions have been shown to be

in reasonably good agreement with observations such as luminosity and stellar mass

functions out to z ∼ 10 (Somerville et al., 2015; Yung et al., 2019a,b). Two trends are

evident: the SAM tends to predict higher stellar masses than FIRE-2 at early times in
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Figure 2.2: Our FIRE-2 measurements (circles) and SAM predictions (crosses) for
stellar-to-halo mass ratios (left), ISM-to-stellar mass ratios (middle), and CGM-to-halo
mass ratios (right) at z = 0. Halos are colored according to their mass bin (low-mass
dwarfs in purple, intermediate-mass dwarfs in green and MW-mass halos in red). We
also show observationally inferred scaling relations for median stellar-to-halo mass ra-
tios (Rodŕıguez-Puebla et al., 2017; Behroozi et al., 2019) and ISM-to-stellar mass ratios
(Boselli et al., 2014; Peeples et al., 2014; Calette et al., 2018). We do not show obser-
vational estimates of CGM-to-halo mass ratios since they are highly uncertain and the
SAM is not calibrated to match observed CGM properties. The SAM and FIRE-2 agree
relatively well with each other and with these observations in terms of stellar-to-halo and
ISM-to-stellar mass ratios at a fixed mass (the ISM-to-stellar mass ratios predicted by
the SAM for low-mass dwarfs would agree better with observations if we only included
the cold atomic and molecular phases; Popping et al., 2014; Somerville et al., 2015).
By comparison, the SAM and FIRE-2 predictions for CGM-to-halo mass ratios disagree
dramatically with each other, especially for the dwarfs where the SAM predictions are
generally lower by ∼ 3 orders of magnitude.
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MW-mass halos (by up to a factor of 10) and to a lesser extent in the m11 halos; and

it also predicts higher stellar masses than FIRE-2 in the low-mass dwarfs at late times

(but by less than a factor of two, except for the remarkably late-forming halo m10v,

which we will discuss later).

Figure 2.3: Comparison of the stellar mass assembly history measured in FIRE-2 and
as predicted by the SAM. Top: logarithmic ratio of the SAM and FIRE-2 time series
color-coded by mass bin (m10 halos in purple, m11 halos in green, and m12 halos in
red). Bottom: individual stellar mass assembly histories for one representative halo from
each mass bin (m10q left, m11c middle, m12f right). All time series are smoothed over
∼ 1 Gyr for easier visual comparison. With one exception (m10v), the SAM generally
reproduces the FIRE-2 stellar mass assembly histories within a factor of two.
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2.4.3 Star formation stochasticity

That the overall stellar mass assembly histories agree already suggests that

the star formation histories (SFHs) must also agree when averaged over sufficiently

long timescales. Indeed, we find that this is generally the case. However, on shorter

timescales (∼ 100 Myr), the behavior of the SAM and FIRE-2 SFHs are very different.

In Figure 2.4, we show the normalized SFHs of all 13 FIRE-2 halos and include the SAM

predictions. As already shown by Sparre et al. (2017) and Faucher-Giguère (2018), the

FIRE-2 m10 and m11 halos have bursty SFHs at all times, whereas the more massive

m12 halos are only bursty at early times (z & 1 corresponding to cosmic ages . 6 Gyr)

and settle into a more steady state at later times (see also Muratov et al., 2015; Anglés-

Alcázar et al., 2017a; Ma et al., 2017). These trends are not predicted by the SAM, in

which there is systematically much lower SFH variability compared to FIRE-2.

2.4.4 ISM mass histories

Figure 2.5 now compares the ISM mass histories between FIRE-2 and the

SAM. Overall we see more disagreement here. The SAM predicts higher ISM masses

than FIRE-2 in halos of all masses at very early times (up to a factor of ten). The SAM

ISM masses are higher by at least a factor of ∼ 5-10 in nearly all the m10 halos over

all of cosmic time (as discussed in subsection 2.4.1, these differences persist if we only

consider the cold or warm ionized components). The m11 ISM masses predicted by the

SAM tend to be higher than FIRE-2 by about a factor of 2-3 over most of cosmic time.

The MW mass halos mostly show good agreement between the two methods (within a
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Figure 2.4: Normalized SFHs for FIRE-2 measurements (colored curves) and SAM pre-
dictions (black). The time series are the instantaneous SFHs divided by the correspond-
ing 100 Myr boxcar-smoothed SFHs. The halos are ordered based on increasing z = 0
halo mass from top to bottom (m10 halos in purple, m11 in green, m12 in red). The m10
and m11 FIRE-2 halos are bursty at all times, and the m12 halos are bursty at early
times but not late times. In contrast, the SAM predicts much less SFH stochasticity.
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factor of 2) after a cosmic age of about 6 Gyr.

Figure 2.5: Similar to Figure 2.3 but now for ISM mass as a function of cosmic age. The
SAM agrees relatively well with FIRE-2 for the m12 halos except at very early times,
and this is also true for the m11 halos, albeit with more scatter. But the systematic
discrepancy for the m10 halos remains at the order of magnitude level at all times,
consistent with the z = 0 SAM excess in Figure 2.2.

2.4.5 CGM mass histories

Next we will compare the “CGM” mass predicted by the SAM and as measured

in FIRE-2. In Figure 2.6, we plot the time evolution of the CGM mass in FIRE-2 and

in the SAM. It is immediately obvious that the CGM mass is much lower in the SAM

than in FIRE-2 in all halos at all times. The CGM mass is ∼ 3− 4 orders of magnitude
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lower in the SAM than in FIRE-2 for the m10 and m11 halos. While the discrepancy is

smaller for the m12s, the SAM still has lower CGM masses than FIRE-2 by ∼ 1 order of

magnitude. The “boxy” trajectories for CGM mass in the dwarfs are likely an artifact

of the SAM CGM cooling model (the CGM mass may be constant when Rcool > Rvir

and the halo gas inflow rate equals the ISM inflow rate, assuming outflows and subhalo

accretion are a negligible source of CGM mass growth; subsubsection 2.2.2.2).

For context, we also plot the time evolution of the “ejected” gas mass reservoir

for the individual example SAM halos, and see that it dominates over the CGM mass.

Most of this extragalactic (i.e., non-ISM but still bound) gas resides outside of the halo

in the SAM, and its mass alone agrees better with the FIRE-2 CGM mass (especially

for the MW halos).

2.4.6 Halo baryon fraction evolution

Finally, it is useful to combine the three previous bulk mass quantities and

define the bulk halo baryon fraction:

fb,halo =
Mstars +MISM +MCGM

Mstars +MISM +MCGM +MDM
. (2.9)

Consistent with Muratov et al. (2015), Fitts et al. (2017) and Hafen et al. (2019), in

Figure 2.7 we show that lower mass FIRE-2 halos are more depleted of baryons than

higher mass halos, relative to the universal baryon fraction (fb = 0.158 according to

Planck Collaboration et al., 2016). The SAM reproduces this overall trend. In more

detail, the SAM predictions relative to FIRE-2 are systematically lower for the m11
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Figure 2.6: Similar to Figure 2.3 but now for CGM mass. The SAM predicts much
lower CGM masses than FIRE-2 for all halos, with the deficit being worse for the m10
and m11 halos (∼ 3 − 4 orders of magnitude). In the individual example halo panels
(bottom), we overplot the mass of the “ejected gas” reservoir (dashed gray lines) and
see that it alone is larger than the FIRE-2 CGM mass. The SAM CGM masses are
likely very low because most of the gas resides in this ejected reservoir (i.e., the SAM
predicts that most of the extragalactic yet bound gas resides outside of the halo).
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and m12 halos and similar or higher for the m10 halos. However, the differences are

roughly at the factor of ∼ 2 − 3 level at most and primarily driven by the CGM mass

deficit in the SAM (which predicts that most of the extragalactic/non-ISM bound gas

resides outside of the halos rather than in the CGM). The main reason why the m10

halos tend to have somewhat similar (or higher at late times) baryon fractions in the

SAM than FIRE-2 is because their CGM mass deficit is somewhat offset by their ISM

mass excess. It is interesting that any order of magnitude discrepancies in the individual

mass components (namely ISM and CGM mass) manifest as relatively inconsequential

differences for the halo baryon fraction, suggesting that this is an ambiguous quantity

to interpret on its own.

2.4.7 Halo mass inflow rates

In order to better pinpoint what is driving the trends in the bulk quantities

above, we now turn to a comparison of differential quantities, namely the corresponding

mass inflow and outflow rates for the ISM and CGM. We begin with the halo mass

inflow rate in Figure 2.8. For the MW-mass halos, the SAM agrees relatively well

with FIRE-2 effectively at all times. But for progressively lower mass halos, the SAM

predicts systematically higher halo gas accretion rates than measured in FIRE-2, with

the discrepancy getting somewhat worse with time. For the m11 halos, the SAM is

higher than FIRE-2 by more than a factor of two, and for the m10 halos, the SAM is

higher than FIRE-2 by more than a factor of ten.

We can gain further insight by splitting the SAM halo gas accretion into pris-
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Figure 2.7: Similar to Figure 2.3 but now for the bulk halo baryon fractions. The SAM
reproduces the general trend in FIRE-2: lower mass halos are more depleted of baryons
than higher mass halos, relative to the universal baryon fraction (horizontal gray lines in
the bottom panels; fb = 0.158 according to Planck Collaboration et al., 2016). There is
relatively good agreement between the SAM and FIRE-2, with differences at the factor
of ∼ 2− 3 level at most (despite order of magnitude differences in ISM and CGM mass;
note the much smaller y-axis range in this figure compared to Figure 2.5 and Figure 2.6).
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tine accretion versus re-accretion of gas that was previously ejected from the halo due to

stellar feedback. It then becomes obvious that the re-accretion rate dominates over the

pristine accretion rate in the dwarfs (see gray lines in the bottom panels of Figure 2.8;

these halos are representative). Hence, the trend that the overall halo mass inflow rate

is higher in the SAM than FIRE-2 for dwarfs is primarily driven by the high re-accretion

rates. However, the pristine SAM accretion rate itself can still be significantly higher

than FIRE-2 for the low-mass dwarfs, which may reflect preventative feedback not

modeled by the SAM. Finally, for the MW-mass halos, the pristine accretion generally

dominates over re-accretion, which is sensible since most stellar-driven winds cannot

escape the potential well of these more massive halos (Equation 2.7). However, there

can be dips in the pristine accretion that reflect the underlying DM halo merger his-

tory.8 Coincidentally, these dips are generally compensated for by the re-accretion rate,

leading to overall agreement with the FIRE-2 halo inflow rates for the MW-mass halos

(as seen for the example m12f halo).

2.4.8 ISM inflow rates

Figure 2.9 compares the ISM accretion rate between the SAM and FIRE-2.

The SAM predicts much higher ISM accretion rates compared to FIRE-2. For the m10

halos, the SAM is higher than FIRE-2 by more than a factor of 10 whereas for the m11

and m12 halos the SAM is larger than FIRE-2 by more than a factor of two (especially

8For a central halo that experiences a merger, the halo mass will generally show a sharp jump because
the halo finder suddenly assigns to the central halo all the particles belonging to the recently accreted
subhalo. The subsequent DM accretion can be lower by comparison, especially while the halos have not
fully coalesced.
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Figure 2.8: Similar to Figure 2.3 but now for halo gas accretion rate. In the bottom
panels, we also plot the SAM halo gas accretion rate split into pristine accretion (solid
gray) and re-accretion of previously ejected gas (dashed gray). The SAM matches the
MW-mass halo gas accretion rates relatively well, but predicts significantly higher values
for the dwarfs (by ∼ 1 − 2 orders of magnitude). This excess accretion in the SAM is
primarily driven by its high ejected gas re-accretion rate, but the pristine accretion by
itself is still higher than FIRE-2 for the low-mass dwarfs (m10q is representative).
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at late times).

Figure 2.9: Similar to Figure 2.3 but now for ISM gas accretion rate. The SAM generally
has higher ISM gas accretion rates than measured in FIRE-2, and this discrepancy is
preferentially worse for the lower mass halos (up to two orders of magnitude). Even the
m12 halos at late times have about a factor of two higher ISM accretion rates in the
SAM than in FIRE-2.

2.4.9 ISM outflow rates

Next, we turn to the ISM mass outflow rate in Figure 2.10. The SAM ejects

much more gas from the ISM than FIRE-2, with the discrepancy being more than a

factor of 2 for most halos at most times. This is expected because if the SAM is to

match the SMHM relation at z = 0, then it must remove the excess accreted ISM gas
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via more efficient stellar feedback. Indeed, we verified that, on average, the net ISM

inflow rates (inflow minus outflow) agree relatively well between the SAM and FIRE-2,

with some slight discrepancies for the dwarfs (related to their excess ISM masses in

Figure 2.5). However, the issue is that the SAM and FIRE-2 are achieving their similar

net inflow rates in different ways.

Figure 2.10: Similar to Figure 2.3 but now for the ISM mass outflow rate. The SAM
has higher ISM outflow rates than FIRE-2, with the discrepancy becoming larger than
a factor of two for most halos by late times. This is necessary in the SAM to prevent
excess star formation and match the observed stellar mass function.
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2.4.10 Halo outflow rates

Lastly, we compare halo mass outflow rates in Figure 2.11. Again, the halo

outflow rates are higher in the SAM than FIRE-2 for the m11 and m10 halos, and

for the m12s at very early and at late times. This is somewhat expected given that

the ISM outflow rates were higher as well, and the halo outflow rate is simply a halo

circular velocity dependent re-scaling of the ISM outflow rate (Equation 2.7). However,

comparing the cumulative mass ejected from the halo versus from the ISM (obtained via

integration of the respective mass outflow rate histories without boxcar smoothing) as a

function of time between the two models reveals a striking phenomenon. In Figure 2.12,

we see that the ratio of halo outflow mass divided by ISM outflow mass is generally

less than one in FIRE-2 for the m11 and m12 halos, except at very early times when

the progenitor halos are in the dwarf phase. The SAM shows a qualitatively similar

trend for these intermediate-mass dwarf and MW-mass halos at z . 2: an increasingly

greater fraction of wind mass is able to leave the halo in progressively lower mass halos.

However, it is striking that in FIRE-2, this ratio can exceed 1 for the m10 dwarfs. The

ratio reaches a factor of ∼ 1.5 for m10q and, incredibly, a factor of ∼ 10 for the late-

forming m10v (and even higher ratios are reached for the progenitors of all halos at

very early times z & 6). This implies that more mass has left the halo than has ever

left the ISM (cumulatively), and is suggestive of entrainment of ambient CGM material

by outflows (see also Muratov et al., 2015; Hafen et al., 2019, 2020). In contrast, the

ratio can never exceed 1 by construction in the SC SAM. Hence, the SAM predicts
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that nearly all winds will leave the halo in low-mass dwarfs as specified by the function

Equation 2.7, but any potential effects resulting from entrainment are not captured by

the SAM.

Figure 2.11: Similar to Figure 2.3 but now for the halo mass outflow rates. The SAM has
higher halo mass outflow rates than the FIRE-2 measurements. This is not surprising
because the halo mass outflow rate in the SAM is a halo circular velocity-dependent
re-scaling of the ISM outflow rate, and the latter was already shown to be much higher
than FIRE-2.

2.5 Discussion

Here we interpret the results from our comparison, discuss possible solutions

to the model discrepancies with an emphasis on developing ways to modify SAMs to
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Figure 2.12: The ratio of the cumulative mass ejected from the halo versus from the
ISM as a function of cosmic time for FIRE-2 (left panel) and the SAM (right panel).
The lines are color-coded according to z = 0 halo mass. The SAM qualitatively follows
the FIRE-2 trends for the m11 and m12 halos at z . 2 (i.e., cosmic ages & 3 Gyr): an
increasingly larger fraction of winds are able to leave the halo in progressively lower mass
halos. But in the FIRE-2 simulations, the m10 halos strikingly tend to have expelled
more material through Rvir than has ever left the ISM boundary (0.1Rvir), implying
significant entrainment of ambient CGM material by the outflows (this is also true for
the progenitors of all halos at very early times z & 6). Since the ratio cannot exceed
1 in the SAM by construction, it asymptotes to 1 for the low-mass dwarfs (all of their
winds leave the halo).
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produce better agreement with FIRE, and present a new preventative stellar feedback

model to help interpret the suppressed dwarf halo gas accretion efficiencies in FIRE-2.

2.5.1 Interpreting the model discrepancies

In this subsection, we will step through each of the four mass flow rates in

turn and discuss the possible causes and solutions for the SAM versus FIRE-2 model

discrepancies. But first we provide a high-level summary of the basic story, which is

also summarized with a cartoon schematic in Figure 2.13. We showed that two very rea-

sonable models of galaxy formation – the Santa Cruz SAM and the FIRE-2 simulations

– agree relatively well with each other in terms of their stellar and ISM mass histories

(Figure 2.2, Figure 2.3 and Figure 2.5). However, the two models disagree dramatically

in terms of their CGM mass histories, with the SAM remarkably predicting ∼ 3 orders

of magnitude lower CGM mass than FIRE-2 for the dwarf halos (Figure 2.2 and Fig-

ure 2.6). The SAM assumes that most of the “missing” extragalactic gas resides outside

of the halo in a so-called “ejected” reservoir (owing partially to observational uncertain-

ties about the total CGM masses of galaxies). To better understand the discrepancies,

we turned to the actual mass flow rates for the ISM and CGM. The fundamental discrep-

ancy between the SAM and FIRE-2 arises in the halo gas accretion rate (Figure 2.8).

While there is reasonable agreement for the MW-mass halos, the SAM predicts much

higher halo gas accretion rates for the dwarfs than FIRE-2 (exceeding a factor of ten for

the low-mass dwarfs by z = 0). The ISM gas accretion rates are also higher in the SAM

than FIRE-2 by more than a factor of two for the m11 and m12 halos, and by more
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than a factor of ten for the low-mass dwarfs (Figure 2.9). These higher inflow rates

in the SAM are compensated for by higher ISM and halo outflow rates in the SAM

compared to FIRE-2 (Figure 2.10 and Figure 2.11), making it possible to understand

why the SAM and FIRE-2 predict similar stellar mass and ISM mass histories. In addi-

tion to these discrepancies, the SAM also does not capture star formation stochasticity

(Figure 2.4) and the entrainment of ambient CGM material by outflows from low-mass

dwarfs (Figure 2.12).

We begin by diagnosing the higher halo gas accretion rates of dwarf halos in

the SAM compared to FIRE-2. We showed in Figure 2.8 that re-accretion of previously

ejected gas dominates over pristine accretion for the SAM dwarf halos. Hence, to first

order the halo gas ejection and recycling model must be updated, but this is an area

of uncertainty that has long plagued SAMs. Previous works have shown that the way

in which halo gas ejection and re-accretion is implemented in SAMs can significantly

affect results. Early models were split between allowing no re-accretion at all versus

assuming a single re-accretion timescale (e.g., see section 2.6 of Somerville & Primack,

1999, and references therein). Somerville et al. (2008a) claim that some re-accretion

is necessary to match the observed baryon fractions of galaxy clusters (which would

otherwise be predicted to be too low), but simultaneously reproducing the late formation

times and mass functions of dwarfs has presented challenges. Henriques et al. (2013)

proposed that the re-accretion timescale should depend inversely on halo mass with no

dependence on redshift because that allowed their SAM to better match the observed

evolution of dwarfs. White et al. (2015) re-visited this issue with the Santa Cruz SAM
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and tested three alternative solutions for de-coupling the star formation and halo gas

accretion histories of dwarfs: adding a redshift dependence for the mass loading factor

of stellar-driven winds, changing the gas depletion timescale for star formation, and

changing the re-accretion timescale as in Henriques et al. (2013). Their comprehensive

observationally-driven study concluded, in qualitative agreement with Henriques et al.

(2013), that preferentially increasing the re-accretion timescale for dwarfs may be the

most promising solution.

Another approach for guiding SAMs is to explicitly track halo gas recycling in

high-resolution simulations. Anglés-Alcázar et al. (2017a) showed that recycling is ubiq-

uitous and occurs over a broad range of timescales in the FIRE-1 simulations, although

the recycling events generally happen in the inner halo (“fountain flows”) leading to

median recycling timescales of only ∼ 100− 350 Myr (see also Hafen et al., 2019, 2020,

for the FIRE-2 suite). Interestingly, Christensen et al. (2016) and Tollet et al. (2019)

both find longer median recycling timescales of ∼ 1 Gyr in their respective zoom-in

simulation suites, with little or no dependence on halo mass, supporting the use of a

single recycling time as adopted in some SAMs. Indeed, our SAM assumes a single re-

cycling time (roughly on the order of a Hubble time), with the caveat that our recycling

refers to gas already ejected from the halo whereas many of the previous simulation

analyses define recycling within the halo. Tollet et al. (2019) and Hafen et al. (2020)

also emphasize the inherently multi-phase nature of outflows in their simulations, with

the hot component more easily able to leave the halo and the cooler component likely

to be recycled at the inner halo via fountain flows. This general multi-phase picture for
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outflows is in agreement with even higher resolution but smaller scale simulations (e.g.,

Kim & Ostriker, 2018; Fielding et al., 2018; Li & Bryan, 2019; Li & Tonnesen, 2019;

Kim et al., 2020a). This suggests that decreasing the high halo gas accretion rates

of dwarfs involves more than just preferentially increasing their recycling timescales,

namely improving how the ejected SAM component is modeled in the first place. Some

fraction of gas in the ejected reservoir should be allowed to become unbound perma-

nently (especially for the hottest, fastest winds in dwarfs), and a distinct bound wind

component should be modeled which does not have enough energy to escape beyond Rvir

but instead may recycle rapidly in the inner halo. In addition, it may not be necessary

to appeal solely to moving gas outside of the halo to reduce CGM cooling rates and

hence SFRs; instead, some fraction of the “ejected” reservoir could actually be placed

within the CGM but in a thermal state that simply does not cool efficiently.

Figure 2.8 also implies that updating halo gas ejection and recycling may not

be enough: the pristine gas accretion rates alone can still be significantly higher in the

SAM than FIRE-2 for the low-mass dwarfs (m10q is representative). It is tempting to

attribute this to the different UV background model assumed in the SAM (taken from

the simulations of Okamoto et al., 2008, who themselves adopted the UV background

model of Haardt & Madau 2001) versus in FIRE-2 (Faucher-Giguère et al., 2009). Ac-

cording to the Okamoto et al. (2008) prescription, the characteristic mass at which the

bulk halo baryon fraction drops to half of the universal value at z = 0 is ≈ 1010M�. It is

a factor of a few higher, ≈ 5× 1010M� according to the simulations of Faucher-Giguère

et al. (2011, their Figure 7), who implemented the Faucher-Giguère et al. (2009) UV
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background model.9 Using the SAM, we have experimented with increasing the char-

acteristic mass and/or changing the redshift of reionization (within a reasonable range

of values) but find that this cannot satisfactorily explain the suppressed halo accre-

tion, especially for the intermediate-mass dwarfs.10 The main exception is m10v, the

late-forming low-mass dwarf for which our SAM predictions disagree dramatically with

FIRE-2: its virial mass does not exceed the SAM fiducial characteristic mass until z ∼ 2,

compared to z ∼ 10 for the other m10 halos. Interestingly, previous authors have argued

that the low halo baryon fractions and accretion rates of the FIRE-2 dwarfs can at least

partially be attributed to the UV background (Fitts et al., 2017; El-Badry et al., 2018;

Hafen et al., 2019), in contrast to the weaker effects predicted by the SAM.

What else could possibly suppress the halo gas accretion rates of the FIRE-2

dwarfs?11 There is an emerging consensus that some form of preventative feedback

is needed in SAMs beyond UV background heating alone. Hirschmann et al. (2012)

already showed that the Santa Cruz SAM predicts much higher halo gas accretion

rates compared to their reference suite of cosmological zoom-in simulations (see their

Figure 11). Interestingly, Lu et al. (2011a) found the opposite when comparing their

SAM to the cosmological simulations of Kereš et al. (2009). Nevertheless, both of these

9But note that the Faucher-Giguère et al. (2011) simulations pre-date the FIRE-2 subgrid models,
hydrodynamic solver, etc. To properly assess the redshift evolution of the characteristic mass in FIRE-2,
we would need FIRE-2 simulations with all stellar feedback turned off, such that only the UV background
and gravitational shock heating can systematically suppress gas inflows at Rvir.

10Note also that significantly changing the redshift of reionization or characteristic mass normalization
would cause other predictions of the SAM to disagree with FIRE-2 and observations, and possibly make
the SAM assumptions inconsistent with cosmology constraints from Planck Collaboration et al. (2016).

11The large-scale cosmic web environment of a halo can be very relevant, but we think this is unimpor-
tant for our sample of FIRE-2 halos which are relatively isolated and have “typical” accretion histories
for their mass (Hopkins et al., 2018a).
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authors later assumed general “pre-heating” to suppress halo gas accretion rates for their

SAMs (Lu et al., 2015; Hirschmann et al., 2016; Lu et al., 2017). More recently, Tollet

et al. (2019) characterized the baryon cycle in the NIHAO simulations (Wang et al.,

2015) and also argued that SAMs would need a new “maintenance feedback” channel

to achieve lower cooling rates. They showed that in the NIHAO simulations, stellar-

driven outflows from dwarf halos divert otherwise inflowing gas supplied by cosmic web

filaments on scales as large as 6Rvir, resulting in suppressed accretion. Furthermore, the

entrainment of outflows implied by our Figure 2.12 may have additional preventative

feedback effects that need to be better understood (this phenomenon is also seen in

the FIRE-1, NIHAO and EAGLE simulations, respectively, by Muratov et al., 2015;

Tollet et al., 2019; Mitchell et al., 2019). In the next section, we will present a simple

but physically-motivated model for preventative stellar feedback that agrees remarkably

well with the reduced halo gas accretion efficiencies in FIRE-2.

Now we turn to the ISM inflow rate: the ISM accretion rates may be higher

in the SAM than in FIRE-2 in part because the same is already true for the halo gas

accretion rates. However, subtle details of the SAM halo gas cooling model (based on

White & Frenk, 1991) may also cause the ISM inflow rates to disagree. It is notable

that although the CGM mass in the SAM is much lower than it is in FIRE-2 dwarfs,

the ISM accretion rates are higher. In the regime where Rcool < Rvir (“hot/slow”

mode accretion), a higher overall CGM mass would likely correspond to higher cooling

rates in the SAM (subsubsection 2.2.2.2). This implies that if the SAM CGM masses

were somehow made to agree better with FIRE-2, the ISM inflow discrepancy would
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presumably become worse with the existing SAM cooling model. However, the simple

SAM assumption that gas accretes into the ISM on a dynamical time when Rcool > Rvir

(“cold/fast” mode accretion) could also be a factor. If gas accretes into the ISM too

quickly, without spending enough time in the CGM, this would be consistent with both

the lower CGM masses and higher ISM inflow rates of SAM dwarfs compared to FIRE-2.

Since it is likely that most of the dwarf halos spend most of their lifetime experiencing

this so-called “cold/fast” mode accretion in the SAM, this is an important regime to

study in the future.

A critical point is that the SAM does not include a heating term due to stellar-

driven winds that can offset the predicted halo gas cooling rate. In the FIRE-2 dwarfs,

it is almost certainly the case that the energy and momentum of stellar-driven winds are

suppressing accretion on the scale of the ISM (this may even have an effect in the MW-

mass halos at late times, where the SAM ISM accretion rates are higher than FIRE-2

by more than a factor of two; Figure 2.9). In addition, the calculation of a “cooling

radius” and ad hoc treatment of the case when it is greater than the virial radius can

lead to unphysical looking behavior for the dwarfs (e.g., the “boxy” trajectories for

CGM mass in Figure 2.6). Even for the radiative cooling timescale calculation itself,

the assumed singular isothermal CGM mass density profile is likely an oversimplification

for the simulated halos since bursty inflows and outflows may cause the CGM to have

a more dynamic structure. SAMs do not generally explicitly model the structure and

dynamics of the CGM, but this is slowly changing with work on new cooling flow

solutions (e.g., Lu et al., 2011a; Stern et al., 2019) and explicit CGM substructure
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models (e.g., Maller & Bullock, 2004; Voit et al., 2015; Faerman et al., 2019; Lan &

Mo, 2019). Explicitly modeling the CGM with SAMs is important given that modern

cosmological hydrodynamical zoom-in simulations, including the FIRE suite, might lack

the resolution requirements to capture some of the relevant cooling and shock heating

microphysics (e.g., see the recent enhanced halo resolution studies by Hummels et al.,

2019; van de Voort et al., 2019; Peeples et al., 2019).

Finally, switching to the outflow side: it is again not surprising that the ISM

outflow rates are much higher in the SAM than in FIRE-2 given the agreement between

their stellar mass histories. The only plausible way to decrease the SAM ISM outflow

rates is to implement preventative feedback that suppresses the high gas accretion rates

in the first place. Improvements in this area may fundamentally require changing how

we model “disk mode” star formation and what we assume about variations in the local

star formation efficiency (e.g., Khullar et al., 2019, and references therein). Indeed, the

order of magnitude ISM mass excess but factor of two agreement on stellar mass for

low-mass dwarfs predicted by the SAM compared to FIRE-2 suggests that the assump-

tions for how gas forms stars are different in the two models. In addition, small-scale

simulations suggest that preventative feedback effects may be stronger during bursty

star formation episodes since those result in clustered supernovae that drive faster, more

energetic winds (e.g., Gentry et al., 2017; Fielding et al., 2017a). To achieve local star

formation efficiency variations and stochasticity in a physically self-consistent way, the

SAM outflow model itself may need to be replaced with one that depends exclusively

on local properties. Ideally, on the ISM scale, the mass, energy, momentum and metal
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mass from stellar feedback should be deposited locally, e.g., within annuli of a radially-

resolved disk (e.g. Forbes et al., 2019). For halo outflows, while the traditional approach

of setting a wind escape fraction that depends on the global halo circular velocity may

still be viable, Figure 2.12 suggests a need for additional variables that account for

entrainment and ejection of ambient CGM material by multi-phase outflows (see also

Guo et al., 2011; Muratov et al., 2015; Hu, 2019; Li & Bryan, 2019; Tollet et al., 2019;

Mitchell et al., 2019; Hafen et al., 2019, 2020).

The discrepancies between the Santa Cruz SAM and FIRE-2 have implications

for other models of galaxy formation. That two models with very different underlying

baryon cycles can still match the observed evolution of the stellar mass function, and by

extension the low-mass end of the stellar-to-halo mass relation, emphasizes ambiguities

for interpreting observations with phenomenological models. These ambiguities are

amplified even more with subhalo abundance matching and “semi-empirical models”

that make even simpler assumptions for how halo mass accretion rates relate to galaxy

star formation rates (e.g., Behroozi et al., 2013a; Moster et al., 2013; Rodŕıguez-Puebla

et al., 2016, 2017; Moster et al., 2018; Tacchella et al., 2018; Behroozi et al., 2019). For

example, it is common practice in these models to define the star formation efficiency

as SFE= SFR
fbṀvir

. If indeed the halo gas accretion rates of dwarfs follow the universal

baryon fraction, then this would imply low SFEs in dwarfs. But our study suggests that

it is also possible for the reverse interpretation to be true: for a given SFE, if less gas

is flowing into the halo in the first place, then this can also explain the lower SFRs of

dwarfs. With a SAM coupled to high resolution simulations, we can explicitly isolate
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and model these preventative physical processes (as in the next section) and ultimately

study the implications for the evolution of the galaxy–halo connection.

Figure 2.13: A cartoon that schematically illustrates the results of our comparison
between the SAM and FIRE-2 (restricted to z = 0 for simplicity). On the left we show
a representative dwarf (m10q) and on the right a representative MW-mass halo (m12f).
For each halo, the left half portrays the SAM and the right half depicts FIRE-2. From
inside out, we show the bulk masses of stars (black), ISM (blue), CGM (red) and the
ejected gas reservoir (magenta; restricted to the SAM since there is no clear definition
of this component for FIRE-2). The opacity can be used to compare the mass of a
single component between the two models or the mass of different components within a
single model. The arrows illustrate inflows and outflows between the different bulk mass
components (note that the purple arrows show the total halo gas accretion rate, not the
recycling rate). Larger size arrows convey higher flow rates. Note how the stellar masses
agree very well between the two models for both galaxies despite significant differences
in the other bulk components.

2.5.2 A simple preventative stellar feedback model

Here we present a simple physical model for how preventative stellar feedback

can suppress gas accretion rates preferentially for dwarf halos on the scale of Rvir. We
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deliberately keep the model simple as the goal here is to demonstrate that a reasonable

model can approximately match the FIRE-2 inflow results, rather than trying to develop

a detailed prescription for inclusion in semi-analytic models, a task we defer to future

work. The essence of our model is that the energy from SN-driven winds can heat some

fraction of the gas beyond Rvir to the virial temperature (or higher). Since the virial

temperature is a measure of the gravitational potential depth, this would then imply

that the heated gas becomes unbound from the halo and hence is unable to accrete.12

Note that preventative feedback in this context refers to preventing gas from accreting

into the halo in the first place (as in Lu et al., 2017), rather than preventing halo gas

from accreting into the ISM (e.g., Mitra et al., 2015).

First, we define

fin =
Ṁin,baryons

fbṀin,DM

(2.10)

as the ratio of the actual baryonic mass inflow rate (Ṁin,baryons) to the baryon fraction-

adjusted DM mass inflow rate (fbṀin,DM) at the virial radius.13

We can obtain an expression for the amount of gas mass that must be heated

to suppress the accretion rate by first writing down an expression for halo gas binding

energy:

Eb =
1

2
fbMvirV

2
vir . (2.11)

Next, we take the time derivative of this expression and equate it to the heating rate

12The unbound, low-density hot gas may then travel outwards before eventually turning around and
recooling on to the halo (e.g., as illustrated in Figure 1 of Noh & McQuinn, 2014). More complicated
models may predict the detailed evolution of this gas, but here we restrict ourselves to simply deriving
an effective suppression fraction for the initially accreting gas.

13Note that we should also multiply by an additional factor fcoll to account for UV background heating
(Equation 2.1), but this is likely negligible for most of our halo masses, as we will show later.
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(Ėheat); if we assume Vvir is constant and we isolate the gas mass term (fbMvir), we get

the needed mass heating/unbinding rate:

fbṀin,DM(1− fin) =
2Ėheat

V 2
vir

, (2.12)

where we have used our definition of fin to replace Ṁin,baryons. The factor (1 − fin)

comes in because we want to equate the heating rate with the fraction of gas that does

not accrete.14

Assuming the heating is provided by energy from star formation, we can write

Ėheat = ηEeSNSFR, where SFR is the star formation rate, eSN = 1051erg/(100M�) is

the specific energy produced by SNe per 100M� of stars formed (this is approximate at

the order of magnitude level given a reasonable assumption for the IMF), and ηE is the

efficiency in transporting that energy from the SN site to the virial radius. Doing this

allows us to solve for fin:

fin = 1− 2ηE
eSN

V 2
vir

SFR

fbṀin,DM

. (2.13)

Note that the ratio eSN/V
2

vir will be higher for dwarfs owing to their lower Vvir.

The other important term is the star formation efficiency ratio SFR/(fbṀin,DM). Since

the SFE defined in this way is generally lower for dwarfs, this new term acts in the

opposite direction of the eSN/V
2

vir trend. To make further progress, we therefore need

a prediction for SFR (or equivalently SFE). One option is to take this from the SAM

or simulation itself (perhaps suitably time-shifted to allow for a delay as the energy

14An alternative derivation is to directly balance the heating rate with the specific gravitational
potential energy of the fraction of gas beyond Rvir that was heated to at least Tvir and hence unable to
accrete: Ėheat = fbṀin,DM(1− fin) kBTvir

µmH
.
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flows from the ISM to the virial radius). However, here we assume a simple equilibrium

“bathtub” model (e.g., Davé et al., 2012; Mitra et al., 2015) in which the amount of

gas in the ISM is fixed (at least over short periods of time) such that the amount of

inflowing gas is balanced by the outflowing gas. In this case, we can write

SFR =
finfbṀin,DM

1 + ηM
, (2.14)

where ηM is the mass-loading factor, or ratio of the mass outflow rate (near the ISM) to

the star formation rate. Using this relation in Equation 2.13 allows us to solve for fin:

fin = (1 + ψ)−1 , (2.15)

where

ψ ≡ 2ηEeSN

(1 + ηM)V 2
vir

(2.16)

is the ratio of specific SN energy to the specific halo gravitational potential, accounting

for our mass and energy loading efficiencies. If the ratio ηE/(1 + ηM) was a constant,

then ψ will be larger and hence fin will be smaller for lower mass halos. This would

give the expected qualitative behavior that a lower fraction of gas is able to accrete into

dwarf halos. However, as a last step, we need to explicitly consider how ηM and ηE

may evolve with halo mass and/or redshift. For ηM, we directly take the broken power

law relation for the FIRE-1 simulations from Muratov et al. (2015). According to their

equations 4 and 5, ηM follows a steeper power law for halos with Vvir < 60 km s−1 and

there is a slight redshift dependence. For the energy loading factor ηE on the scale of

Rvir, there is less precedent. We therefore consider two simple possibilities. First, we
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assume a constant ηE = 0.1 motivated by the ISM wind breakout condition study of Li

& Bryan (2019). Alternatively, we hypothesize that lower mass halos have preferentially

higher energy loading factors (which is plausible given their preferentially higher mass

loading factors and the apparently energy-conserving nature of their winds; Muratov

et al., 2015). Specifically, we assume ηE = εheat(1 + ηM) where εheat is a constant that

parameterizes our ignorance about the conversion from ISM mass loading to ISM energy

loading and then to halo energy loading. With this simple parameterization, the strong

halo mass (and slight redshift) dependence of ηM from Muratov et al. (2015) is canceled

out, allowing us to see how our model behaves if indeed the ratio ηE/(1 + ηM), rather

than ηE alone, is constant.

In Figure 2.14, we plot the halo gas accretion efficiency as a function of halo

mass for the FIRE-2 halos at z = 0 and z = 2, where we define the accretion efficiency to

be the ratio of the gas accretion rate to the DM accretion rate in the virial shell (without

any boxcar time smoothing). If gas accretion perfectly tracked DM accretion at Rvir

as commonly assumed in halo models, then the halos should all lie along the mass-

independent universal baryon fraction line (fb = 0.158; Planck Collaboration et al.,

2016). We know that heating from the UV background can preferentially suppress gas

accretion into low-mass halos, so this cannot be strictly true. However, as we have

already discussed above, the accretion efficiencies of the FIRE-2 halos fall below the

expected suppression due to the UV background alone (comparing to Okamoto et al.,

2008, which is the relation assumed in the Santa Cruz SAM). This is perhaps not so

surprising because UV background heating is thought to primarily affect halos with
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much lower masses than ours. Turning to the version of our model with a constant

ηE = 0.1, we see that it is incapable of describing the data points; in fact, at low halo

masses, this version of the model shows an upturn in f∈. However, if we adopt the

second version of the model with ηE = εheat(1 + ηM), and set εheat = 0.01 (implying

that ηE is preferentially higher, i.e., of order unity, in the low-mass dwarfs), then the

prediction from our simple model matches the data points remarkably well, especially at

z = 0. The predicted suppression at z = 2 is somewhat stronger than the data points,

which may suggest that εheat should have a redshift dependence and/or that our simple

equilibrium bathtub model is breaking down.

We again stress that our preventative stellar feedback model is very simple

and although it is promising, there are several unknowns that should be addressed in

the future. First and foremost, we started by assuming that SN-driven winds can reach

Rvir and heat a fraction of the surrounding gas to the virial temperature or higher.

This is certainly a plausible assumption for the FIRE-2 dwarfs given their high halo-

to-ISM cumulative outflow mass ratios (Figure 2.12). It should be less the case in the

MW-mass halos since winds would need a higher velocity to escape the potential well

of these more massive halos; however, in detail this depends on the relative fraction

of hot, fast-moving wind versus cooler, slower moving wind, and the rate at which the

thermal energy of the wind is lost to the ambient CGM due to interactions/mixing (we

have not distinguished between kinetic and thermal energy for the SN winds). Directly

characterizing ηE and ηM for the FIRE-2 halos would be of great interest for testing

and calibrating our model in the future. In addition, there will be degeneracies between
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preventative stellar feedback, ejective stellar feedback, and gravitational shock heating

of gas accreting onto the more massive halos. The implications of these degeneracies

for the galaxy–halo connection can be explored with a SAM in the future, provided

that the physical processes have been modeled and calibrated to faithfully represent the

hydrodynamical simulations.

Many previous works have already suggested that preventative stellar feedback

is important in dwarfs. Dekel & Silk (1986) derived the equations for SN-driven heating

of halo gas and the implications for ejecting gas (based on comparing the specific SN

energy with the halo virial temperature; see their section 4). Here we are explicitly

considering suppression of gas accretion rather than gas ejection alone. Oppenheimer &

Davé (2009) and Oppenheimer et al. (2010) used hydrodynamical simulations to infer

that SN-driven winds must have an additional heating/preventative effect to offset gas

cooling, but their results were not parameterized and easily translatable to SAMs (see

also Pawlik & Schaye, 2009; van de Voort et al., 2011; Christensen et al., 2016; El-

Badry et al., 2018; Wright et al., 2020). Lu et al. (2015) and Lu et al. (2017) explicitly

implemented preventative feedback in their SAM and found that it is required (along

with ejective feedback) to simultaneously explain the observed stellar mass–metallicity

relation and the stellar mass function. However, their preventative feedback equation

is more schematic in nature, and can be ascribed to “pre-heating” by a multitude of

processes in a more general sense (see also Hirschmann et al., 2016). In contrast, we

have explicitly constructed a model that isolates one potentially important preventative

effect of SN-driven winds alone. There are likely additional preventative stellar feedback
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effects such as an energy input rate into the ambient CGM that can offset the predicted

radiative cooling rate and possibly even eject ambient CGM material (e.g., Guo et al.,

2011).

2.5.3 Results using dark matter only simulations

Throughout this chapter, we have run the SAM on merger trees extracted

for dark matter halos from the main hydrodynamical FIRE-2 simulations, i.e., baryons

have affected the properties of DM halos in the merger trees. This was done to increase

our sample size of halos (13) because DM-only N -body simulations do not exist for all

of the FIRE-2 halos. Here, we re-run the SAM on a subset of the FIRE-2 halos that

have corresponding DM-only simulations available (with the same initial conditions,

resolution, snapshot output times, etc.). We run Rockstar and consistent-trees on these

DM-only simulations in the same way as described in Section 2.3 except we no longer

force Rockstar to up-weight the DM particle mass since there are no baryonic particles

to account for.

Before comparing the SAM results, it is useful to compare a few relevant

halo properties measured with Rockstar in the hydrodynamical versus corresponding

DM-only N -body simulations. Figure 2.15 overplots the time series of the halo DM

mass accretion rate, Mvir, Rvir, halo spin parameter and halo concentration from the

two matching runs for each of the five halos. The baryonic effects on these DM halo

properties are generally not significant. The DM mass accretion histories have the same

normalization on average, except that some spikes in the halo mass accretion rate are
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Figure 2.14: The halo gas accretion efficiency (Ṁin,gas/Ṁin,DM in the virial shell) as a
function of the halo virial mass for the FIRE-2 simulations at z = 0 (black points) and
z = 2 (magenta points). If gas accretion perfectly tracked DM accretion at Rvir with
the universal baryon fraction (fb = 0.158 from Planck Collaboration et al., 2016) as
commonly assumed, then the halos would all lie along the horizontal solid gray line.
The Okamoto et al. (2008) model describing the suppression of halo gas accretion due
to the ionizing UV background is shown with the black dashed line for z = 0 and the
magenta dashed line for z = 2. The FIRE-2 halo gas accretion efficiencies fall below the
expectation from UV background heating alone. The dotted lines show the behavior
of our simple preventative stellar feedback model if we assume the halo energy loading
factor is a constant 0.1; we see that it is incapable of explaining the data points, in fact
showing the opposite trend at low masses. However, the solid lines show that our model
can explain the data points remarkably well if we assume that the halo energy loading
factor is preferentially higher for dwarfs (ηE = εheatηM with εheat = 0.01, implying that
ηE is of order unity for low-mass dwarfs). The agreement is better at z = 0 than z = 2,
suggesting either a redshift dependence for εheat or that our simple model is breaking
down.
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suppressed in the hydrodynamical version of the merger trees. This suppression of spikes

in the mass accretion history is likely related to the virial mass and virial radius being

smaller in the hydrodynamical run compared to the pure DM-only run, although the

difference is only at the 10−20% level. The halo spin parameters are nearly identical as

a function of time. The main systematic trend is in the halo concentration parameter:

lower mass halos have lower concentrations in the hydrodynamical run, presumably due

to adiabatic expansion of the halo due to strong baryonic feedback (Fitts et al., 2017). In

contrast, the halo concentration parameter is larger in the hydrodynamical simulation

for the MW-mass halos, presumably due to the greater central mass of baryons leading

to adiabatic contraction of the halos (as is analytically expected, e.g., Mo et al., 1998;

Dutton et al., 2016).

In Figure 2.16 we compare the SAM predictions when run on the FIRE-2 hy-

drodynamical and DM-only merger trees for the same five halos. It is immediately

apparent that the two sets of SAM results agree relatively well with each other. As a

consequence, the DM-only-based SAM trends relative to FIRE-2 remain qualitatively

the same, and our conclusions would not have changed if we used the DM-only sim-

ulation merger trees instead of the fiducial hydrodynamical simulation merger trees.

For example, the DM-only SAM still predicts similarly higher halo gas inflow rates for

low-mass dwarfs than in FIRE-2 (by ∼ 2 − 3 orders of magnitude). The main sys-

tematic difference between the two sets of SAM predictions is that the DM-only-based

SAM predicts somewhat higher stellar masses for dwarfs than the hydrodynamic merger

tree-based SAM. This might be due to the higher halo concentrations for dwarfs in the
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DM-only simulations (no adiabatic expansion due to baryons) leading to smaller pre-

dicted disk sizes, which in turn causes gas surface densities and hence higher SFRs. In

addition, the z = 0 CGM masses of the two MW-mass halos also agree better with

FIRE-2 using the DM-only-based SAM, although the dwarfs continue to show similarly

low CGM masses by orders of magnitude in the SAM compared to FIRE-2. Hence,

while there are some relatively minor discrepancies that suggest a deeper look at how

the SAM treats baryonic effects on DM halos, in the context of the global baryon cycle

that is the main focus of this chapter, our conclusions remain the same overall.

2.6 Summary

We have used the FIRE-2 cosmological hydrodynamical “zoom-in” simulations

(Hopkins et al., 2018a) to test some of the fundamental assumptions in the Santa Cruz

SAM (Somerville et al., 2015) related to the global baryon cycle. We ran the Santa

Cruz SAM on the FIRE-2 merger trees and compared, on an individual halo-by-halo

basis, the time evolution of the masses of various components (stars, ISM, CGM) and

the corresponding mass flow rates into and out of the ISM and CGM. We did not change

anything in the SAM (which has been shown capable of matching many observations at

z = 0 and higher redshift) except to turn off AGN feedback since that is not included in

the FIRE-2 simulations we use. Our sample spans 13 halos grouped into three mass bins,

with at least 3 halos per bin: low-mass dwarfs (Mvir ∼ 1010M� at z = 0), intermediate-

mass dwarfs (Mvir ∼ 1011M�), and MW-mass galaxies (Mvir ∼ 1012M�). We also
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Figure 2.15: A few relevant halo properties measured in the full hydrodynamical simu-
lations (magenta lines) and the corresponding DM-only simulations (black lines). These
are the 5 halos for which corresponding DM-only FIRE-2 runs exist. The DM-only halo
properties are very similar to the hydro-based halo properties, with the Mvir and Rvir
being lower in the hydro version by only 10-20% on average. The major systematic dif-
ference is in the halo concentration which tends to be lower in the dwarfs in the hydro
version (presumably due to stellar feedback adiabatically expanding the halo center)
whereas it is higher for the MW-mass halos in the hydro run (presumably due to the
significant stellar mass adiabatically contracting the halo center).
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Figure 2.16: Time series of the main properties considered for the five individual halos
with corresponding DM-only simulations. From left to right: m10q, m10v, m11q, m12f
and m12m. From top to bottom: stellar mass, ISM mass, CGM mass, halo gas mass
inflow rate, ISM mass inflow rate, ISM mass outflow rate and halo mass outflow rate.
In every panel, the solid black line shows the prediction of the SAM when run on the
DM-only simulation merger trees. The other two curves follow the same convention as
the individual halo panels in the figures from the main body of the text: solid colored
curves for the FIRE-2 measurements and dotted colored curves for the SAM predictions
using the full hydrodynamical simulation merger trees. The colors show the mass bin
that each halo belongs to (purple for m10, green for m11 and red for m12). The main
takeaway is that our conclusions do not change if we use the SAM results from the DM-
only simulation merger trees: the new SAM predictions agree with our fiducial ones
relatively well, and hence the DM-only-based SAM trends relative to FIRE-2 remain
qualitatively the same.
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presented a simple physical model for how preventative stellar feedback can suppress

halo gas accretion on the scale of Rvir preferentially for dwarfs.

Our main takeaways are as follows:

1. At z = 0, the SAM agrees relatively well with FIRE-2 and empirical constraints

on the stellar-to-halo mass relation. The SAM and FIRE-2 also agree relatively

well with each other and with observations for the ISM-to-stellar mass ratio at

z = 0 (as a function of stellar mass). However, they disagree dramatically with

each other in terms of CGM mass: the CGM mass of dwarfs is ∼ 3− 4 orders of

magnitude lower in the SAM than in FIRE-2. This reflects the flexibility allowed

in galaxy formation models to match observations of stars and the ISM while at

the same time disagreeing greatly on the total CGM mass (owing partially to the

observational uncertainty about whether most extragalactic gas resides within or

outside of halos).

2. As a function of time, the SAM reproduces the stellar mass assembly histories of

the FIRE-2 galaxies generally within a factor of two (with the exception of one

late-forming dwarf m10v). However, despite the overall agreement on the stellar

mass assembly history, the two models disagree on the star formation history on

shorter timescales of ∼ 100 Myr. The SAM does not demonstrate stochasticity

in its SFHs whereas it is an ubiquitous phenomenon in the FIRE-2 dwarfs at all

times and in the FIRE-2 MW-mass halo progenitors at early times (as also shown

by Muratov et al., 2015; Anglés-Alcázar et al., 2017a; Ma et al., 2017; Sparre et al.,
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2017; Faucher-Giguère, 2018).

3. The time series of ISM mass agrees relatively well between the SAM and FIRE-2,

although the SAM tends to be higher than FIRE-2 for the low-mass dwarfs. The

CGM mass discrepancy between the SAM and FIRE-2 at z = 0 (at fixed mass)

also extends over all time. The mass of the “ejected” gas reservoir in the SAM

dominates over the CGM mass at all times, even in the MW-mass halos; this

previously ejected gas is assumed to re-accrete back into the CGM on roughly a

Hubble time in the SAM. Despite these dramatic differences in the individual bulk

components, the halo baryon fractions tend to agree within a factor of ∼ 2− 3 at

all times, and both the SAM and FIRE-2 show the same qualitative trend: lower

mass halos are more depleted of baryons than higher mass halos, relative to the

universal baryon fraction.

4. Comparing the mass flow rates as a function of time gives clues to the discrep-

ancies in the integrated masses. The fundamental mismatch is that the SAM has

significantly higher halo gas accretion rates compared to FIRE-2, with the dis-

crepancy being systematically worse for dwarfs by a factor of ∼ 10 − 100. We

argue that this is due to a combination of high re-accretion rates of gas previously

ejected from the halo and the lack of preventative stellar feedback to suppress

pristine halo gas accretion. The ISM accretion rates are also higher in the SAM

than in FIRE-2, owing primarily to the halo gas cooling model and lack of preven-

tative stellar feedback in the SAM. Correspondingly, to match the stellar assembly
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histories and the observed z = 0 stellar mass function, the SAM has higher mass

outflow rates than FIRE-2 from both the ISM and the halo. But, the low-mass

dwarfs in FIRE-2 have cumulatively ejected more mass from their halo than has

ever left their ISM (between a factor of ∼ 1.5 up to ∼ 10 by z = 0; even larger

ratios are measured for the progenitors of all halos at very early times z & 6). This

implies significant entrainment of ambient CGM material and may have impor-

tant preventative feedback effects that are not currently allowed for in the SAM

by construction.

5. We propose a simple physical model for how stellar-driven winds can suppress

halo gas accretion on the scale of Rvir for dwarfs. The essence of the model is

that SN-driven winds can shock heat some fraction of gas beyond Rvir to the

virial temperature or higher such that it can no longer accrete into the halo.

We show that this simple model is capable of reproducing the reduced halo gas

accretion efficiencies of the FIRE-2 dwarfs remarkably well, provided that the

energy loading factor at Rvir is preferentially higher for dwarfs. Characterizing

the mass and energy loading factors from the simulations in the future will help

test and calibrate our preventative stellar feedback model.

Given all of the model discrepancies and potential improvements discussed

herein, it is natural to ask whether a SAM that is calibrated to match FIRE-2 (or any

zoom-in simulation suite) can also still match observations. This is one of our ultimate

driving questions, but our work demonstrates that the overall foundational structure and
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perhaps philosophy underlying SAMs may first need to be updated. Explicitly adding

preventative feedback is arguably the most crucial step because the current Santa Cruz

SAM does not contain the relevant physics to capture the low halo gas accretion rates

of FIRE-2 dwarfs. The apparent success of our new preventative stellar feedback model

suggests a path forward, but automated parameter space exploration techniques will be

needed to map out degeneracies with existing SAM assumptions. Beyond that, we will

need to improve (among other things) how we model halo gas cooling, the multi-phase

structure of the CGM, the stochastic nature of star formation and associated outflows,

and implement new channels for halo gas ejection and recycling. In parallel, it will

be important to consider the statistical challenges associated with calibrating a SAM

using the relatively small sample size of halos that can be provided by modern zoom-in

simulation suites, and then scaling up predictions to the level of galaxy populations.

In particular, it is presently unclear if the diversity in halo growth histories at a fixed

halo mass is enough on its own to reproduce the scatter in galaxy properties at a fixed

stellar mass, or if there is additional scatter on the baryonic physics side (e.g., from

smaller sub-galactic scales) that needs to be modeled. These and related issues will be

the subject of our future work.
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Chapter 3

Characterizing simulated multi-phase

supernova-driven winds

3.1 Introduction

In this chapter, we build on the analysis of winds in the FIRE-1 zoom-in

simulations (Hopkins et al., 2014) by Muratov et al. (2015, 2017); Anglés-Alcázar et al.

(2017a); Hafen et al. (2019, 2020). Whereas Muratov et al. (2015, 2017) focused on

instantaneous mass and metal loadings in FIRE-1 and their scalings with stellar mass,

halo mass and halo circular velocity, we use a suite of simulations run using the updated

FIRE-2 code (Hopkins et al., 2018a). The FIRE-2 simulations model the same stellar

processes as the FIRE-1 simulations but use a more accurate hydrodynamic solver.

Thus, we expect many of the overall predictions to be similar between FIRE-1 and

FIRE-2. Motivated by analysis procedures for small-scale idealized simulations, we
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implement a sophisticated method for identifying galactic winds by considering their

bulk kinetic, thermal and potential energies. Instead of focusing only on the total mass

and metal loading factors as is common practice, our multi-dimensional analysis focuses

on the temperature dependence of all four loading factors (mass, momentum, energy and

metals) and how this varies as a function of galaxy mass. With the FIRE-2 simulation

suite, we will comment on the nature of SN-driven galactic winds across a wide range

of halo masses (low-mass dwarfs, intermediate-mass dwarfs, MW halos and their high-

redshift dwarf progenitors, and more massive halos at high redshift). We also present

scaling relations for the loading factors not just with the global halo circular velocity

(as is commonly done), but also with several “quasi-local” ISM properties as a first step

toward connecting the larger-scale emergent loadings with the smaller-scale conditions

of the ISM in which the winds are launched.

The results described herein were presented in Pandya et al. (2021) and will

be published soon after this dissertation. This chapter was directly motivated by the

work in the preceding chapter (published as Pandya et al., 2020) wherein we argued

that the lack of preventative stellar feedback in SAMs leads to much higher mass inflow

and outflow rates than measured in FIRE. By measuring the energy and momentum of

SN-driven winds, we will be extracting crucial data from the simulations that will later

inform our modeling of preventative stellar feedback in next-generation SAMs (Chapter

4).

This chapter is organized as follows. Section 3.2 describes the FIRE-2 simu-

lations and Section 3.3 details our analysis methods. In Section 3.4, we present wind
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loading factors near the ISM and in Section 3.5 we describe results for winds leaving the

halo at Rvir. We discuss our results in Section 3.6 and summarize in Section 3.7. We

assume a standard flat ΛCDM cosmology consistent with the FIRE-2 code and Planck

Collaboration et al. (2014); i.e., h = 0.7, ΩM = 0.27, ΩΛ = 0.73 and fb ≡ Ωb/ΩM ≈ 0.16.

3.2 Simulation Description

We use a suite of cosmological “zoom-in” simulations run using the FIRE-2

code (Hopkins et al., 2018a). Our analysis focuses on a “core” suite of 13 FIRE-2

halos: 4 low-mass dwarfs with Mvir ∼ 1010M� at z = 0 (m10q, m10v, m10y, m10z),

6 intermediate-mass dwarfs with Mvir ∼ 1011M� by z = 0 (m11a, m11b, m11q, m11c,

m11v, m11f), and 3 MW-mass halos with Mvir ∼ 1012M� by z = 0 (m12i, m12f, m12m).

These halos were first presented in Wetzel et al. (2016); Garrison-Kimmel et al. (2017);

Chan et al. (2018); Hopkins et al. (2018a). To this core suite, we also add the four FIRE-

2 massive halos (A1, A2, A4, and A8 with Mvir ∼ 1012.5−1013M� at z = 1) presented by

Anglés-Alcázar et al. (2017b) and further analyzed in Cochrane et al. (2019); Wellons

et al. (2020); Stern et al. (2020). These halos are denoted as “m13” throughout the

chapter, were only run down to z = 1, and were previously simulated with the FIRE-

1 model as part of the MassiveFIRE suite (Feldmann et al., 2016, 2017). While the

m10, m11 and m12 halos agree well with empirical stellar-to-halo-mass relations, the

m13 halos have unrealistically high stellar masses and central densities by z = 1 (e.g.,

Parsotan et al., 2021), and hence should not be taken as representative of the observed

82



population (this is a regime where feedback from supermassive black holes may have an

appreciable effect but this is not included in these simulations).

We refer the reader to Hopkins et al. (2018a) for a detailed description of the

simulations and methodology. Here we only briefly review the most relevant aspects,

with a particular emphasis on the explicit stellar feedback model. The core FIRE-2

simulations model the same physical processes as in FIRE-1 but use the more accurate

Lagrangian “meshless finite-mass” hydrodynamic solver as opposed to the “pressure–

entropy” formulation of smoothed particle hydrodynamics (Hopkins, 2015). The FIRE-2

simulations implement a broad range of physics, including deposition of mass, momen-

tum, energy and metals due to both Type Ia and Type II SNe, stellar winds, radiation

pressure, and photo-ionization and photo-electric heating. There is a spatially-uniform

but redshift-dependent UV background based on Faucher-Giguère et al. (2009).

The relatively high resolution of the FIRE-2 simulations (Lagrangian particle

masses of ∼ 250M� in the low-mass dwarfs, up to ∼ 7100M� for the MW halos and ∼

33000M� for the m13 runs) allows stellar feedback to be modeled locally and explicitly.

In particular, the generation and propagation of winds is not explicitly dependent on

global halo properties and does not require subgrid approaches of limited predictive

power (e.g., hydrodynamically-decoupled winds, shut-off of cooling, thermal bombs).

Of course, not all SN remnants will be resolved, especially in the more massive halos

which have comparatively worse resolution. As detailed in Hopkins et al. (2018b), this

is “corrected” for in FIRE-2 by depositing onto nearby gas particles the additional

momentum expected from the unresolved energy-conserving Sedov-Taylor phase (due
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to PdV work). The thermal energy output by the unresolved SN remnant is also

self-consistently reduced to account for radiative cooling after the energy-conserving

phase. In cases where the SN remnant is resolved, the FIRE-2 subgrid model explicitly

deposits the thermal energy expected from the energy-conserving phase, and allows

the hydrodynamic solver to explicitly calculate the heating and momentum generation

(PdV work). Note that while some small-scale simulations suggest that a resolution

of . 100M� may be necessary to properly capture the evolution of SN remnants (e.g.,

Kim & Ostriker, 2015; Steinwandel et al., 2020), the combination of multiple stellar

feedback effects (e.g., early radiative feedback) with self-consistent clustering of star

formation in FIRE-2 may act to alleviate this resolution requirement. Hopkins et al.

(2018b, Figure 9) showed that the FIRE subgrid model remains converged to the high-

resolution result up to resolutions of 2000M� for an m10 halo (see also Wheeler et al.,

2019, who re-simulated a few FIRE-2 dwarfs with 30M� resolution).

As our work builds on the analysis of FIRE-2 presented in Pandya et al. (2020),

here we use the same halo catalogs and merger trees generated using the Rockstar and

consistent-trees codes (Behroozi et al., 2013b,c). For halo masses and radii, we adopt

the Bryan & Norman (1998) virial overdensity definition. We only focus on the main

central halo in each of these simulations and do not analyze satellites.
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3.3 Analysis

In this section, we describe how we select outflowing gas, define multi-phase

outflows, and compute loading factors.

3.3.1 Accurately defining outflows

3.3.1.1 Selecting outflowing particles

It is common practice to define outflows in cosmological simulations using

a single cut on the halo-centric radial velocity of particles (regardless of using the

shell/Eulerian or particle-tracking/Lagrangian methods). The simplest cut often adopted

is vrad > 0 km/s which would select all particles that are traveling radially away from

the halo center (as done by, e.g., Faucher-Giguère et al., 2011; Muratov et al., 2015).

This can confuse slow random motions with galactic outflows. The other extreme is

to select only particles at a given radius whose vrad > vesc(r) where vesc(r) is the local

escape velocity at that radius. This cut is often used to define the subset of fastest

moving “wind” particles among the whole distribution of outflowing particles. There

are variations on this radial velocity cut method in the literature: Muratov et al. (2015)

use the velocity dispersion of the underlying virialized DM halo particles, Mitchell et al.

(2020) use 0.25Vmax where Vmax is the maximum circular velocity of the halo, and Nelson

et al. (2019) compute the cumulative mass fraction of outflowing particles with radial

velocities above sequentially increasing velocity thresholds.

However, using a single cut on vrad alone is sub-optimal for defining winds for
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the following reason.1 Consider that every gas particle possesses three forms of energy:

kinetic, thermal and potential energy. A single cut on vrad alone assumes the extreme

case of “ballistic motion” in which thermal energy is not a source of acceleration. But

since we are dealing with gas, we must account for the fact that: (1) the transverse

velocities also carry kinetic energy, and (2) the thermal energy of gas particles can

serve as a source of acceleration assuming adiabatic expansion, i.e., no external heat-

ing/cooling/interactions. This has long been realized in the literature for small-scale

resolved ISM/CGM simulations (e.g., Martizzi et al., 2016; Kim et al., 2020a; Schneider

et al., 2020) but has not been fully leveraged for cosmological simulations (though see

Hopkins et al., 2012).

Here we introduce a slightly more sophisticated methodology to accurately

define outflowing particles. First, we make a simple cut on vrad > 0 km/s. This selects

all particles that are flowing radially outwards. However, a large fraction of these

particles may have relatively small radial velocities arising from underlying random

velocity fluctuations. We only want to select particles that will be able to travel a

significant distance. Hence, for every gas particle, we calculate the radial component of

the total Bernoulli velocity vB,total, which is a measure of the total specific energy (e.g.,

Hopkins et al., 2012; Li et al., 2017; Kim & Ostriker, 2018; Fielding et al., 2018):

v2
B,total ≡

1

2
v2
r +

c2
s

γ − 1
− 1

2
v2

esc . (3.1)

1From an observational perspective, the simplest vrad > 0 km/s cut might be justified and desirable
(especially if detailed kinematics, phase information and gravitational potential constraints are unavail-
able), but here we are interested in robustly identifying and characterizing winds from a simulation
perspective.
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The first term is the specific radial kinetic energy quantified by the halo-centric particle

radial velocity squared. The second term is the specific enthalpy assuming an ideal

gas whose equation of state has adiabatic index γ and sound speed cs =
√
γ kT
µmp

. We

assume a monatomic ideal gas, hence γ = 5
3 .

The third term is equivalent to the specific gravitational potential energy,

Φ. The simulation code internally keeps track of Φ for each particle to compute its

gravitational acceleration, but unfortunately Φ is not one of the properties output in

the particle snapshot files. Computing Φ in post-processing is tricky because the mass

distribution is heterogeneous and that can disproportionately affect the potential for

some particles, even if they have the same halo-centric distance. However, for simplicity,

we assume the mass distribution can be approximated as spherically symmetric, which

allows us to relate the potential to the enclosed mass profile in a simple way:

Φ(r) = −
∫ r∞

r

GM(< r)

r2
dr (3.2)

where r∞ is an arbitrarily large radius. It is important to include the contribution

of mass out to several virial radii since that can affect the Φ profile within the halo.

Given that we are working with cosmological zoom-in simulations, we adopt the fol-

lowing strategy. Within 2Rvir, the enclosed mass profile is based on all star, gas and

high-resolution DM particles using spherical shells of width 0.01Rvir. From 2− 10Rvir,

we “stitch on” the enclosed mass profile accounting for only high-resolution and low-

resolution DM particles using shell widths of 0.1Rvir; baryons would have contributed

only ∼ 15% by mass so we safely ignore those at these large distances.2 Finally, in

2The masses of high-resolution DM particles are five times larger than those of baryonic particles.
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logarithmically spaced bins from 10 − 100Rvir (far beyond the zoom region), we again

stitch on the enclosed mass profile using only low-resolution DM particles to capture

the large-scale DM matter field. Note that 100Rvir is only ∼ 5 Mpc for the m10 dwarfs

but ∼ 30 Mpc for the MW halos at z = 0.

We re-write Φ as an escape velocity using the energy conservation equation

and assuming the gas particle at r is already maximally cold (i.e., ignore any changes

in enthalpy):

1

2
v2

esc(r) + Φ(r) = Φ(rzp) . (3.3)

We set the zeropoint of the potential at rzp = 2Rvir since that is the turnaround radius

for a virialized system and particles traveling beyond 2Rvir are likely unbound from the

halo anyway (also, our zoom regions can start to become contaminated by low-resolution

DM beyond 2Rvir). In this way, we can derive the radial profile of escape velocity, which

tells us how fast a particle must be going initially (at minimum) to fully climb out of

the halo potential:

vesc(r) =
√

2(Φ(2Rvir)− Φ(r)) . (3.4)

The quantity v2
B,total represents the radial component of the total specific en-

ergy of a gas particle at its current position. Note that v2
B,total can be negative, which

means that a particle is bound (i.e., its kinetic energy plus enthalpy is less than its

potential energy). By comparing this initial Bernoulli velocity to a hypothetical final

Bernoulli velocity at some other larger halo-centric distance, we can assess whether a

The masses of low-resolution DM particles are larger by another factor of eight immediately outside of
the zoom region, and continue to increase by additional factors of eight progressively farther from the
zoom region (see footnote 37 of Hopkins et al., 2014).
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given gas particle has enough starting energy to make it to that larger distance (ne-

glecting interactions). For a particle to be able to travel from its current radius r1 to

some secondary radius r2, its initial Bernoulli velocity must be larger than the potential

energy at that secondary radius.3 We use this to impose an additional criterion that

selects only gas with sufficiently large vB,total relative to the escape velocity at some

target distance (defined in the next section):

v2
B,total(r1) > −1

2
v2

esc(r2) . (3.5)

This criterion along with vrad > 0 km/s is a more physically meaningful and robust way

to select wind particles compared to either vrad > 0 km/s or vrad > vesc(r) alone. It

is effectively an intermediate case that avoids the very slow moving turbulent motions

while still selecting the hotter and slower components of the wind. This definition is

also a natural way to quantitatively distinguish between genuinely escaping winds and

outflows expected to remain bound out to some larger radius.

3.3.1.2 Computing outflow fluxes

We compute outflow fluxes in two characteristic spherical shells:

1. 0.1− 0.2Rvir (ISM boundary shell)

2. 1.0− 1.1Rvir (virial boundary shell)

3This neglects the effect of heating by the UV background that prevents gas from cooling to arbitrarily

low temperature. Thus, in principle for the secondary radius we should add the
c2s
γ−1

term assuming the

sound speed for gas in thermal equilibrium with the UV background at ∼ 104K, roughly 15 km/s. In
practice, this makes a negligible difference for outflow selection (most of the gas tends to be escaping in
low-mass halos anyway, and for MW-mass halos this 104K gas sound speed term is an order of magnitude
lower than the escape velocity term).
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In each of these two shells, we must select particles that have enough energy to make

it to some secondary radius, r2, if not farther (assuming an adiabatic flow). There is

inevitably a large range of arbitrary choices that could be made for r2. For the ISM shell,

we adopt a secondary radius of r2 = 0.5Rvir, which we take to represent the “middle”

of the CGM. Choosing a smaller target radius would pick up additional cooler/slower

outflows, but we note that our ISM shell is already quite far out (0.1−0.2Rvir). For the

virial shell, we adopt a secondary radius of r2 = 2.0Rvir. This lets us select particles

at 1.0 − 1.1Rvir that have at least enough energy to make it to 2.0Rvir, if not farther.

Since particles can be considered unbound if they travel beyond the turnaround radius

of 2Rvir, this is a natural way to estimate genuinely escaping outflows from the halo.

Finally, since we will compare the halo outflow rate to the preceding ISM outflow rate,

we also define a second more restrictive ISM outflow criterion by choosing r2 = 2Rvir.

This lets us additionally estimate the subset of ISM outflows that have enough energy

to get not just to 0.5Rvir but rather escape to 2Rvir or beyond.

Finally, with outflowing particles identified for each of the two shells above, we

compute their total mass, momentum, energy and metal mass outflow rates as follows:

Ṁout =
∑
i

mivr,i

∆L
(3.6)

ṗout =
∑
i

Ṁout,ivr,i

(
1 +

1

γM2
i

)
(3.7)

Ėout =
∑
i

Ṁout,iv
2
B,i (3.8)

ṀZ,out =
∑
i

Ṁout,iZi (3.9)
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Here, the subscript i runs over all the selected outflowing particles in the shell, ∆L =

0.1Rvir is the width of our ISM and virial shells, vr is the radial velocity, M≡ vr/cs is

the Mach number, and Z is the metal mass fraction of the particle. Note that the second

term in the momentum flux accounts for the thermal pressure component (defined as

P = ρc2
s/γ), which can be substantial for hot outflows or more generally when M is

small. vB is the Bernoulli velocity neglecting the gravitational term and including the

transverse kinetic energy component (as opposed to vB,total in Equation 3.1):

v2
B =

1

2
v2 +

3

2
c2
s , (3.10)

where v is the magnitude of the total halo-centric particle velocity vector instead of just

vr. We neglect the gravitational term for Ėout because we want to quantify how much

specific kinetic energy and enthalpy are being transported by outflows (these quantities,

including the transverse velocity components, will be responsible for any heating and

pushing of ambient gas). The gravitational term comes in earlier when we first want to

identify escaping and bound outflows.

Figure 3.1 and Figure 3.2 respectively show examples of strong outflows in a

MW halo at z ∼ 0 and a dwarf halo at z ∼ 3. The phase diagram of temperature versus

radial velocity shows that our Bernoulli velocity wind criterion successfully captures the

slower but hot wind component, which would otherwise be missed by requiring simply

vrad > vesc. At the same time, our method excludes the slow and cold component of

outflows, which is likely driven by random motions of gas particles and would otherwise

complicate the interpretation of mass outflow rates (much of this slower gas may recycle
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back into the ISM via fountain flows). There is generally a time lag between peaks in the

star formation history (SFH) and subsequent spikes in the mass outflow rate time series.

As outflows propagate from the inner halo to the outer halo, they can either deposit or

sweep up mass in the CGM. This can be inferred qualitatively from the time evolution

of the radial profile of Ṁout since the amplitude and width of individual outflow spikes

may change as they move to larger radius.

3.3.2 Multi-phase outflow selection criteria

It is important to distinguish between outflows of different temperatures since

that can clarify whether the driving energy source is kinetic or thermal. The simplest

way to do this is based on atomic cooling physics. We can divide the temperature

distribution into roughly three phases:

1. T < 103K (cold outflows)

2. 103 < T < 105K (warm outflows)

3. T > 105K (hot outflows).

These temperature cuts correspond to physically distinct regimes.4 The cut at 105

K corresponds to the peak of the cooling curve, so material is expected to separate

naturally about this temperature. Likewise, the cut at 103 K corresponds to the un-

stable part of the cooling curve at the usual pressures and photoelectric heating rates

found in the ISM/inner CGM, so gas is also expected to naturally separate about this

4Our warm gas is also termed cold gas in some CGM studies since it is much colder than the virial
temperature of MW-mass halos.
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Figure 3.1: Visualizing and quantifying a strong outflow at z ∼ 0 in a MW-mass halo (m12f). This is a
single frame from a movie that is available for download. Top-left: Zoomed-out projection (±2Rvir) of the mass-
weighted average gas temperature. The colorbar has been normalized by the halo virial temperature. The two
white circles demarcate our virial shell (1.0−1.1Rvir). Top-right: Similar to the top-left panel but now a zoomed-
in projection (±0.5Rvir). The two white circles mark our ISM shell (0.1− 0.2Rvir). Middle-left: Time series of
the SFR (top panel) and the mass outflow rate in the ISM and viral shells (bottom panel). The lines in the lower
part of this panel show mass outflow rate measurements based on our fiducial Bernoulli velocity wind criterion.
The shaded regions show how more extreme cuts would lead to different estimates: vrad > 0 km/s gives an upper
bound to the mass outflow rate whereas vrad > vesc picks up only the fastest material and hence leads to a lower
bound. The vertical gray line marks the current snapshot time. Middle-right: Phase diagram of temperature
and radial velocity for the multi-phase ISM outflows identified using our Bernoulli velocity method. The colorbar
shows the mass outflow rate in logarithmic bins of temperature and radial velocity. The horizontal red and blue
lines demarcate our cool, warm and hot outflow temperature regimes. The horizontal dotted gray line indicates
the halo virial temperature (computed at Rvir) and the vertical gray dashed line denotes vesc at 0.1Rvir. Yellow
dotted contours show lines of constant Bernoulli velocity, with the potential difference between 0.1Rvir and either
0.5Rvir or 2Rvir shown as the solid and dashed yellow contours, respectively. The transparent histogram below
the solid yellow contour shows what is excluded from our vB cut. Selecting only outflows with vrad > vesc would
miss the slower but still hot wind component, which our Bernoulli velocity method successfully captures. Bottom:
Radial profile of instantaneous mass flux for both outflows (magenta) and inflows (cyan) between 0.1− 2Rvir in
spherical shells of width 0.1Rvir. For simplicity, we use vrad = 0 km/s as the dividing point between outflows
and inflows. Our ISM and virial shells are marked as the gray bands. This panel can be used to follow the radial
evolution of individual outflow episodes and qualitatively infer CGM entrainment or wind mass losses. This

movie and others in their entirety are available for download in the online journal.
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Figure 3.2: Similar to Figure 3.1 but now for a low-mass dwarf (m10q). This movie
frame is during a major outflow episode at high redshift z ∼ 3.5, a regime where dwarfs
are often characterized as having mass loadings of ∼ 100 or more. If we divide the
values of the individual ISM mass outflow rate peaks by their associated preceding SFR
spikes (bottom-left panel), we would indeed infer instantaneous mass loadings of ∼ 100.
The halo-scale mass loadings (magenta) are even larger due to entrainment of CGM gas
by outflows. Note how there is a hot bubble in the projection panels created by the
strong outflows. This movie and others in their entirety are available for

download in the online journal.
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temperature. Lastly, a significant amount of gas can be expected to have T ∼ 104 K

since that is roughly the equilibrium temperature between photoionization from the UV

background and recombination cooling. These cuts, therefore, mirror the delineations

that are expected to arise naturally in and around galaxies. These temperature bins

also trace what observers can measure: the cold phase corresponds to molecular/atomic

outflows, the warm phase traces partially ionized gas that will produce Hα emission

and absorption from singly and doubly ionized metals, and the hot phase traces highly

ionized gas that produces X-ray emission.

In Figure 3.3, we plot the average temperature distribution of the mass outflow

rate of our halos through the ISM shell. The distribution is averaged over three broad

redshift bins using the Ṁout,ISM in each snapshot as the weight. We see that outflows

in our simulations are inherently multi-phase, except in the two lowest mass halos. The

cold phase is more pronounced at higher redshift. The peak in the warm regime at

∼ 104K likely reflects the equilibrium temperature between heating and cooling, and

the broad peak in the hot regime corresponds to the virial temperature in the inner

halo, computed as

Tvir = 35.9
V 2

circ

km s−1 K (3.11)

where Vcirc is the circular velocity at 0.1Rvir (as opposed to the common practice of

using Vcirc at the virial radius). The virial temperatures of the lowest mass halos are

themselves below 105K, so there is no pronounced peak in their hot outflow rates. The

two lowest mass dwarfs, in particular, show a cut-off in their cold outflow rates at

∼ 104K. We will see later that this means the warm phase is remarkably important for
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outflows in dwarfs.

3.3.3 Computing wind loading factors

3.3.3.1 Reference fluxes

Lastly, it is useful to compare the wind fluxes to reference fluxes at the ISM

scale. By dividing the two, we can estimate the loading factor η and get a sense of

how much mass, energy, momentum and metal mass is being ejected versus what was

input from star formation and SNe. Computing the reference fluxes is non-trivial in

cosmological simulations because of the wide range of processes that are simultaneously

at play. We therefore limit ourselves to considering Type II SNe (we expect these

to dominate over Type Ia SNe, radiative heating and mass loss from normal stellar

evolution, and other processes, but see our discussion of caveats in subsection 3.6.2). In

line with Kim et al. (2020a), we adopt the following reference fluxes:

1. Ṁref = SFR

2. ṗref = ṄSN
ESN
vcool

= SFR
100M�

ESN
vcool

3. Ėref = ṄSNESN = SFR
100M�

ESN

4. ṀZ,ref = ṄSNMejZSN = SFR
100M�

MejZSN

Here, the total instantaneous galaxy SFR is computed by summing over the individual

SFRs predicted by all gas particles5 within 0.1Rvir. Then ṄSN = SFR
100M�

is the supernova

5Alternatively, we could have summed the masses of star particles younger than, say, 20 Myr and
then divided by that timescale. We do not expect our conclusions to change had we used this different
SFR definition.
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Figure 3.3: Temperature distribution of ISM-scale winds. These distributions are based
on Ṁout-weighted averages over three broad redshift bins. Solid gray vertical lines are
cooling physics-based temperature cuts at 103 and 105 K. Dashed vertical colored lines
illustrate example virial temperatures of the inner halo (at 0.1Rvir) for representative
halos from each mass bin. The virial temperatures roughly align with the temperature
distribution peak for hot (virialized) outflows. Cold outflows are more prominent at
high redshift. The two lowest mass halos generally do not have multiphase outflows.
Note that the m13 halos were only run down to z = 1 and so are absent from the bottom
panel.
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rate; we adopt the common assumption that one SN occurs for every 100M� of stars

formed under reasonable assumptions for the IMF. This is consistent with the FIRE-2

assumptions of a Kroupa (2001) IMF and the STARBURST99 stellar population models

(Leitherer et al., 1999); see section 2.5 of Hopkins et al. (2018a) for more details. ESN =

1051 erg is the total mechanical energy assumed to be released by a single Type II SN.

vcool = 200 km/s is the terminal velocity of the supernova remnant after it has shocked

and swept up ambient ISM material (note that this is lower than the actual injection

velocity of ≈ 2000 km/s). We assume the mean SN ejecta mass is Mej = 10M� of

which 2M� is metal mass (so that the mean SN ejecta metallicity is ZSN = 0.2). This

is equivalent to the Muratov et al. (2017) approach of defining ṀZ,ref = y×SFR, where

they use y = 0.02 for the chemical yield of one SN per 100M� stars formed (see their

Footnote 4).

3.3.3.2 Redshift-averaged loading factors

To compute loading factors η, we cannot simply divide the wind fluxes by

their corresponding reference fluxes in a given snapshot because of the time lag between

generation and propagation of outflows (see again the time series in the bottom left of

Figure 3.1 and Figure 3.2). The bursty nature of SF in dwarfs means that there will be

extended periods of zero SF, which can lead to artificially high instantaneous loading

factor estimates (if the time delay and burst integration are not properly accounted

for). On the other hand, continuous, steady-state SF in more massive halos at late

times also makes it challenging to derive accurate delay times and detect local maxima
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in the SFH (Muratov et al., 2015; Hung et al., 2019; Kim et al., 2020a). Given the

small-scale complexity of our time series and the fact that we are analyzing outflows

over ∼ 10 Gyr, we adopt the redshift-averaging approach of Muratov et al. (2015). We

compute time integrals of the wind and reference fluxes over sufficiently long timescales

so as to encompass multiple stellar feedback episodes. This avoids dependence of loading

factors on averaging timescale (for sufficiently long timescales). As an example, for mass

loading factors, we integrate the total mass of stars formed and the total mass of wind

blown out over a large redshift interval, and divide the latter by the former. We do

a similar calculation for cumulatively summed momentum, energy and metal loading

factors.

We define the same three redshift bins as Muratov et al. (2015): low-redshift

(z = 0.0 − 0.5, 5 Gyr), intermediate-redshift (z = 0.5 − 2.0, 5 Gyr), and high-redshift

(z = 2.0− 4.0, 2 Gyr). Although these redshift bins are extremely long, they have the

advantage of giving us a robust estimate of the average loading factor for both the ISM

shell and the virial shell, effectively marginalizing over the difference in delay times for

0.1Rvir and Rvir. This will allow us to more confidently compare our halo loading factors

to our ISM loading factors and constrain any losses/gains in mass, energy, momentum

and metals as outflows transit the CGM.

Table 3.1, Table 3.2 and Table 3.3 respectively give the average properties

and multi-phase loading factors of the FIRE-2 halos in our low-redshift (z = 0.0− 0.5),

intermediate-redshift (z = 0.5−2.0) and high-redshift (z = 2.0−4.0) bins. Note that the

tables printed in this dissertation are only a subset of the much longer set of tables that
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give multi-phase loading factors in both the ISM and virial shells for mass, momentum,

energy and metals. The full set of supplementary tables is available for download online.

We note that we have provided the average global SFR which can be used to convert the

dimensionless loading factors back into raw mass, momentum, energy and metal outflow

rates in physical units (following subsection 3.3.3). The mass-weighted average Bernoulli

velocity (excluding the gravitational term) can be approximated as
√
Ė/Ṁ and the

mass-weighted average radial velocity (including the thermal momentum component)

can be approximated as ṗ/Ṁ .

3.3.3.3 Instantaneous loading factors

In addition to our fiducial redshift-averaged loading factors, we compute in-

stantaneous ISM loading factors for individual outflow episodes.6 Any instantaneous

loading factor algorithm must involve three steps: (1) time-shifting, (2) peak detection,

and (3) burst integration. We now describe our approach for each of these in turn.

Given that our time series span most of the history of the universe, we adopt

the following strategy. For each halo, we first split the whole time series from z = 4

to z = 0 (∼ 12 Gyr) into twelve 1 Gyr chunks. Then we cross-correlate the SFH and

mass outflow rate history in each chunk to derive a single time lag for that chunk (using

numpy.correlate). We define the time lag as the value at which the cross-correlation

function peaks. Since it is unlikely for the time delay to exceed ∼ 200 Myr, we limit the

6We will not attempt to derive instantaneous halo-scale loading factors in this chapter because the
delay time and halo outflow duration can be substantially longer. There may also be significant variation
in how different outflow episodes evolve as they transit the CGM.
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Halo log Mvir log M∗ Vvir log SFR Vesc,ISM Vesc,halo ηM,ISM fM,ISM,cold fM,ISM,warm

m10q 9.8546 6.2894 26.4429 -4.3402 65.9813 26.7645 35.7331 0.0000 0.9202

m10v 9.8418 4.5565 26.2860 -4.3757 62.1723 27.0999 53.3407 0.0000 0.9689

m10y 10.1182 6.9964 32.5870 -3.2242 78.8185 33.9036 37.3902 0.0029 0.7528

m10z 10.5395 7.4673 44.3759 -2.3722 105.8595 46.0907 15.9710 0.0034 0.6545

m11a 10.5537 7.9441 46.0388 -1.5776 113.1263 48.0332 5.9448 0.0003 0.6306

m11b 10.5742 7.9563 46.7756 -1.8808 120.7780 47.6691 2.4817 0.0000 0.4792

m11c 11.1002 8.8442 70.1262 -1.0490 172.2317 72.7490 5.1707 0.0012 0.3836

m11f 11.5972 10.2756 106.2536 0.7062 271.1231 109.1207 0.2519 0.0068 0.3691

m11q 11.1147 8.5553 70.5149 -1.4055 169.3726 73.2528 6.6084 0.0004 0.2552

m11v 11.1405 9.3015 73.6367 -0.4062 174.0561 79.0680 0.9904 0.0020 0.5341

m12f 12.0816 10.8553 156.5903 1.1966 395.9141 160.9539 0.1605 0.0026 0.1211

m12m 12.0184 11.0586 152.7088 1.3188 399.2297 156.7147 0.1790 0.0029 0.0810

m12i 11.9294 10.7769 139.7645 1.0767 360.6893 143.3412 0.1088 0.0003 0.0478

Table 3.1: Average properties and loading factors of the FIRE-2 halos in our low redshift
bin (z = 0.0 − 0.5). We provide some basic global properties: halo virial mass (M�),
stellar mass (M�), virial velocity (km s−1), SFR (M� yr−1), escape velocity from the
ISM at 0.1Rvir (km s−1) and escape velocity from the halo at Rvir (km s−1). For
the loading factors, we provide the average total loading factor (dimensionless) and
the corresponding cold, warm and hot phase fractions (ηphase/η). As the full table is
much longer, in the text here we only show a limited set of columns for the ISM-scale
mass loading factors; there are additional columns giving the loading factors and their
corresponding phase fractions for momentum, energy and metal outflows (for both the
ISM and virial shells). The m13 halos are not shown since they are only run down
to z = 1 (they appear in the subsequent two tables). This supplementary table is

available to download in its entirety in the online journal.
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Halo log Mvir log M∗ Vvir log SFR Vesc,ISM Vesc,halo ηM,ISM fM,ISM,cold fM,ISM,warm

m10q 9.6679 6.1910 28.3840 -3.9136 68.7514 29.8457 42.2899 0.0000 0.9007

m10v 9.6041 3.6395 26.8659 -inf 57.1216 29.1336 inf nan nan

m10y 9.9107 6.5727 34.4039 -2.9452 79.6717 37.1819 25.3753 0.0041 0.8080

m10z 10.2583 7.0819 44.9341 -2.4946 103.5751 47.9005 17.6529 0.0013 0.6614

m11a 10.3552 7.3467 48.9326 -2.0557 112.5202 51.5762 15.8302 0.0068 0.6865

m11b 10.3977 7.6180 49.8646 -2.1166 118.1264 52.8621 20.0579 0.0211 0.7451

m11c 10.8999 8.4603 74.6748 -0.9751 173.6646 78.3523 7.5931 0.0141 0.5623

m11f 11.3949 9.6310 111.3398 0.4287 264.9936 116.8989 1.5574 0.0145 0.4897

m11q 10.9105 8.1635 73.8962 -1.3263 169.5094 78.1010 7.5609 0.0130 0.4647

m11v 10.8051 8.8465 70.3905 -0.5639 170.5799 74.1870 1.9865 0.0063 0.5575

m12f 11.8129 10.2684 155.6512 0.9783 370.1414 163.9375 0.8151 0.0093 0.3378

m12m 11.8957 10.2896 159.2550 1.2817 393.2780 170.7198 0.3144 0.0150 0.2311

m12i 11.7536 10.0605 147.9378 0.9407 344.9060 155.8567 0.7816 0.0052 0.2826

A1 12.4241 11.3586 276.6363 1.8137 695.7254 287.7614 0.2196 0.0000 0.0000

A2 12.6153 11.5553 324.3633 1.9258 786.7923 340.2941 0.4423 0.0014 0.0037

A4 12.4939 11.2806 288.3921 1.8442 687.2517 306.7733 0.4405 0.0022 0.0083

A8 12.7956 11.3537 366.9799 2.2786 831.0475 389.0615 0.3216 0.0139 0.0366

Table 3.2: Identical to Table 3.1 but now for our intermediate redshift bin (z = 0.5−2.0).
This supplementary table is available to download in its entirety in the

online journal.
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Halo log Mvir log M∗ Vvir log SFR Vesc,ISM Vesc,halo ηM,ISM fM,ISM,cold fM,ISM,warm

m10q 9.4611 5.8281 32.5904 -3.1300 71.2804 34.8458 44.1721 0.0258 0.8701

m10v 8.7289 3.6450 18.4540 -inf 40.5637 20.3351 inf nan nan

m10y 9.3987 5.8869 31.3700 -2.7648 67.8910 34.8602 53.5149 0.0693 0.8780

m10z 9.6626 6.0321 38.4115 -2.0593 84.1822 42.0751 29.4567 0.0850 0.7992

m11a 9.8915 6.7998 45.7891 -2.0118 102.0091 48.5946 24.2457 0.0685 0.8138

m11b 10.0150 7.1604 50.6737 -1.8223 113.8998 55.1179 20.0025 0.0460 0.7567

m11c 10.4254 7.8025 69.1876 -1.2756 159.2299 74.5761 10.3179 0.0314 0.6073

m11f 10.8506 8.2414 96.9847 -0.0968 218.5064 102.2394 4.1509 0.0704 0.5978

m11q 10.3770 7.3952 66.5144 -1.1906 146.0821 71.5669 15.1848 0.1659 0.6763

m11v 10.5013 7.9483 74.4011 -0.8721 166.8453 80.9191 7.8286 0.0552 0.6506

m12f 11.3000 9.0861 138.5344 0.6098 311.4655 145.5008 2.3737 0.0233 0.3868

m12m 11.0576 8.3822 115.4186 0.0730 255.1170 132.6813 3.6423 0.0574 0.4311

m12i 11.1531 8.3699 121.9358 -0.0764 258.3681 133.6676 4.8712 0.0358 0.5038

A1 12.1771 11.0075 278.5722 2.0537 682.5353 294.1316 0.2029 0.0046 0.0566

A2 12.2491 11.1264 299.9680 2.3505 736.2042 311.7156 0.1585 0.0074 0.1516

A4 12.0143 10.4359 244.9935 1.9061 567.1888 260.2105 0.3228 0.0354 0.2052

A8 11.8331 9.4767 212.0698 1.5120 475.8216 237.4192 0.6018 0.0463 0.2846

Table 3.3: Identical to Table 3.1 but now for our high redshift bin (z = 2.0− 4.0).
This supplementary table is available to download in its entirety in the

online journal.
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cross-correlation window length to ±6 snapshots, which roughly translates to a ±120

Myr window (given the typical snapshot spacing of ∼ 20 Myr). Our chunking approach

allows for the possibility that the time lag can systematically increase towards later

times. Indeed, we find that the time lag roughly increases from ∼ 20− 40 Myr at z ∼ 4

to ∼ 50 Myr at z ∼ 1, and finally to ∼ 100 Myr at z ∼ 0. Muratov et al. (2015, their

Appendix B) found a similar systematic increase in the time lag towards low redshift

and suggested it could be because halo radii grow with time while outflow velocities do

not increase as dramatically (so outflows take longer to get to 0.1Rvir). Based on visual

inspection, we find our simple cross-correlation algorithm to work remarkably well. In

dwarfs, SFHs are bursty so the time lag is most easily constrained. In more massive

halos, although the SFH is continuous, there can still be peaks (often broad) in the mass

outflow rate history that help constrain the cross-correlation. As we will show below,

even when the time-shifting is imperfect for individual episodes, our burst integration

baselines are usually wide enough to smooth over this error.

Next, in a given chunk, we detect peaks in the shifted mass outflow rate time

series using the automated scipy.signal.find peaks routine. This is a powerful al-

gorithm that identifies local maxima based on their “topographic prominence” (i.e.,

how the amplitude of a peak compares to the amplitude of its direct neighbors). The

function also estimates the peak baseline by extending a horizontal line on both sides

of the peak until intersection with part of an even higher peak. For efficiency, we limit

the extent of this baseline search window to a total of 8 snapshots (for a total possible

burst duration of ∼ 160 Myr). Although the width of an ISM outflow spike is unlikely
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to exceed ∼ 100 Myr, we find that allowing for this slightly larger max baseline helps

correct for any imperfect time shifts due to the single-lag cross-correlation described

earlier.

With the peak centers and baselines for outflow spikes in hand, we numeri-

cally integrate the references fluxes and (time-shifted) outflow fluxes within each burst

window. While our adopted peak detection algorithm performs well (based on visual in-

spection), any time series analysis is fraught with uncertainty and some filtering criteria

must be applied to remove unwanted, noisy detections. For simplicity, we only have two

selection criteria for bursts.7 First, we remove outflow episodes where the correspond-

ing burst-integrated stellar mass is zero; these scenarios likely reflect mergers and other

inner halo activity. Second, adapting Muratov et al. (2015, their Appendix B), we only

keep bursts whose integrated wind mass is at least 10% of the wind mass of the most

powerful burst within their 1 Gyr time chunk. This choice is inevitably arbitrary but

it is designed to pick up the clearer, well-defined and more interesting outflow episodes.

While this does mean we have a floor on our instantaneous loading factors, in the case

of mass loading, we can recover values as low as ∼ 0.1 in the low-redshift MW halos.

As our results will show, our instantaneous loading factors also agree remarkably well

with our fiducial redshift-averaged measurements. This serves to validate the two very

different approaches while also allowing us to get a sense of the instantaneous scatter

in wind loadings.

In Figure 3.4, we illustrate our time-shifting, peak detection and burst inte-

7For the m13 halos, we further choose to only include bursts at z = 2 − 4 since both the SF and
Ṁout history are continuous at z < 2 and it is not clear that the derived time lags are meaningful.
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gration results for three representative 1 Gyr time chunks using m12f and m10q as

examples. Instantaneous mass loading factors are found to be ∼ 5− 10 times higher in

m12f at high-redshift (z = 1.9 − 1.4) than at a lower redshift (z = 0.7 − 0.5). In the

lower redshift chunk, SF is continuous with a non-zero baseline unlike at high-redshift

for m12f. However, broad outflow peaks are still apparent and the cross-correlation

result seems sensible. In the same lower redshift chunk, m10q only has two starbursts

that are spaced far apart (by ∼ 600 Myr) and the outflows are highly mass-loaded with

ηM ∼ 500 and 80. To better characterize and understand these trends, we will later

correlate all individual detected outflow episodes using their associated burst-averaged

physical properties.

Table 3.4 provides a catalog of instantaneous burst properties for all halos at

z < 4. This catalog includes individual integrated burst stellar masses, wind masses and

mass loading factors (both combined and split into cold, warm and hot phases). Sim-

ilarly, integrated multi-phase momentum, energy and metal loadings are also provided

for each individual burst. Burst interval averaged SFR and gas surface densities, dense

ISM gas fractions, global stellar mass and halo virial velocity, etc. are also provided as

discussed above.

3.4 ISM wind loading factors

Here we present our ISM loading factors as a function of a few galaxy/halo

properties. It is beyond the scope of this chapter to identify a “universal” halo prop-
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Figure 3.4: Illustration of our automated algorithm for measuring instantaneous loading
factors. These are three representative 1 Gyr time chunks showing m12f at high-redshift
when SF is bursty (top), m12f at lower redshift when SF is more continuous (middle),
and m10q at the same lower redshift when its SF is still bursty (bottom). In each panel,
the SFH is shown in black, the original unshifted mass outflow rate history as transpar-
ent magenta, and the time-shifted mass outflow rate history as opaque magenta. The
cyan dots and horizontal lines identify peaks and their baselines, respectively. Above
each detected peak, we write the burst-integrated wind mass, stellar mass, and instan-
taneous mass loading factor. Note how the instantaneous mass loading is ∼ 5 − 10
times weaker in m12f at lower redshift compared to high redshift. Note also how highly
mass-loaded the two bursts in m10q are despite being at the same lower redshift, and
also how far apart these two bursts are in time (∼ 600 Myr with zero SF in between).
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Halo Redshift dtlag log M∗,burst log Mwind log ηM log Mwind,cold log Mwind,warm log Mwind,hot

m10q 3.8854 0.0000 4.7019 6.7398 2.0379 5.0895 6.7139 5.2920

m10q 3.8121 0.0000 3.3653 6.5009 3.1357 4.0429 6.4945 4.5534

m10q 3.5071 0.0000 4.4318 7.0831 2.6513 5.0506 6.9918 6.3392

m10q 3.0765 0.0000 3.2909 6.8781 3.5872 5.4926 6.8177 5.8258

m10q 2.6924 0.0000 6.0332 7.4752 1.4420 5.9537 7.4178 6.4467

m10q 2.0145 67.2997 4.6990 5.5042 0.8052 -inf 5.4945 3.5448

m10q 1.9858 67.2997 3.6776 5.1833 1.5057 -inf 5.1631 3.6249

Table 3.4: A subset of columns and rows from our full instantaneous burst catalog for
all halos at z < 4. Integrated starburst and wind masses are in M�, momentum in M�
km/s, energy in erg, metal mass in M�. Gas mass surface densities are in M�/yr/pc2

and SFR surface densities in M�/yr/kpc2. Global stellar mass and virial mass are in
M�, virial radius in proper kpc, and virial velocity at Rvir and 0.1Rvir in km/s. The
time lag and burst baseline are in Myr (note that because of our algorithm, all bursts
in the same 1 Gyr time slice have the same time lag). Unless noted otherwise, all other
quantities are dimensionless (see also main text).
This supplementary table is available to download in its entirety in the

online journal.

erty (or combination of properties) with which to unambiguously correlate the loading

factors. We start with a brief comparison to previous work on mass and metal load-

ing for FIRE-1 halos as a function of both stellar mass and halo virial velocity. We

then investigate how all four multi-phase loading factors (mass, momentum, energy and

metals) vary with stellar mass and redshift for the FIRE-2 halos. Finally, we correlate

our instantaneous loading factors versus burst interval-averaged gas and SFR surface

densities and a few other interesting physical properties.

For purely illustrative purposes, we provide fitting functions to approximate

many of the trends. However, we caution that the scatter is often large and the optimal

functional form is not always obvious. For simplicity, we fit (sometimes broken) power

laws in log-log space. We use the scipy.optimize.curve fit implementation of the

108



Levenberg-Marquardt damped least-squares method (without weighting). We report

one standard deviation uncertainties on fitted parameters using the square root of the

diagonal entries of the covariance matrix. Unless indicated otherwise, our fits are only

done to the broad redshift-averaged measurements and generally include the overly

massive m13 halos. In a future work, we will present scalings and quantify scatter in a

form that can be implemented into SAMs.

3.4.1 Comparison to FIRE-1

In Figure 3.5, we compare our FIRE-2 measurements of mass and metal loading

factors vs. stellar mass to the FIRE-1 results of Muratov et al. (2015) and Muratov

et al. (2017), respectively.

Our mass loading factors are roughly a factor of two lower than Muratov

et al. (2015), who found a redshift-independent relation with stellar mass: ηM,ISM ∝

(M∗/M�)−0.35. Similar to FIRE-1, our mass loading factors drop off more steeply at

M∗ & 109M� (note that the low-redshift m12 halos were not used to fit the FIRE-1

relation; Muratov et al., 2015). Our lower normalization relative to FIRE-1 is driven by

our different particle selection schemes: our Bernoulli velocity wind criterion excludes

slower-moving, turbulent flows whereas the simpler vrad > 0 km/s selection of Muratov

et al. (2015) includes this slow component (and hence leads to upper limits). We have

verified that if we use all particles with vrad > 0 km/s and place the ISM shell at

0.2 − 0.3Rvir instead of 0.1 − 0.2Rvir (to be even more consistent with Muratov et al.,

2015), then our mass loading factors increase and become remarkably similar to FIRE-

109



1. We also compare to the particle tracking-based measurements of mass loadings in

FIRE-1 from Anglés-Alcázar et al. (2017a), which are even higher since they tracked

outflows directly out of the ISM (much of which recycles back).

Our metal loading factors agree with FIRE-1 from Muratov et al. (2017) despite

our more stringent wind selection criteria. Had we selected outflows with vrad > 0 km/s

at 0.2 − 0.3Rvir instead of 0.1 − 0.2Rvir (like Muratov et al., 2017), we would predict

about a factor of two higher metal loading factors than our fiducial measurements.

This suggests that although the subgrid physics change from FIRE-1 to FIRE-2 did

not greatly affect the overall mass loading factors, there was an appreciable effect on

the metal loading and hence metallicity of winds. Nevertheless, our conclusions remain

broadly similar to Muratov et al. (2017): ISM metal outflows in dwarfs are comparable

to the yield of type II SNe (i.e., ηZ,ISM ∼ 1), with relatively lower ISM metal outflows

in the more massive halos.

3.4.2 Global halo circular velocity

Next we plot the mass loading as a function of virial velocity in Figure 3.6.

We follow the common practice of plotting ISM mass loading versus global halo circu-

lar velocity8; we find similar scalings when plotting ISM mass loading versus circular

velocity at 0.1Rvir or halo-scale mass loading versus circular velocity at Rvir. The the-

oretical motivation for comparing mass loading to circular velocity is that the power

8Note that we define Vvir as the circular velocity at Rvir using our own calculated enclosed mass
profile accounting for stars, gas and high-resolution dark matter (see Section 3.3). Some studies take
Vvir directly from a halo finder, but this may not account for the reduced baryon fractions of dwarfs if
only the dark matter particles are used.
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Figure 3.5: Comparison of our ISM-scale mass and metal loading factors as a function
of stellar mass to previous FIRE-1 work (Muratov et al., 2015, 2017; Anglés-Alcázar
et al., 2017a). Top: Our fiducial mass loadings are roughly ∼ 2× lower than Muratov
et al. (2015), who found ηM,ISM ∝ (M∗/M�)−0.35 (excluding the low-redshift m12 halos
from their fit). This is due to our Bernoulli velocity wind criterion excluding slower,
turbulent flows which would otherwise lead to larger mass loadings as in Muratov et al.
(2015); the transparent symbols show that we would agree with FIRE-1 remarkably
well if we use the same wind selection criteria. We also plot the particle tracking-
based measurements of mass loadings in FIRE-1 from Anglés-Alcázar et al. (2017a),
which are even higher since they track outflows directly out of the ISM (much of which
recycles back). Bottom: Despite our stricter wind selection criterion, our metal loadings
agree with Muratov et al. (2017), suggesting that the switch from FIRE-1 to FIRE-2
subgrid physics affected outflow metallicities. The transparent symbols show that we
would predict even larger metal loadings than FIRE-1 if we use the same wind selection
criteria as Muratov et al. (2017). Nevertheless, our overall conclusion is similar: nearly
all metals produced by Type II SNe are ejected from the ISM of dwarfs but retained
within the ISM of more massive galaxies.
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law is expected to be steeper for energy-driven winds (ηM ∝ V −2) and shallower for

momentum-driven winds (ηM ∝ V −1); see Murray et al., 2005). Muratov et al. (2015)

found a very steep slope for the FIRE-1 dwarfs (∝ V −3.2), and then a transition to a

shallower slope (∝ V −1) for more massive halos with Vvir > 60 km/s.

At high-redshift, we find that our measurements follow

ηM,ISM = 104.6

(
Vvir

km s−1

)−2.0

for z = 2.0− 4.0 (3.12)

with a coefficient error of ±0.2 dex and power law exponent error of ±0.1 (the m13 halos

are excluded from the fit). This is consistent with the expectation for energy-conserving

winds. We do not see the need for a broken power law with a shallower slope for more

massive halos at high-redshift. If anything, the m13 halos at high-redshift fall off more

steeply than expected for a ∝ V −2
vir scaling, perhaps suggesting they retain more of their

outflows in the ISM as fuel for rapid early star formation.

At intermediate redshift, the relation steepens:

ηM,ISM = 105.6

(
Vvir

km s−1

)−2.6

for z = 0.5− 2.0 (3.13)

with a coefficient error of ±0.5 dex and power law exponent error of ±0.2 (again ex-

cluding the m13 halos). The relation steepens even further by low redshift:

ηM,ISM = 106.5

(
Vvir

km s−1

)−3.4

for z = 0.0− 0.5 (3.14)

with errors of±0.6 dex and±0.3 for the coefficient and power law exponent, respectively.

There is a hint that a broken power law may be appropriate at intermediate-redshift

given the elevated ηM,ISM of the m13 halos, but this would be at a much higher pivot
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point (& 200 km s−1) than the 60 km s−1 found by Muratov et al. (2015). The MW

halos follow our simple unbroken scalings at both intermediate- and low-redshift. As

we will discuss later, the stronger redshift dependence when plotting against halo virial

velocity instead of stellar mass may reflect the fact that the stellar-to-halo-mass ratio, at

fixed halo mass, gets larger at later times whereas Vvir does not evolve as dramatically

(this is particularly true for the massive halos).

3.4.3 Multi-phase ISM mass loadings

In Figure 3.7, we plot multi-phase ISM mass loading factors versus stellar mass.

Our fiducial measurements in the broad redshift bins are shown with the symbols, but we

also plot continuous “tracks” of the loading factors based on ±1 Gyr boxcar smoothing

to get a sense of the scatter. For total loadings (all phases combined), we plot the

actual loading factors whereas for the individual phases we plot fractions for clarity

(i.e., ηphase/ηtotal).

The topmost panel is similar to Figure 3.5: when combining all phases, dwarfs

have significantly higher mass loading factors than more massive halos. The total mass

loadings in low-mass dwarfs are of order ∼ 100, steadily dropping towards ∼ 10 for

intermediate-mass dwarfs and becoming less than unity for the m12 and m13 halos

(despite the latter being at high redshift). The total mass loadings approximately

follow

ηM,ISM = 104.4(M∗/M�)−0.45 (3.15)

with errors of ±0.2 dex and ±0.02 for the coefficient and power law exponent, respec-
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Figure 3.6: ISM mass loading as a function of halo circular velocity. The big markers
show our fiducial redshift-averaged measurements whereas the small dots show our in-
stantaneous mass loading measurements color-coded by redshift (Vvir for the latter is
an Ṁ weighted average over individual burst intervals). Muratov et al. (2015) found a
shallower slope of ISM mass loading with halo circular velocity for FIRE-1 halos with
Vvir > 60 km/s and interpreted it to mean a transition from energy-driven winds in
dwarfs to momentum-driven winds in higher mass halos (dotted colored lines). We
do not see this flattening with our more stringent outflow selection criteria in FIRE-2
except possibly at the very massive end (Vvir & 300 km s−1) starting at intermediate
redshift. Instead, our measurements are roughly consistent with a single power law that
goes as V −2

vir at high-redshift (red line), with a steepening at later times (green and blue
lines).

114



tively. At low redshift, a few of the m11 halos and all three m12 halos are a factor

of a few below our approximate fit (see also FIRE-1; Muratov et al., 2015; Hayward

& Hopkins, 2017). This may reflect the deeper potential wells at later times as well

as the changing structure of the ISM and inner CGM over time, as we will discuss in

Section 3.6.

The cold mass loading fractions correlate strongly with redshift but are gen-

erally flat with stellar mass (at a given redshift). High redshift dwarfs (including the

progenitors of the MW halos) have cold mass loading fractions approaching ∼ 0.1. At

lower redshifts, the cold mass loading fractions drop to 0.01 or less. We find that the

cold mass loading fractions can be approximated simply as

fM,cold ≡
ηM,ISM,cold

ηM,ISM
= 10−3.1(1 + z)3.1 (3.16)

with errors of±0.1 dex and±0.3 for the coefficient and power law exponent, respectively.

We have excluded the m13 halos from the fits.

By comparison, the warm and hot phases show much less scatter. In the

m13 and z ∼ 0 MW halos, the hot phase carries most of the outflowing mass. In

contrast, the warm phase carries most of the outflows in dwarfs, including the high-

redshift MW progenitor dwarfs. As we will discuss later, this may reflect the fact that

the virial temperatures of the dwarfs are below our hot phase cut-off of 105 K, meaning

that the warm phase is still “dynamically hot” in the dwarfs. In the high-redshift

dwarf progenitors of MW halos, the cold mass loadings are comparable to the hot mass

loadings, yet the warm mass loadings dominate over the other two phases by a factor
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of ∼ 10. There is no strong redshift dependence for the warm and hot mass loading

fractions, but the warm mass loading fractions drop significantly at high stellar masses.

We fit a broken power law to the warm mass loading fractions with the break fixed at

1010.5M�:

fM,warm ≡
ηM,ISM,warm

ηM,ISM
=


10−0.5(M∗/1010.5M�)−0.09 for M∗ . 1010.5M�

10−0.5(M∗/1010.5M�)−2.0 for M∗ & 1010.5M�

(3.17)

with errors of ±0.1 dex for the coefficient, ±0.04 for the low-mass exponent and ±0.3

for the high-mass exponent. For the hot mass loading fractions, we assume a single

power law:

fM,hot ≡
ηM,ISM,hot

ηM,ISM
= 10−1.9(M∗/M�)0.18 (3.18)

with errors of ±0.1 dex for the coefficient and ±0.01 for the power law exponent.

3.4.4 Multi-phase ISM momentum loadings

In Figure 3.8, we show the multi-phase ISM momentum loading factors versus

stellar mass. With all phases combined, the total momentum loadings are . 0.1 for the

MW halos at z ∼ 0 as well as the m13 halos at high-redshift. In contrast, the momentum

loadings are of order unity in the dwarfs, including the high-redshift progenitors of MW

halos. For the lowest mass halos, the momentum loading exceeds one, which may reflect

some SN/superbubble clustering phenomenon (e.g., Gentry et al., 2017; Fielding et al.,

2018; Faucher-Giguère, 2018). There is some scatter in the momentum loadings of

dwarfs but averaged over long timescales their values exceed those of the more massive
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Figure 3.7: Evolution of multi-phase ISM mass loading factors with stellar mass. The
bigger markers show our fiducial redshift-averaged measurements and the smaller dots
are our instantaneous burst measurements color-coded by redshift (M∗ for the latter is
an Ṁ weighted average over each individual burst interval). The horizontal gray line
denotes order unity and the other lines show approximate fits (see text). Top: For all
outflow phases combined, ηM is less than 1 for massive halos and rises to ∼ 100 for
dwarfs. Bottom-left: The fraction of mass loading in the cold phase is far less than one
but correlates strongly with redshift. High redshift halos can have ∼ 10% of their mass
loading in the cold phase, but this drops to less than 1% for most halos at later times.
Bottom-middle: the warm outflow phase dominates by mass fraction in the dwarfs.
Note also the much tighter correlation and lack of redshift dependence compared to the
cold phase. Bottom-right: the hot phase dominates in the massive halos but steadily
drops off toward lower mass halos. Interestingly, when the total ηM,ISM < 1, the hot
phase dominates, whereas in the dwarfs with ηM,ISM � 1 the warm phase dominates.

117



halos by about a factor of ten. We approximate the scaling between total momentum

loading and stellar mass as

ηp,ISM = 102.1(M∗/M�)−0.29 (3.19)

with errors of ±0.2 dex for the coefficient and ±0.02 for the power law exponent.

Splitting by phase, the cold momentum loadings are negligible in low-redshift

dwarfs, MW halos at z ∼ 0 and the m13 halos. However, cold momentum loading

fractions are more substantial in high redshift dwarfs: the progenitors of MW halos

have values of a few percent whereas some lower mass dwarfs exceed 10%. A simple

redshift-dependent formula can reasonably approximate the cold momentum loading

fractions (excluding the m13 halos):

fp,cold = 10−3.2(1 + z)2.9 (3.20)

with errors of ±0.1 dex for the coefficient and ±0.3 for the power law exponent.

The warm and hot momentum loading fractions are significantly higher than

the cold momentum loadings for all galaxies considered. For the more massive halos

(including the MW halos at z ∼ 0), the hot momentum loading fractions are much larger

than the warm momentum loading fractions and approach order unity. In intermediate-

mass dwarfs, the hot and warm momentum loading fractions are comparable, and in

the lowest mass dwarfs the warm phase carries nearly all of the momentum. The im-

portance of warm momentum loading in low-mass dwarfs may be related to their virial

temperatures being lower than 105 K: their outflows may not satisfy our lower limit for

hot temperatures but may still be “dynamically hot.” We approximate our trends for
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the warm phase using a broken power law with the break fixed at 1010.5M�:

fp,warm =


10−0.6(M∗/1010.5M�)−0.10 for M∗ . 1010.5M�

10−0.6(M∗/1010.5M�)−2.1 for M∗ & 1010.5M�

(3.21)

with errors of ±0.1 dex for the coefficient, ±0.05 for the low-mass exponent and ±0.3

for the high-mass exponent. For the hot phase, we find simply

fp,hot = 10−1.3(M∗/M�)0.12 (3.22)

with a coefficient error of ±0.1 dex and power law exponent error of ±0.01.

3.4.5 Multi-phase ISM energy loadings

In Figure 3.9, we plot multi-phase ISM energy loading factors versus stellar

mass. When we consider all phases combined, the total ISM energy loadings are less

than 0.1 in the MW halos at low-redshift. The same is true for the m13 halos at both

intermediate and high redshift, which have similarly low energy loadings. In contrast,

dwarfs at high redshift have energy loadings of order unity. At lower redshifts, dwarfs

show more scatter in their total energy loadings, but still maintain preferentially higher

energy loadings compared to the massive halos (generally ηE,ISM & 0.2). Taking into

account this complicated redshift and mass dependence, we parameterize the energy

loadings as a broken power law at high-redshift (with the break point fixed at 109M�)
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Figure 3.8: Similar to Figure 3.7 but now for the ISM momentum loading factor. Top:
The overall momentum loading factor is of order unity for higher redshift dwarfs, drop-
ping to ∼ 0.1 for some dwarfs at z ∼ 0. For massive halos, overall momentum loadings
are generally less than 0.1. Bottom-left: The fraction of momentum loading in the
cold phase is negligible except for high redshift dwarfs where it can approach ∼ 10%.
Bottom-middle: The warm phase carries nearly all of the momentum in the lowest mass
dwarfs, gradually dropping to . 10% for more massive halos. Bottom-right: In contrast,
the hot phase carries nearly all of the momentum in massive halos, gradually dropping
to ∼ 10% for the lowest mass dwarfs.
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and two distinct power laws for the other two redshift bins:

ηE,ISM =



101.3(M∗/M�)−0.25 for z = 0.0− 0.5

100.5(M∗/M�)−0.11 for z = 0.5− 2.0

100.001(M∗/109M�)−0.04 for z = 2.0− 4.0 & M∗ . 109M�

100.001(M∗/109M�)−0.44 for z = 2.0− 4.0 & M∗ & 109M� .

(3.23)

The errors for the low-redshift power law are ±0.6 dex for the coefficient and ±0.07 for

the exponent. The errors for the intermediate-redshift power law are ±0.3 dex for the

coefficient and ±0.03 for the exponent. As for the high-redshift broken power law, the

errors are ±0.05 dex (coefficient), ±0.03 (low-mass exponent), and ±0.04 (high-mass

exponent).

Splitting by phase, the cold energy loading fractions are negligible in all halos

compared to the warm and hot energy loading fractions, although the scatter in cold

energy loading fractions correlates positively with redshift. Just as for the cold mass and

momentum loading fractions, we can approximate the redshift dependence in a simple

way (again, excluding the m13 halos):

fE,cold = 10−3.3(1 + z)2.4 (3.24)

with errors of ±0.1 dex (coefficient) and ±0.3 (exponent).

The hot energy loading fractions dominate over the warm energy loading frac-

tions by about an order of magnitude for the MW halos, their high redshift dwarf

progenitors, and the m13 high-redshift halos. In contrast, a substantial fraction of en-

ergy is carried by the warm phase in lower mass halos. We approximate the warm
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energy loading fractions as a broken power law with the break fixed at 1010.5M�:

fE,warm =


10−0.9(M∗/1010.5M�)−0.11 for M∗ . 1010.5M�

10−0.9(M∗/1010.5M�)−1.5 for M∗ & 1010.5M�

(3.25)

where the errors are ±0.1 dex (coefficient), ±0.05 (low-mass exponent) and ±0.3 (high-

mass exponent). For the hot energy loading fractions, we find

fE,hot = 10−0.60(M∗/M�)0.054 (3.26)

where the errors are ±0.07 dex (coefficient) and ±0.008 (power law exponent).

3.4.6 Multi-phase ISM metal loadings

In Figure 3.10, we plot multi-phase ISM metal loading factors versus stellar

mass. Similar to Figure 3.5, with all phases combined the total ISM metal loadings

are of order unity in dwarfs at all redshifts (i.e., including progenitors of MW halos).

However, in more massive halos, the ISM metal loadings drop steadily to ∼ 0.1 when

averaged over long timescales. There is no strong redshift dependence for the total

metal loadings, allowing us to simply parameterize the trends with halo mass using a

broken power law (with the break point fixed at 109M�):

ηZ,ISM =


100.001(M∗/109M�)−0.04 for M∗ . 109M�

100.001(M∗/109M�)−0.44 for M∗ & 109M� .

(3.27)

The errors are ±0.05 dex (coefficient), ±0.03 (low-mass exponent) and ±0.04 (high-mass

exponent).

122



Figure 3.9: Similar to Figure 3.7 but now for the evolution of ISM energy loading factor.
Top: Overall energy loadings are of order unity for dwarfs at high-redshift, and between
0.1 and 1 for lower redshift dwarfs. MW and m13 halos have ηE ∼ 0.1 especially at
lower redshift. Bottom-left: The fraction of energy loading carried by the cold phase is
negligible, except in some low-mass dwarfs at high-redshift where it is almost ∼ 10%
(signifying large kinetic energy). Bottom-middle: The warm phase carries only about
∼ 10% of the energy loadings in massive halos but becomes increasingly important
for low-mass dwarfs, where its fractional contribution approaches ∼ 50% or higher.
Bottom-right: The hot phase carries ∼ 50% of the energy in the lowest mass dwarfs and
effectively becomes the sole carrier of energy in massive halos (fhot ∼ 100%).
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Splitting by phase, metals carried by the cold phase are negligible overall but

there is a strong redshift dependence. At high redshift, all halos have roughly constant

cold metal loading fractions of ≈ 0.05. At later times, the cold metal loading fractions

decrease but there seems to be a positive correlation with stellar mass. Excluding the

m13 halos, we parameterize the cold metal loading fractions as

fZ,cold =



10−3.1(M∗/M�)0.10 for z = 0.0− 0.5

10−2.8(M∗/M�)0.10 for z = 0.5− 2.0

10−0.9(M∗/M�)−0.07 for z = 2.0− 4.0 .

(3.28)

The errors for the low-redshift power law are ±0.8 dex (coefficient) and ±0.08 (expo-

nent). The errors for both the intermediate- and high-redshift power laws are the same:

±0.5 dex (coefficient) and ±0.06 (exponent).

The hot metal loading fraction is of order unity and the warm metal loading

fraction is of order 0.1 in more massive halos. In contrast, for the lowest mass halos,

the warm phase carries nearly all of the metals (the hot metal loading fraction drops to

order 0.1). We fit a broken power law to the warm metal loading fractions assuming a

fixed break at 1011M�:

fZ,warm =


10−0.5(M∗/1011M�)−0.08 for M∗ . 1011M�

10−0.5(M∗/1011M�)−2.7 for M∗ & 1011M�

(3.29)

where the errors are ±0.1 dex (coefficient), ±0.03 (low-mass exponent), and ±0.5 (high-

mass exponent). For the hot metal loading fractions, we find:

fZ,hot = 10−1.2(M∗/M�)0.10 (3.30)
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where the errors are ±0.1 dex (coefficient) and ±0.01 (power law exponent).

3.4.7 Wind radial velocities

Wind radial velocity distributions are another fundamental quantity for char-

acterizing the thermodynamics of outflows, and are also more readily constrained by

observations rather than total masses, momenta, energies, Bernoulli velocities, etc.

Figure 3.11 shows the distributions of ISM mass outflow rate in bins of radial

velocity for wind particles classified as cold, warm or hot. The distributions are averaged

over our fiducial redshift ranges weighting by the overall Ṁout,ISM in each contributing

snapshot. As can also be seen in the velocity panel of our movies (Figure 3.1 and

Figure 3.2), the full radial velocity distributions generally extend to very low values

for hot and even warm outflows. These slow moving particles have enough energy from

their temperature, compared to the halo potential, to still be classified as wind particles.

However cold outflows generally do not extend to very low velocities since their thermal

energy is negligible and cannot get them classified as winds according to our Bernoulli

velocity criterion. All three phases show a sharp cutoff above a few thousand km/s since

these are likely the fastest that stellar-driven winds can propagate (AGN feedback may

lead to even faster winds but that is not implemented here).

Figure 3.12 collapses the full multi-phase radial velocity distributions into

mass-flux-weighted average radial velocities in each phase as a function of halo circular

velocity. This is a simpler, more traditional plot compared to Figure 3.15, where we

compared the average mass-flux-weighted Bernoulli velocity to the difference in escape
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Figure 3.10: Similar to Figure 3.7 but now showing evolution of the ISM metal loading
factor. Top: Overall metal loadings are of order unity for dwarfs, i.e., nearly all metals
produced by SNe are ejected from the ISM of dwarfs. In contrast, the SN metal yield is
mostly retained within the ISM of massive halos. Bottom-left: The fraction of metals
carried by the cold phase is generally negligible for all halos except in high-redshift
dwarfs and intermediate-redshift massive halos (for which fcold ∼ 10%). Bottom-middle:
The warm phase carries nearly all of the metals in the lowest mass dwarfs, and becomes
progressively less important for more massive halos, dropping to ∼ 10%. Bottom-right:
In contrast, the hot phase carries nearly all of the metals in massive halos compared to
only ∼ 10% in the lowest mass halos.
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velocity between 0.1Rvir and 1.0Rvir. Consistent with previous work, we find a positive

correlation between average outflow radial velocity and halo circular velocity, with the

cold and warm outflows generally clustering around vrad ≈ 2×Vvir. The relatively large

radial velocities of cold and warm outflows is likely driven by the fact that most of their

Bernoulli velocity must come from the kinetic term, which alone needs to be sufficiently

large for traveling to & 0.5Rvir. The hot outflows can have substantially larger radial

velocities, especially in some high-redshift dwarfs where vr ≈ 5× Vvir. Interestingly, in

some halos, the average hot outflow radial velocities can be lower than Vvir; this may

reflect deceleration of outflows due to high density gas within the ISM and inner CGM.

However, these slower moving outflows still have enough energy to travel deep into the

CGM owing to their hot temperatures and hence sufficiently high Bernoulli velocities.

It is beyond the scope of this work to present a detailed two-dimensional anal-

ysis of loading factors simultaneously in temperature and radial velocity bins (but see

the bottom-right panel of Figure 3.1 and Figure 3.2). Such an analysis would provide

useful constraints for launching of galactic winds in SAMs and lower resolution cosmo-

logical simulations (see discussion in Kim et al., 2020b). It is also beyond the scope of

our work to investigate full radial velocity profiles and compare to observations. How-

ever, our analysis can be adapted in the future to study outflows closer to the ISM

and make predictions for observables based on the trajectories and intrinsic evolution

of wind particles (following, e.g., Anglés-Alcázar et al., 2017a; Hafen et al., 2020).
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Figure 3.11: Similar to Figure 3.3 but now showing the distributions of ISM mass
outflow rate in bins of radial velocity for wind particles classified as cold (left column),
warm (middle column) or hot (right column). The different rows show the average
distributions over our fiducial large redshift bins, where snapshots with higher total
Ṁout,ISM are given higher weight in the average.
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Figure 3.12: Analogous to Figure 3.15 but now, following common practice, we plot the
mass-flux-weighted average radial velocity versus halo virial velocity. From left to right:
we plot this for the cold, warm and hot ISM outflows. The solid gray line is the one-
to-one mapping between radial velocity halo circular velocity; the dashed and dotted
lines are twice and five times the circular velocity, respectively. We see that generally
cold and warm outflows cluster around ≈ 2Vvir, with slightly lower radial velocities in
the m13 halos. The hot outflows tend to be faster, approaching ≈ 5 × Vvir on average
for some dwarfs. Interestingly the radial velocity of hot outflows in some halos can
be less than Vvir, which either suggests deceleration due to interactions or that the
slower component of the hot wind dominates (as illustrated in the bottom-right panel
of Figure 3.1 and Figure 3.2).
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3.4.8 Trends with SFR and ISM gas mass surface densities

In Figure 3.13, we plot our instantaneous burst-integrated mass loading fac-

tor as a function of the Ṁ -weighted average Σgas and ΣSFR within individual burst

windows. Σgas is defined as Mgas/(πR
2
3D) where Mgas is the mass of all gas particles

within 0.1Rvir and R3D is the 3D stellar half-mass radius (a commonly used definition

of galaxy size) computed using star particles within 0.1Rvir. ΣSFR is defined similarly

except the numerator is the instantaneous SFR as described in subsection 3.3.3. Hence

we are assuming, for simplicity, that the ISM gas and star formation within 0.1Rvir are

mostly confined to a flat disk of radius R3D.

Instantaneous mass loadings drop off as Σgas increases. They also drop off with

increasing ΣSFR although there is more scatter, especially at low ΣSFR. The bursts in

the m12 halos (red points) show a clear evolution from high mass loadings at low Σgas

(i.e., in their dwarf progenitors) to low mass loadings of ∼ 0.1 at high Σgas (i.e., at low

redshift). Most of the bursts in the m13 halos occur at rather large surface densities

since these halos were already quite massive by z = 2 − 4. For purely illustrative

purposes, we parameterize the trends as

ηM = 102.71

(
Σgas

M� pc−2

)−1.17

(3.31)

and

ηM = 10−0.47

(
ΣSFR

M� yr−1 kpc−2

)−0.53

. (3.32)

The errors for the Σgas scaling are ±0.08 dex (coefficient) and ±0.04 (power law expo-

nent). The errors for the ΣSFR scaling are ±0.05 dex (coefficient) and ±0.02 (power law
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exponent).

3.4.9 SF burstiness, dense ISM gas fractions and inner CGM virial-

ization

The previous global correlations with M∗ and Vvir are not satisfying in terms of

painting a physical picture because they do not address how small-scale ISM conditions

may influence the initial properties of winds during breakout. This interpretation-

related ambiguity remains even in cases where the global correlations appear statistically

strong with minimal scatter. On the other hand, the instantaneous loading factor

trends (or lack thereof) with Σgas and ΣSFR are also not sufficiently informative because

they lack a proper normalization and hence physical context. Although we cannot

establish causality with the FIRE-2 dataset (that would require controlled numerical

experiments), we can at least correlate our instantaneous loading factors against a few

relevant “derived” physical properties. In this first attempt, we choose to only focus on

the following three for simplicity. Do more powerful starbursts (relative to the average

SFR over a longer time window) drive winds that are more highly mass-loaded? Are

instantaneous loading factors higher when dense ISM gas fractions are lower since that

may enable winds to break out without as much impedance? Does the virialization

of the inner halo correlate with the strength of ISM winds? The following is a brief

heuristic and empirical exploration of these three questions.

To quantify starburst strength (or “local burstiness”) for each instantaneous

outflow episode, we divide the maximum SFR within the burst window by the 1 Gyr-
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Figure 3.13: Instantaneous ISM mass loading factor versus Ṁ -weighted average gas
mass surface density (top) and SFR surface density (bottom) within individual burst
windows. There is a clear negative correlation with gas mass surface density such that
ηM ∝ Σ−1.2

gas (diagonal black line; excluding the m13 halos from the fit). The trend with

SFR surface density follows ηM ∝ Σ−0.5
SFR but the deviation from a simple power law is

more apparent.
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averaged SFR (i.e., within each burst’s overall time chunk). The dense ISM gas fraction

is computed as fdense = Mgas,dense/Mgas where Mgas,dense is the mass of all gas particles

within 0.1Rvir that have density n > 1000 cm−3 (this is the SF density threshold in

FIRE-2).9 We take the Ṁ -weighted average fdense within each individual burst window.

Finally, we take the tcool/tff ratio at 0.1Rvir from Stern et al. (2020), who analyzed the

same simulations. This cooling time to free-fall time ratio is a measure of virialization

in the inner CGM (specifically when tcool/tff & 2, the halo is virialized all the way down

to the central galaxy). Following Stern et al. (2020), we do not include the low-mass

(m10) dwarfs since they have Tvir ∼ 104 K and the distinction between the dynamically

hot and cool phases breaks down. As with fdense, we estimate the Ṁ -weighted average

tcool/tff within each individual burst window.

Figure 3.14 shows our instantaneous mass loading factors as a function of the

aforementioned three physical properties. The instantaneous mass loadings are clearly

larger when starbursts are stronger (i.e., when the peak SFR is more prominent relative

to the 1 Gyr-averaged SFR). In contrast, there is a lot of scatter and effectively no

trend with fdense, especially if we neglect the m13 halos which have large fdense but low

ηM (these halos are so massive that SN-driven winds cannot easily escape). Finally,

the instantaneous mass loading steadily declines as the tcool/tff ratio gets larger, with

ηM � 1 when the inner halo is virialized (i.e., when tcool/tff > 2). This condition is met

9Our fdense statistic is almost certainly too simplistic to capture the full complexity of the multi-phase
ISM. A more robust measure of wind breakout conditions would take into account the full temperature–
density distribution of the ISM to identify the warmer volume-filling phase fraction (e.g., Li & Bryan,
2020). However, it may be challenging to account for the complicated redshift and halo mass dependence
of ISM geometry, multi-phase partitioning, and “contamination” of hot gas from the inner virialized
CGM.
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Figure 3.14: Instantaneous ISM mass loading factors versus three “derived” physical
properties. From left to right: (1) the maximum SFR in the burst interval divided by
the 1 Gyr-averaged SFR, (2) the dense ISM gas fraction, and (3) the cooling time to
free-fall time ratio at 0.1Rvir, which is a measure of inner halo virialization. Each of
these physical properties are Ṁ -weighted averages within individual burst windows. The
large black symbols and errorbars denote binned medians with 25th and 75th percentiles.
We see that instantaneous mass loadings are higher for more powerful starbursts (i.e.,
when the SFH is locally bursty). There is also a weak trend where instantaneous ηM

tends to be higher when the dense ISM gas fraction is lower, although there is a lot of
scatter. Finally, the instantaneous ηM steadily declines as tcool/tff increases, with the
mass loading becoming� 1 when the inner halo is virialized as indicated by tcool/tff > 2
(this is the case for massive halos whereas dwarfs have a non-virialized inner halo and
higher mass loadings).

in the massive halos but not in the dwarfs (including the high-redshift dwarf progenitors

of the m12 halos), which instead have high mass loadings and a non-virialized inner halo.

These trends will help inform our discussion later.

3.5 Halo wind loading factors

We now turn to halo-scale loading factors at Rvir. The driver of halo-scale out-

flows is more difficult to disentangle because there can be other input sources for mass,

momentum, energy and metals in addition to the ISM outflows (e.g., CGM turbulence
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stirred by satellite motions and their own outflows; Faucher-Giguère et al., 2016; Hafen

et al., 2019, 2020). As a result, there may be ambiguities in interpreting “halo loading

factors” which are computed as outflow fluxes in the virial shell normalized by refer-

ence fluxes on the ISM scale for type II SN inputs. However, we have verified through

animations of the projected particle data that hot outflows generated by the central

galaxy do often have enough energy to make it to Rvir, even in the MW halos at low

redshift. Hence, it is informative to compare our broad redshift-averaged measurements

of outflows at Rvir to those at 0.1Rvir (the large integration timescale means we are

effectively marginalizing over complicated propagation and delay time physics).

3.5.1 Bernoulli velocity versus potential depth

Before presenting the halo loading factors, in Figure 3.15 we first compare the

average mass-flux-weighted Bernoulli velocities (vB =
√
Ė/Ṁ following Equation 3.10)

of multi-phase ISM outflows to the difference in escape velocity between 0.1Rvir and

Rvir (which quantifies the halo potential depth). As outflows propagate outwards, they

gain potential energy at the expense of kinetic and thermal energy; hence in the limiting

case of adiabatic outflows, the decrease in Bernoulli velocity should mirror the decrease

in escape velocity. Note that the upper limit on the Bernoulli velocity of SN-driven

outflows is
√

1051erg
100M�

≈ 700 km s−1; comparing this to the potential difference gives a

simple estimate of whether SN-driven outflows can escape from halos of a given mass.

We see that cold and warm outflows contain just enough energy to make it to

Rvir in the dwarfs and even the massive halos. On the other hand, the hot outflows
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contain much more energy than needed to get to Rvir; for high-redshift dwarfs, the

energy of hot outflows is ∼ 5× higher than the escape velocity difference, hence many

of these outflows may become unbound from the halo. In the MW halos at low redshift,

the hot outflows have just enough energy to make it to Rvir. This is also true for the

m13 halos at high redshift but not at low redshift (where again, outflows may only reach

∼ 0.5Rvir in accordance with our wind selection criteria).

This exercise demonstrates that we should expect to see significant halo wind

loading (especially for hot outflows in dwarfs) and that comparing characteristic outflow

rates at Rvir to those at 0.1Rvir can help constrain average losses/gains in mass, mo-

mentum, energy and metals while winds transit the CGM. In Figure 3.16, we compare

total mass, momentum, energy and metal loading factors in our ISM shell (0.1−0.2Rvir)

to those in our virial shell (1.0 − 1.1Rvir). Both the ISM and halo loading factors in

this figure only include outflows that have enough energy to get to at least 2Rvir if not

farther.10 By defining this subset of “escaping” ISM and halo outflows, we can constrain

what fraction of mass, momentum, energy and metals predicted to escape from the ISM

to 2Rvir may actually do so. We will now describe each of these outflow quantities in

turn.

10Note that these “escaping” ISM outflows are somewhat lower than our fiducial measurements to go
from 0.1 → 0.5Rvir since only a subset of ISM outflows will have the greater required initial energy to
travel all the way to 2Rvir. However, the overall trends are similar to our results above.
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Figure 3.15: Average mass-flux-weighted Bernoulli velocity (i.e., specific kinetic energy
plus enthalpy) of multi-phase ISM outflows versus the difference in escape velocity
between 0.1Rvir and Rvir (a proxy for the potential difference). This gives a sense of
whether outflows can be expected to reach Rvir in the absence of interactions (given
our ISM wind selection criteria, outflows should make it to ∼ 0.5Rvir at minimum).
Cold and warm outflows (left and middle panels) in some dwarfs have up to twice the
energy needed to make it to Rvir, but in the more massive halos the cold/warm outflow
energy is comparable to the potential difference. In contrast, hot outflows (right) have
Bernoulli velocities that are far in excess of the energy needed to make it to Rvir. This
is obvious for lower mass halos where the hot outflows contain up to ∼ 5× more energy
than needed to escape the halo (hence these outflows can be expected to travel very
large distances, probably becoming unbound). Hot outflows in low-redshift MW halos
have just enough energy to reach Rvir. Hot SN-driven outflows can also escape from
m13 halos at high redshift but not necessarily at intermediate redshift.
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3.5.2 Halo mass loading

We see that even for the low-redshift MW halos, the actual halo mass loading

is comparable to, in fact even slightly larger than, the ISM mass loading defined using

particles with enough energy to make it to 2Rvir. If we had included slower moving,

likely cold and turbulent, ISM outflows – which never had a chance of getting to 2Rvir

anyway – then this ratio would be closer to 0.3− 0.4 (Figure 12 of Pandya et al., 2020).

While we do not know whether the identity of the gas leaving the virial shell is the same

as the gas that was previously ejected from the ISM (e.g., much of the ISM outflows

could have stalled in the CGM while still pushing ambient halo gas outwards), our

finding that ηhalo/ηISM ∼ 1 in the low-redshift MW halos combined with their relatively

large Bernoulli velocities of hot outflows in Figure 3.15 suggests that outflows can have

substantial effects in MW halos (see also our supplementary movies, e.g., Figure 3.1).

This agrees with the conclusions drawn from the comparative CGM analysis of diverse

simulations by Fielding et al. (2020b). For dwarfs, the halo mass loading is generally

many times higher than the ISM mass loading expected to make it to 2Rvir. Since the

dwarfs are generally very isolated, this is likely due to ISM outflows sweeping up CGM

gas (see also Muratov et al., 2015; Pandya et al., 2020). In contrast, for the m13 halos,

the much higher halo mass loadings than expected are likely due to their rich satellite

systems, which can stir up the CGM and have substantial outflows of their own (e.g.,

Anglés-Alcázar et al., 2017a; Hafen et al., 2020). While quantifying these entrainment

and satellite effects is beyond the scope of this chapter, the time evolution of the radial
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profile of Ṁout and Ṁin in our supplementary movies (as in Figure 3.1 and Figure 3.2)

can qualitatively reveal these effects. For example, the amplitude and/or width of an

outflow spike may increase as it propagates to larger radius, which would be indicative

of CGM entrainment.

3.5.3 Halo momentum loading

In the dwarfs, the halo momentum loadings are larger than the ISM momentum

loadings, which is expected for energy-conserving outflows (if Ė ∼ Ṁv2 is roughly

constant, then ṗ ∼ Ṁv will increase as the outflow decelerates due to sweeping up mass).

Interestingly, the MW halos at low redshift have roughly similar outflow momentum at

the halo and ISM boundaries. The m13 halos have anomalously high halo momentum

loading factors, which may suggest additional momentum input sources (e.g., their rich

satellite systems).

3.5.4 Halo energy loading

The halo energy loadings are comparable to ISM energy loadings in the dwarfs

(including the high redshift progenitors of MW halos). This suggests that the rela-

tively higher ISM energy loadings of dwarfs (Figure 3.9) are conserved to at least Rvir,

which is consistent with the large Bernoulli velocities relative to their potential depth

(Figure 3.15). The m13 halos also have high halo energy loadings but there is likely sig-

nificant contamination from their rich satellite systems (which can introduce additional

kinetic and thermal energy from stirring turbulence in the CGM, heating from their
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own energy-rich outflows, etc.). In contrast, for the low redshift MW halos, the halo

energy loading factors are only ∼ 0.25 times their ISM energy loadings (i.e., 4 times

lower).

3.5.5 Halo metal loading

In the MW halos at low redshift, the metal loading at Rvir is roughly ∼ 20%

of the ISM-scale metal loading. In contrast, for their dwarf progenitors and all dwarfs

more generally, the halo metal loadings are comparable to the ISM metal loadings.

This is consistent with the interpretation by Muratov et al. (2017) for FIRE-1 that

metals escape from dwarf halos but are retained within MW halos (perhaps due to

substantial interactions in the latter, although we also do not know the level of mixing

with pristine gas). The m13 halos also have relatively low halo metal loadings perhaps

owing to their deeper potential wells, although again their halo-scale measurements are

likely contaminated due to metal-rich outflows from their large satellite systems (see

also Hafen et al., 2019).

3.6 Discussion

Here we summarize the overall story suggested by our results, discuss our

findings in the context of previous work, and list some possible systematic uncertainties

in our analysis.

The results of our analysis tell a seemingly simple story. We have found that

dwarfs have preferentially much higher ISM mass, momentum, energy and metal load-
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Figure 3.16: Comparing “escaping” wind loading factors for the ISM and virial shells.
The top row is ISM loading factors using only the subset of ISM outflows that have
enough energy to reach 2Rvir instead of just 0.5Rvir. The middle row is halo-scale
loading factors using only outflows at Rvir that have enough energy to get to at least
2Rvir. The bottom row is the ratio of these halo-scale and ISM-scale loading factors.
From left to right we show mass, momentum, energy and metal loading factors. Mass:
dwarf halo mass loadings are a few times larger than the ISM mass loadings, perhaps
indicative of additional swept up material. Low-redshift MW halos have a ratio close
to ∼ 1 (recall that our ISM loadings exclude slower outflows, which may be substantial
but unlikely to reach Rvir). m13 halos show a larger ratio at intermediate redshift than
at high redshift. Momentum: Dwarf outflows often have more momentum at the halo
scale than at the ISM scale, in contrast to low-redshift MW halos whose outflows have
comparable momentum at Rvir and 0.1Rvir. Energy: In dwarfs, halo energy loadings
are comparable to ISM energy loadings. In contrast, for MW halos at low redshift,
the halo-scale energy loadings are ∼ 0.1 smaller than their ISM-scale energy loadings.
Metals: In dwarf halos, most metals leaving the ISM also leave the halo. In low-redshift
MW halos, only ∼ 10% of ISM metal outflows leave the halo (surprisingly, intermediate
redshift m13 halos have high metal loadings).
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ings than MW-mass halos at late times (and even the m13 halos at early times). The

cold outflow phase is generally negligible for dwarfs except at high redshift where the

cold phase can account for ∼ 10% of each of the total loading factors.11 The importance

of the warm phase gradually increases toward lower stellar masses (for which the warm

phase approaches ∼ 100% by mass fraction). The suppression of multi-phase outflows in

the lowest mass dwarfs may be a clue that the UV background together with the global

thermodynamics of the halo (the virial temperatures of these dwarfs is much lower than

our threshold of 105K for the hot phase) either prevents thermal instabilities or rapidly

heats up cold outflows due to CGM mixing and/or shocks. In addition, much of the

ISM of dwarfs may already be at a warm temperature, so significant cold mass loading

may not be expected. In any case, it is remarkable that the overall momentum, energy

and metal loadings are of order unity in the lowest mass dwarfs, implying that most

of the SN-driven energy, momentum and metals make it quite far out of the ISM; the

mass loadings being of order 100 also suggests that the outflows sweep up significant

amounts of ambient material. The metal loadings being of order unity suggests that

the ISM metallicity of dwarfs is in equilibrium (Forbes et al., 2014) since most of the

metals produced as SN ejecta escape via metal-enriched, energy-conserving outflows

(hence the ISM metallicity should be roughly constant with time). Note that the FIRE

simulations have been shown to agree reasonably well with observed mass–metallicity

relations for both gas and stars in the mass ranges that we examine here (Ma et al.,

11Observed outflows driven by active galactic nuclei (AGN) can have high cold mass loading factors
(e.g., Cicone et al., 2014; Fiore et al., 2017; Fluetsch et al., 2019, and references therein), but the FIRE-2
simulations do not include AGN feedback.
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2016; Wetzel et al., 2016; Escala et al., 2018). The ratio ηhalo/ηISM & 1 for the dwarfs,

further suggesting that ISM outflows escape to quite large distances (& Rvir) on average

with their energy, momentum and metals intact.

In contrast, for low-redshift MW halos and high-redshift massive (m13) halos,

winds are weaker and the hot phase generally carries most of the mass, momentum,

energy and metals.12 The warm phase is subdominant (though it can carry a substantial

fraction of metals in the low-redshift MW halos; see purple stars in Figure 3.10) and

the cold phase is generally negligible (a few percent by mass fraction). The loading

factors for the low-redshift m12 halos are below unity (ηM is of order ∼ 0.1 on average,

and possibly smaller for individual weak outflow episodes), which means that only a

fraction of the SN-driven mass, energy, momentum and metals make it out of the ISM

(unlike for the dwarfs). Nevertheless, the ratio ηM,halo/ηM,ISM ∼ 1 for the MW halos at

low-redshift, suggesting that whenever there is a large breakout of wind from the ISM,

there is subsequently also a large outflow from the halo. However, the ηhalo/ηISM ratio

is far below unity for energy and metals, meaning that a large fraction of wind energy

is dissipated while metals are mixed into the CGM due to interactions (or the outflow

metallicities are diluted due to sweeping up of metal-poor CGM gas).13 Interestingly,

the ηp,halo/ηp,ISM is closer to 1 for the low-redshift MW halos, and may be driven by the

thermal pressure term which would be substantial for their predominantly hot outflows.

12Had we only used the simpler vrad > 0 km/s cut, we would select substantially more warm outflows.
However, some fraction of these may not travel far beyond ∼ 0.1Rvir and may represent random motions
near the ISM edge.

13Many of the m13 halos have ηhalo/ηISM ratios greater than unity, which is unexpected given their
deep potential wells. We think this is likely due to additional input sources of mass, momentum, energy
and metals at large radii. Possible sources include outflows and turbulence stirred by their numerous
satellites as well as accretion shocks of infalling gas near Rvir.
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3.6.1 Comparison to theoretical expectations and other simulations

3.6.1.1 Comparison to simple theoretical arguments

Traditionally, mass loading factors are correlated against the global halo cir-

cular velocity since that is a proxy for the potential depth and because the inferred

power law slope may encode whether the winds are “energy-driven” (ηM,ISM ∝ V −2
vir )

or “momentum-driven” (ηM,ISM ∝ V −1
vir ; e.g., Murray et al., 2005; Hopkins et al., 2012;

Muratov et al., 2015; Christensen et al., 2016). We find that ηM,ISM ∝ V −2
vir at high

redshift, with a significant steepening at low redshift. There appears to be no need to

appeal to a “broken” power law as found for the FIRE-1 halos by Muratov et al. (2015).

Our power law (particularly at high redshift) is consistent with simple theoretical ex-

pectations for energy-conserving winds as laid out in Murray et al. (2005). At lower

redshifts, our relation becomes even steeper, consistent with a picture in which there

are significant losses in the ISM prior to the wind being launched.

In addition to correlating the loading factors against the global halo virial

velocity and stellar mass, it is important to consider instantaneous correlations with

properties that explicitly characterize the state of the ISM and inner halo (e.g., as

suggested by Fielding et al., 2017a; Li & Bryan, 2020). After all, the virial velocity and

stellar mass correlations alone do not unambiguously explain what sets the properties

of winds upon initial breakout from the ISM. For example, why do winds in high-

redshift dwarfs appear to be energy-conserving (i.e., consistent with a V −2
vir scaling)?

While painting a fully fleshed out physical picture is beyond the scope of this work, we
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found three important trends that can help guide future work using controlled numerical

experiments. First and foremost, instantaneous mass loading factors are preferentially

higher during more powerful starbursts (i.e., when the peak SFR is more prominent

compared to the 1 Gyr-averaged SFR). During such locally bursty SF events, we may

expect more strongly clustered SNe (Faucher-Giguère, 2018). The resulting powerful

stellar feedback may clear out the denser phase of the ISM while percolating through

the less dense phase, ultimately breaking out of the galaxy prior to losing significant

energy via radiative cooling (e.g., Fielding et al., 2018).

Correlating instantaneous mass loading factors with dense ISM gas fractions

reveals a lot of scatter and effectively no trend, especially if we ignore the m13 halos

at high fdense with low ηM (SN-driven winds cannot easily escape from these massive

halos). The lack of a strong correlation with fdense may reflect the fact that more

powerful starbursts are also expected to occur when dense ISM gas fractions are higher,

and these in turn may drive more powerful winds despite high fdense. On the other hand,

our overly simplistic definition of fdense using only particles with n > 1000 cm−3 may

not be the best diagnostic of ISM breakout conditions: if the warmer volume-filling ISM

phase fraction can be reliably measured, that may lead to a more robust correlation (Li

& Bryan, 2020). On a related note, the ISM may be more turbulent when the overall gas

fraction Mgas/(Mgas +M∗) is higher, which may make it easier to drive strong outflows

(this may help explain why winds become weaker in more massive halos at later times,

when their overall gas fractions have decreased; Hayward & Hopkins, 2017). Finally, we

find that instantaneous mass loadings are suppressed when the inner halo is virialized
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(as in the more massive halos) (Stern et al., 2020). The lack of a virialized inner

CGM in dwarfs may allow outflows to propagate relatively unimpeded with minimal

energy and momentum losses. Shock heating and entrainment of CGM/IGM gas by

these energy-conserving outflows may cause preventative feedback that can suppress

future gas accretion and ultimately help reduce the global star formation efficiency of

dwarfs (Pandya et al., 2020). Despite this interesting heuristic exercise, we stress that

our instantaneous burst analysis groups together outflow episodes occurring in halos

of widely different masses and across ∼ 10 Gyr of cosmic time. It is an enormously

challenging task to simultaneously control for all of the possible interplay between global

and local conditions using a fully cosmological simulation, but it is encouraging that we

at least see some emergent systematic trends with our simple summary statistics.

3.6.1.2 Comparison to high-resolution idealized simulations

It is difficult to say definitively how our FIRE-2 wind scalings compare to those

from resolved ISM idealized simulations. A future analysis of the FIRE-2 simulations

closer to the ISM while accounting for the complicated geometries of our galaxies can

help place these kinds of comparisons on a firmer footing (e.g., following Gurvich et al.,

2020). One seemingly major difference worth commenting on is that Kim et al. (2020a)

very clearly predict that cool outflows (with T < 2 × 104 K) carry most of the mass

whereas hot outflows (with T > 5× 105 K) carry most of the energy in their TIGRESS

kpc-scale sub-galactic simulations. In contrast, for our low-redshift MW halos, the hot

phase carries both most of the mass and energy (Figure 3.7 and Figure 3.9). The
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simplest explanation is that our measurements are made much farther from the galaxy

(0.1Rvir) than in resolved ISM simulations (∼ 1−2 disk scale heights), and much of the

cold and warm outflows may not be expected to make it to ∼ 0.5Rvir anyway. Instead

they may recycle as fountain flows much closer to the disk (e.g., Anglés-Alcázar et al.,

2017a; Hafen et al., 2020; Gurvich et al., 2020) or get mixed into the hot phase (e.g.,

Fielding et al., 2020a; Schneider et al., 2020). Note also that FIRE includes additional

prescriptions for radiative pressure feedback and photoionization that are not modeled

in TIGRESS but which may be crucial for heating the ISM and enabling breakout of

hot winds. Nevertheless, it is encouraging that the hot mass loadings of our low-redshift

MW halos are still only of order ∼ 0.1, which is similar to the TIGRESS predictions

(Kim et al., 2020a).

A related question is why the hot mass loading in our dwarfs is far larger

than ∼ 0.1, in fact closer to ∼ 10 (the overall mass loading is ∼ 100 with a ∼ 10%

hot phase fraction for low M∗ galaxies; see Figure 3.7). Partially, this may be due to

shock heating and entrainment of inner CGM gas by energy-conserving outflows in the

dwarfs. The warm phase is even more prominent than the hot phase for winds in the

FIRE-2 dwarfs. This may be due to the fact that warm outflows may be able to travel

farther into the CGM of dwarfs because of their shallower potential well depths. There

can also be a disproportionately larger contribution of swept-up warm ISM and inner

CGM gas for outflows in dwarfs compared to more massive halos. Note that since the

virial temperatures of dwarfs can be lower than our hot phase threshold temperature of

105 K, much of the warm outflows in dwarfs can still be considered “dynamically hot”
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(and vice versa for more massive halos). The idealized, high-resolution global dwarf

simulations by Hu (2019) show that the warm phase (what they call the ionized phase)

is indeed very important: it is the dominant phase beyond a few kpc owing to cooling

of the hot phase and shock heating of cooler gas.

As for trends between instantaneous wind loading factors and ISM and SFR

surface densities, the clearest correlation we have found is between ηM and the Ṁ -

weighted average Σgas over individual burst windows. The instantaneous mass load-

ing tends to drop systematically as Σgas increases, becoming of order ∼ 0.1 in the

low-redshift MW-mass halos. This is qualitatively consistent with predictions from TI-

GRESS where the authors find ηM ∝ Σ−1.12
gas , albeit much closer to the galaxy (one

scale height above/below the disk; Figure 12 in Kim et al., 2020a). The correlation

with ΣSFR shows more scatter. This may partially be driven by the fact that we are

combining bursts from widely different halos and at many different redshifts (up to

z = 4). We also measure our loading factors farther from the ISM than sub-galactic

simulations do; in fact, our chosen distance of 0.1Rvir corresponds to ∼ 25 − 30 phys-

ical kpc for a low-redshift MW-mass halo, which is far beyond the simulation domain

of kpc-scale resolved ISM models. Since the properties of a wind may change as it

propagates through the inner halo, it is perhaps natural to expect different correlations

with more scatter farther from the galaxy (just like we expect halo-scale loadings to be

more complicated to interpret). A fruitful avenue for future work will be to combine

measurements of loading factors very close to the galaxy (ideally by defining subpatches

of the ISM and properly accounting for the more complicated gravitational potential)
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with our spherically-averaged loading factors farther out (see also Gurvich et al., 2020).

3.6.1.3 Comparison to other cosmological simulations

Lastly, it is useful to qualitatively discuss our results in the context of other

cosmological simulations (both zooms and large-volume). The FIRE-2 simulations are

particularly unique for predicting wind properties in a cosmological context due to

their explicit stellar feedback model. In contrast, the modeling of SN-driven winds

across different cosmological simulations varies dramatically and often involves ad hoc

approaches (e.g., decoupling winds from hydrodynamics, artificially delayed cooling,

etc.).

Compared to the FIRE-1 results of Muratov et al. (2015, 2017) that we build

on (see also Anglés-Alcázar et al., 2017a), our overall FIRE-2 mass and metal loadings

scale with stellar mass in qualitatively similar ways (despite our more stringent wind

selection criteria; Figure 3.5). However, we have gone further and provided several new

insights by explicitly measuring outflow energy and momentum loadings, temperature

and velocity distributions, and scalings with quasi-local ISM properties. This allowed

us to explicitly demonstrate that winds in dwarfs seem to be energy-conserving whereas

the more massive halos show significant outflow energy losses, especially at low redshift.

Interestingly, Christensen et al. (2016) also find that outflows in their GASOLINE zoom-

in simulations are consistent with the simple energy-driven scaling (ηM ∝ V −2
vir ; their

Figure 11). Tollet et al. (2019) find a much steeper relation in the NIHAO zoom-in

simulations: ηM ∝ V −4.6
vir , which they attribute to the reduced efficiency of SN feedback
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in more massive halos. They also cut off their steep scaling for dwarfs with Vvir < 45

km/s since there is a lot of scatter which they claim is due to stochastic SF. Instead,

they argue that for these dwarfs, the mass loadings must revert to following at most

a predicted V −2
vir scaling because there is a “maximum” efficiency of SN feedback and

because most of their dwarf outflows are cold with radial velocities below the escape

velocity. With our more stringent wind selection criterion (which captures the slow

component of the hot wind while neglecting cold, turbulent outflows), we find relatively

little scatter for the lowest mass dwarfs, which suggests that the steepening of the

overall relation with time is indeed driven by higher mass halos. Note that the prominent

redshift dependence in Figure 3.6 but weaker redshift dependence when plotting against

stellar mass (Figure 3.7) can at least partially be explained by the stellar-to-halo-mass

ratio, at fixed halo mass, getting larger at later times (at fixed Mvir) whereas Vvir does

not evolve as dramatically. The redshift evolution in the stellar-to-halo-mass ratio is

particularly prominent for more massive halos since SF is so inefficient in dwarfs, and

so the steepening against virial velocity with time may be driven by the m12 halos.

As for large-volume simulations, energy and momentum loadings are generally

not measured. One notable exception is Mitchell et al. (2020) who measured mass

loading factors as well as radial profiles of energy and momentum outflow rates in the

EAGLE simulations. They find that ηM ∝ V −1.5
vir for lower mass halos where stellar

feedback dominates, with the normalization increasing towards higher redshift; this

scaling steepens for halo-scale mass loadings to roughly match ∝ V −2
vir as expected for

energy-driven winds. They attribute this steepening to entrainment of CGM gas by
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winds, as inferred from average radial profiles of mass, momentum and energy outflow

rates. Another interesting result of modern large-volume simulations is that they predict

multi-phase winds, as recently shown for the IllustrisTNG model by Nelson et al. (2019).

Despite the very different SN feedback subgrid models of FIRE-2 and IllustrisTNG

(decoupled kinetic wind model; Springel & Hernquist, 2003), it is encouraging that the

outflow temperature distributions vary in similar systematic fashions with stellar mass,

in particular that the cold phase is noticeably absent in the lowest mass dwarfs and

more prominent in higher mass halos. This relative agreement likely reflects the fact

that the physics of radiative cooling, which is similar amongst all these simulations, is

predominantly responsible for setting the general properties of the outflow temperature

distributions. However, the inclusion of AGN feedback in many large-volume simulations

combined with a more phenomenological treatment of winds (plus different wind analysis

methods) makes it difficult to draw direct comparisons with FIRE-2. We do note that

the EAGLE (Schaye et al., 2015, their equation 6) and IllustrisTNG (Pillepich et al.,

2018, their Figure B2) large-volume simulations assume that winds carry less thermal

energy when the ISM metallicity is larger, which requires that the emergent energy

loading factors should be lower in more massive halos and at later times. While we

do not explicitly consider scalings with ISM metallicity, their assumption is consistent

with our overall finding. A more granular analysis of winds closer to the ISM in FIRE-2

would shed further light on this assumption, including the role of ISM gas metallicity

and density in setting the redshift dependence of some of our wind scalings.

In the future, it will be insightful to compare to large-volume simulations that
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“plug in” scalings for mass loadings and wind velocities taken from zoom-in simulations

(Davé et al., 2016, 2019; Huang et al., 2020). Our comprehensive multi-dimensional char-

acterization of FIRE-2 winds in terms of their temperature and velocity distributions,

and their energy and momentum loadings, will serve as useful inputs and benchmarks

for large-volume models with insufficient resolution to capture stellar feedback. Our

FIRE-2 scalings can be implemented in SAMs as is classically done (e.g., ISM mass

loading factor versus global halo virial velocity), and it may also be possible to use our

relations in radially-resolved SAMs where outflow properties are varied according to

local ISM properties (such as the gas mass surface density; Forbes et al., 2019). Per-

haps most importantly, SAMs will benefit from implementing our multi-phase energy

and momentum loading factors, which can be used to drive CGM heating and hence

suppress ISM accretion, push ambient CGM gas out of the halo via entrainment, and

prevent IGM gas from accreting into the halo in the first place (see more discussion of

preventative stellar feedback models in Pandya et al., 2020).

3.6.2 Systematic uncertainties

Although we have taken the first step to characterize the full thermodynamic

properties of outflows in fully cosmological simulations (adapting analysis methods com-

monly used for high-resolution idealized simulations; e.g., Kim et al., 2020a), there are

several sources of systematic uncertainty that may impact our results and interpretation.

Many of these, which we list here, may be fruitful avenues for future work.

First and foremost, our ISM loading factors are measured with a shell at 0.1−
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0.2Rvir, which corresponds to nearly ∼ 25 kpc in a MW halo at z = 0. This was done

partly for simplicity (we can use spherical shells, avoid contamination from dense ISM

mass flows, ignore the highly non-trivial geometry of galaxies, especially high-redshift

dwarfs, etc.), but this is very far from the midplane of the disk and far beyond the

domain of highly resolved ISM simulations (e.g., the ∼ 1 kpc scale boxes simulated by

Kim et al., 2020a). While it is fundamental to know the properties of outflows this far

out near the inner CGM, it is somewhat ambiguous what fraction of our ISM outflows

are fresh from the MW versus swept up inner CGM material. A future analysis that

considers the properties of outflows directly above and below the galaxy can provide

many useful physical insights and sanity checks (this can be done easily at least for MW

halos at intermediate and lower redshifts when they have a well-defined disk, but dwarf

geometries are more complicated). In parallel, additional metrics for characterizing

the inner CGM beyond the tcool/tff proxy of Stern et al. (2020) may help us better

understand the role of the CGM in modulating outflows and its own susceptibility to

being heated/entrained. Combined with a particle tracking approach (e.g., Anglés-

Alcázar et al., 2017a; Hafen et al., 2020), we would also be able to more confidently

constrain the distribution of particle travel times, maximum distances, recycling times,

and whether particles expected to conserve energy/momentum actually do so.

Furthermore, the fixed mass resolution of the Lagrangian FIRE-2 simulations

may lead to unresolved cooling of hot outflows and propagation of cold outflows. We

have found that in MW-mass FIRE-2 halos at low redshift, the hot phase carries not

only most of the energy but also most of the mass. In highly resolved ISM simulations
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closer to the disk, the hot phase carries most of the energy whereas the cool phase

carries most of the mass. If we are not resolving the cooling of hot gas, then colder

clumps that should form and become entrained in the CGM (leading to smaller outflow

rates measured at Rvir) may not be properly captured. We have also seen that cold

outflows are heavily suppressed except in high-redshift dwarfs; this may be physical in

the dwarfs, but it could also partially be due to poor resolution in the CGM, especially

in the more massive halos at low-redshift. On the other hand, we emphasize that our

wind selection criteria exclude outflows that do not have enough starting energy to

reach at least 0.5Rvir; most of this excluded material is almost certainly slow, cold

outflows. In addition, the FIRE-2 subgrid approach of depositing momentum in lieu of

thermal energy when the Sedov-Taylor SN phase is unresolved may play a role in setting

ηE � 1 for the more massive halos (but see Hopkins et al., 2018b). Recall that the

mass resolution in the low-mass (m10) dwarfs is ∼ 250M� so the Sedov-Taylor phase is

likely well-resolved, whereas in the more massive halos it is not (∼ 2100 − 33000M�).

Note, though, that when SNe are clustered, most of the hot gas may be contained in

“superbubbles” which are better resolved.

Finally, there are other sources of mass, momentum, energy and metal input

beyond type II SNe that are not included in our analytic reference injection rates (but

which are included in the FIRE-2 simulations), so our energy and momentum loading

factors may be overestimated.14 It may not be possible to estimate, in a clean way,

14On a related note, the core FIRE-2 simulations that we use do not include cosmic ray physics, which
can significantly affect outflow and CGM properties (Hopkins et al., 2020). Our simulations also do not
include a subgrid model for turbulent diffusion which would otherwise allow metals to no longer strictly
follow mass. While this can affect the distribution of outflow metallicities for a given episode, our bulk
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total injection rates in cosmological simulations due to the number of processes, many

of which are approximated using complicated subgrid models. For example, we do not

account for type Ia SNe, radiative heating from the stars in the central galaxy, outflows

and turbulence stirred by satellites, or gravitational shock heating of infalling gas in

more massive halos. We also do not account for the possibly complicated effect of

the FIRE-2 stellar feedback subgrid model: a correction to the loading factors may be

warranted to account for the lack of thermal energy input and reliance on momentum

deposition alone during the unresolved Sedov-Taylor phase of SNe. All of these effects

make it more complicated to interpret the absolute values of ηE and ηp, especially when

they are high. In addition, the m13 halos, which tend to be outliers in some of our

relations, are only run down to z = 1 so we are missing roughly half of their evolution

in our intermediate redshift bin (down to z = 0.5). It is possible that the peculiarly

high outflow rates of the m13 halos may decrease significantly at z < 1 (as happens for

the m12 halos at later times).

3.7 Summary

We have characterized the mass, momentum, energy and metal loading fac-

tors of multi-phase galactic winds in the FIRE-2 cosmological “zoom-in” simulations.

To accomplish this, we implemented a physically motivated Bernoulli velocity wind se-

lection criterion to account for the bulk kinetic, thermal and potential energy of gas

shell-averaged measurements may be robust (see arguments in Muratov et al., 2017, end of their section
5.4).
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particles and exclude slower, turbulent moving outflows from genuine winds. We re-

port instantaneous outflow measurements at two characteristic radii: close to the ISM

boundary (0.1 − 0.2Rvir) and the halo boundary (1.0 − 1.1Rvir). Given the inherently

multi-phase nature of galactic winds, we computed loading factors separately for the

cold (T < 103K), warm (103K< T < 105K) and hot (T > 105K) phases. In order to

minimize systematics due to travel time delays, entrainment, etc., our fiducial loading

factors were measured as averages over three relatively large redshift bins: low redshift

(z = 0.0− 0.5), intermediate redshift (z = 0.5− 2.0) and high-redshift (z = 2.0− 4.0).

We also implemented a robust algorithm to derive instantaneous loading factors for the

ISM shell to complement our redshift-averaged measurements and explore correlations

with physical properties on short timescales. With the large sample size of the core

FIRE-2 suite, we analyzed halos in four mass bins: low-mass dwarfs (Mvir ∼ 1010M� at

z = 0), intermediate-mass dwarfs (∼ 1011M� at z = 0), MW-mass galaxies (∼ 1012M�

at z = 0), and more massive halos at high redshift (∼ 1012.5 − 1013M� by z = 1).

Our main takeaways are as follows:

1. The ISM mass loading factor is preferentially higher for dwarfs (of order ∼ 100)

compared to more massive halos (below unity). Cold mass loading fractions are

negligible in all halos except high redshift dwarfs where it approaches order unity.

Warm mass loading fractions dominate over cold and hot mass loading fractions

in dwarfs, whereas hot outflows carry most of the mass in the more massive halos.

Similarly, the ISM momentum, energy and metal loadings are of order unity in
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the dwarfs (especially at high redshift) and significantly lower in the more mas-

sive halos. The warm phase tends to carry most of the momentum, energy and

metals in the dwarfs whereas the hot phase dominates for the more massive halos.

Correlating total ISM mass loadings with the global halo virial velocity results in

a V −2
vir dependence at high-redshift (consistent with energy-driven winds), but a

steeper scaling at later times.

2. The average Bernoulli velocity of hot outflows is 2 − 5× the difference in grav-

itational potential between 0.1Rvir and Rvir, especially in high-redshift dwarfs,

meaning that we should expect to see substantial outflows at Rvir. Indeed, mass

outflow rates at Rvir are several times larger than mass outflow rates at 0.1Rvir

in the dwarfs, indicative of swept up CGM gas. In the low-redshift MW halos,

this ηM,halo/ηM,ISM ratio is also of order unity when we consider only “escaping”

ISM outflows. Energy outflow rates at Rvir are comparable to those at 0.1Rvir

in dwarfs whereas this ηE,halo/ηE,ISM ratio is much lower (∼ 0.25) in low-redshift

MW halos. Halo-scale momentum loading factors exceed ISM momentum loading

factors in dwarfs (as expected for energy-conserving outflows) but are comparable

in MW-mass halos at later times. Most of the metals that leave the ISM tend to

escape from dwarf halos but are retained within low-redshift MW-mass halos.

3. Correlating instantaneous wind loading factors with Ṁ -weighted physical proper-

ties over individual burst windows reveals a few interesting trends. Instantaneous

ηM shows a clear negative correlation with Σgas but there is substantially more
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scatter versus ΣSFR. In contrast, we see a clear positive correlation between the

instantaneous ηM and a measure of how locally bursty a SF episode is (defined as

the peak SFR within a burst interval divided by the 1 Gyr-averaged SFR). We see

a lot of scatter and effectively no correlation between ηM and fdense, which may

reflect competing trends between how the dense ISM gas fraction affects starburst

and wind strengths, and/or that our simple fdense statistic is not an ideal measure

of ISM wind breakout conditions. Finally, we see a strong negative correlation be-

tween ηM and tcool/tff (which is larger than two when the inner halo is virialized):

mass loading is preferentially suppressed when the inner halo is virialized (as is

the case in massive halos at later times but not in dwarfs or at high redshift).

Our results suggest that the reduced global star formation efficiency of dwarfs

may at least partially be driven by their more powerful winds. At the same time,

our comprehensive analysis has revealed the multi-phase nature of weaker SN-driven

winds in massive halos. Our findings can be used to guide future controlled numerical

experiments that aim to clarify the key parameters that determine the properties of

galactic winds. In future work, we will use this rich dataset to implement preventative

stellar feedback in next-generation SAMs. The traditional approach of relying on mass

and metal ejection alone can be improved upon by also considering the energy and

momentum injected into the CGM/IGM by SN-driven winds. This may have important

physical implications for CGM/IGM heating rates and observable consequences for the

redshift evolution of the mass-metallicity relation, the stellar-to-halo-mass relation for
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dwarfs, and the chemical enrichment of the CGM/IGM.
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Chapter 4

A new semi-analytic model with explicit

preventative stellar feedback

4.1 Introduction

This chapter combines insights from the previous chapters and presents our

new prototype SAM in which nearly all of the free parameters and functional forms

are constrained from the core FIRE-2 simulations (Hopkins et al., 2018a). In Pandya

et al. (2020), we speculated that the energy of SN-driven winds may be responsible for

shock-heating the CGM and IGM of FIRE-2 dwarfs, leading to their very low measured

accretion rates. With our measurements of wind energy from Chapter 3, we can ask

whether the SN-driven winds generated in the FIRE-2 simulations are indeed a viable

heating source to offset CGM and IGM cooling in SAMs.

This chapter is organized as follows. Section 4.2 briefly describes the FIRE
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data and our updated particle tracking measurements of inflow and outflow fluxes. Sec-

tion 4.3 introduces the prototype SAM. Section 4.4 presents a case study of CGM/IGM

heating in a low-mass dwarf. Section 4.5 presents results for the entire FIRE-2 ensem-

ble, including our SAM-derived heating efficiency functions. We discuss our results in

Section 4.6 and conclude in Section 4.7. We adopt a standard (Planck Collaboration

et al., 2016) cosmology throughout.

4.2 FIRE-2 Simulations: Sample and analysis

4.2.1 Simulation sample

We use the same sample of “core” FIRE-2 halos as in Pandya et al. (2020,

2021). We exclude the anomalously late-forming low-mass dwarf m10v (it has effectively

zero star formation bursts until z ∼ 0.5). This means our sample of core FIRE-2 halos

includes m10q, m10y, m10z, m11a, m11b, m11c, m11q, m11v, m11f, m12i, m12f and

m12m. Our halo catalogs and merger trees are based on Rockstar and consistent-trees

(Behroozi et al., 2013b,c).

4.2.2 Particle tracking fluxes

We have re-measured inflow and outflow rates (mass, momentum, energy and

metal mass) using single-adjacent-snapshot particle tracking, which complements our

instantaneous flux method used in Pandya et al. (2020, 2021). The motivation is that

moving forward, there are several gas recycling parameters in SAMs that cannot be
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constrained with instantaneous fluxes but can be pinned down with multi-snapshot

particle tracking. At this early stage, we adopt a simple single-adjacent-snapshot track-

ing method with definitions appropriate for calibrating our SAM as follows (note that

this is much simpler than the multi-snapshot FIRE particle tracking by Anglés-Alcázar

et al., 2017a; Hafen et al., 2019, 2020).

For any two adjacent snapshots, we identify all particles belonging to three

“zones”: (1) the ISM defined as < 0.1Rvir, (2) the CGM defined as 0.1−1.0Rvir, and (3)

outside the halo defined as > Rvir. By computing the intersection of arrays of particle

IDs for different zones in the two snapshots, we can identify which particles crossed

zones. For example, inflowing particles are those that either crossed from outside the

halo to < Rvir by the second snapshot (halo inflows), or from > 0.1Rvir to < 0.1Rvir

(ISM inflows). Similarly, outflowing particles are those that crossed from the ISM zone

to > 0.1Rvir or, in the case of halo outflows, from < Rvir to > Rvir by the second

snapshot. Note that we neglect the possibility that ISM inflows may have become star

particles by the very next snapshot; while this may happen, it is likely a negligible

fraction of the full inflowing flux.

With inflowing and outflowing particle IDs classified, we can simply compute

the mass flux by adding up the mass of all particles that crossed a zone boundary and

dividing by the time elapsed between the two snapshots. We can also compute the

momentum, energy and metal flux following the method described in Pandya et al.

(2021). In particular, for the outflowing energy flux, we can compute the Bernoulli
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velocity, vB, for each particle:

vB =
1

2
v2 +

3

2
c2
s (4.1)

where v is the norm of the particle’s halo-centric velocity vector and cs is the particle

sound speed computed as
√
γ kT
µmp

. We assume a monatomic ideal gas so the adiabatic

index γ = 5/3 and we compute the mean molecular weight µ self-consistently for each

particle using its metallicity. Equation 4.1 neglects the gravitational term (−1
2v

2
esc) since

we are interested in the kinetic energy plus enthalpy transported by outflows (this is

the energy available for heating the CGM/IGM; see Pandya et al., 2021). vB is the

specific energy and thus the total energy flux crossing a boundary would be the sum

of Mv2
B for all outflowing particles divided by the snapshot time spacing. Analogously,

the metal mass flux transported by either inflows or outflows would be the sum of MZ

divided by the time elapsed between the two snapshots; here, Z is the metallicity of

each particle. We do not make use of momentum fluxes in this chapter but those can

also be computed easily.

Unlike Pandya et al. (2021), we do not impose any minimum Bernoulli velocity

cut for outflowing particles so our particle tracking fluxes correspond to the simplest

zero-radial-velocity threshold between inflows and outflows. This is done to ensure

mass conservation when attempting to reproduce the bulk zone masses. Although some

fraction of particles that crossed from, say, the ISM zone to CGM zone may not have a

high enough vB to travel far, they should still be considered outflows and deposited into

the CGM for the purposes of a SAM. The SAM would then need an explicit “fountain

flow” model for these weak outflows that recycle back into the ISM zone on a much
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faster timescale than the CGM cooling time or re-infall rate of gas ejected from the halo

(both of which can approach of order a Hubble time). Another way to say this is that if

we had assumed a Bernoulli velocity cut to only select the subset of ISM outflows that

have enough energy to reach at least 0.5Rvir Pandya et al. (as reported by 2021), we

would be missing roughly half of one CGM source term (the mass deposited into it by

ISM winds), and this would limit our ability to reproduce the time series of CGM mass

in FIRE.

We have verified that our outflow fluxes match those reported in Pandya

et al. (2020, 2021) using the instantaneous shell flux method with a simple vrad > 0

threshold remarkably well.1 We have also verified we can reproduce the bulk CGM,

ISM and stellar masses of the FIRE halos by simply integrating our particle track-

ing fluxes (we know the source and sink terms for the different zones, e.g., MCGM =

Ṁin,halo + Ṁout,ISM − Ṁout,halo − Ṁin,ISM). This increases our confidence in the particle

tracking fluxes representing the “ground truth” in some sense – if a SAM can accurately

reproduce the time series of our particle tracking fluxes, then it will consequently also

reproduce the time evolution of the CGM, ISM and stellar mass (and hence emulate

the simulation to an extent, which is our goal).

1The halo gas inflow fluxes are systematically higher with our particle tracking method (the ISM
inflow fluxes agree very well). This is partially because in Pandya et al. (2020, 2021), we were not
accounting for the outward motion of the virial shell with the Hubble flow even though we were adding
the Hubble velocity term to the particle peculiar velocities (this is not an issue with particle tracking
which simply involves intersecting particle ID arrays). In any case, our conclusions from Pandya et al.
(2020) regarding Ṁin,halo � fbṀvir in dwarfs remain unaffected (the effects of preventative stellar
feedback are still apparent as large dips in the halo gas inflow rate coinciding with strong energy-
conserving winds).
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4.3 A Prototype Simulation-Calibrated Semi-Analytic Model

4.3.1 Guiding philosophy

Many of the free parameters in SAMs control mass and metal flow rates that are

observationally unconstrained but which can be measured in simulations. By requiring

mass and metal flow rates to broadly agree between SAMs and reference simulations,

we may be able to fix the values of many free SAM parameters. This would reduce the

otherwise enormous parameter space of SAMs and increase our confidence when making

predictions to help interpret observations. Hence, our goals are to: (1) develop a SAM

where the parameterizations of standard physical processes are general enough that we

may reasonably expect them to apply to any cosmological simulation, and (2) extract

relevant summary statistics from the simulations to better inform our choice of SAM

parameters.

We may have additional free parameters that encode:

1. missing physics in our model (e.g., not modeling satellites, the multi-phase CGM,

or stochasticity of SF/outflows)

2. missing physics in the reference simulations (e.g., AGN feedback)

3. uncertain or incomplete measurements from the simulations (e.g., crude param-

eterizations, unconstrained outflow recycling rates, and numerical errors in halo

accretion rates)

4. uncertain subgrid physics and cosmic variance in the reference simulations (e.g.,
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IMF and small sample size of halos)

Some of these free parameters may be further pinned down in the future by analyzing

the simulations in more detail whereas other free parameters may be effectively unavoid-

able sources of systematic error. The SAM should be flexible enough to marginalize over

uncertainties in any of these free parameters and robust enough to handle the possi-

bility that different simulations may require different values for both the fixed and free

parameters.

We do not want to change everything in classical SAMs right from the start,

but we do want to simplify recipes as much as possible. Then, we can go into the

reference simulation and derive scaling relations for as many of the relevant physical

processes as possible. Our SAM will be a hierarchical Bayesian model so that we can

allow the exact values of the free parameters to vary from halo to halo, but the overall

functional forms are fixed. Coupled with an efficient sampler (e.g., MCMC or likelihood-

free inference), we will be able to map out degeneracies between our free parameters and

identify areas where future analysis of the simulations can provide even more constraints

for the prototype SAM.

Since we are running the SAM on merger trees from hydrodynamical simula-

tions, we have the option of hard-wiring in the full time series of any baryonic property

that will be very hard to accurately reproduce (e.g., bursty SFHs). This exercise would

let us ask how well we can reproduce the simulation conditioned on knowing one or

more baryonic properties exactly. However, this should be avoided if at all possible

because it will cause issues down the road: when we later run the SAM on large-volume
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DM-only simulations, the only input we have is the halo merger tree and there will be

no baryonic properties to hard-wire in. In the meantime, we can use this hard-wiring

approach to guide our development of new parameterizations and provide initial guesses

before doing parameter space exploration.

We now describe the equations implemented in the prototype SAM.2 Much of

this is inspired by the Santa Cruz SAM (Somerville & Primack, 1999; Somerville et al.,

2008a, 2015) but we have made changes where needed to better reproduce FIRE. We

realize that much of this has already been described in classic papers but we find it

useful to review the details here and point out areas requiring future work. The most

novel aspect is new preventative feedback terms for IGM and CGM heating owing to

the energy loading of SN-driven winds.

4.3.2 Halo inflow

We compute the halo gas inflow rate as the sum of pristine IGM accretion and

recycling of previously ejected outflows:

Ṁin,halo = Ṁin,pristine + Ṁin,recycled (4.2)

Pristine inflow is defined as the universal baryon fraction times the halo DM accretion

rate, further reduced by the fraction of gas that is expected to be heated by the UV

background (more suppression in dwarfs). The halo DM accretion rate is computed

2The code is currently available in a private github repository. We plan to publicly release an open-
source alpha version as part of a future work where we run the zoom-calibrated prototype SAM on
large-volume DM-only simulations.
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simply by finite differencing the Mvir time series from the merger tree.3 This simple

finite differencing approach always leads to artificial numerical noise in Ṁvir. To mitigate

this stochasticity (in many cases unphysical), we boxcar-smooth Ṁvir over a ∼ 1 Gyr

window (roughly of order the halo dynamical time). This smoothed DM accretion rate

matches our explicit instantaneous DM inflow rates from particle fluxes remarkably

well on average. We find that the smoothing allows us to more clearly see the effect of

CGM/IGM heating without muddying the interpretation (since otherwise the artificial

stochasticity in Ṁvir propagates to the rest of the SAM predictions: ISM inflow, SFH,

outflow rates, heating rates, etc.). Note that in this chapter, we only model the most

massive progenitor (MMP) branch rather than the full merger tree. The smoothing

approach may break down when we eventually model the full merger tree, i.e., account

for accretion of non-MMP branch subhalos, but that should not be a concern here.

For the UV background heating, we assume the Kravtsov et al. (2004) filtering

mass analytic model with parameters set to reproduce the Okamoto et al. (2008) UV-

heating gas suppression results. Then, following the Santa Cruz SAM, we compute

Ṁin,pristine = fUVfbṀvir (4.3)

where fUV is the suppression of accretion of UV background-heated gas, fb is the cosmic

baryon fraction and Ṁvir is the dark matter halo mass growth rate.

The recycled halo gas inflow rate is simply the ejected gas mass divided by the

Hubble time at that redshift (this is effectively what the Santa Cruz SAM does). In

3Rockstar provides both the default Mvir estimate and another “sam Mvir” estimate that has his-
torically been used by some SAMs that do their own subhalo modeling (ignoring subhalos from the
finder). We use the default Mvir since sam Mvir leads to lower Ṁvir over large swaths of time.
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general one might expect this recycling rate to be a function of halo mass where lower

mass halos have longer effective recycling times (e.g., Henriques et al., 2013) – there

may be some degeneracies with preventative feedback that we plan to investigate in the

future.

Ṁin,recycled =
Mejected

tHubble
(4.4)

We reduce the overall Ṁin,halo by a new preventative feedback parameter that

accounts for the energy loading of SN-driven winds at Rvir, which we describe in sub-

section 4.3.6 below.

4.3.3 ISM inflow (CGM cooling)

We implement the traditional White & Frenk (1991) CGM cooling flow model.

We assume that all of the halo gas is at the same temperature, namely the virial tem-

perature of the DM halo:

Tvir

K
= 35.9

(
Vvir

km/s

)2

(4.5)

where Vvir =
√
GM(< Rvir)/Rvir is the circular velocity at Rvir.

4 We further assume

this CGM gas follows a singular isothermal sphere (SIS) density profile:

ρg(r) =
MCGM

4πRvirr2
(4.6)

4In FIRE, we can explicitly compute the total enclosed mass within Rvir using star, gas and high-
resolution DM particles. In a SAM, we have to approximate the enclosed mass with the Mvir provided
in the merger tree. The two Vvir are generally similar but the merger tree one tends to systematically
be a couple km/s lower for unclear reasons (perhaps because the Rockstar halo finder does not take
baryonic particles into account).
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and that all of the gas has the same metallicity, ZCGM. This lets us define a cooling

time profile for the hot halo gas:

tcool(r) =
(3/2)µmpkTvir

ρg(r)Λ(Tvir, ZCGM)
(4.7)

where Λ is the Sutherland & Dopita (1993) cooling function and we assume the mean

molecular weight µ = 0.59 for simplicity. This tcool is the time it would take gas to

radiate away its thermal energy purely through radiative cooling (assuming no heating).

We can then derive the classical “cooling radius” as the radius where the

cooling time equals the “age” of the system. Historically, the age has been approximated

as the time since the last major merger since those events are assumed to re-heat and

re-distribute the remnant’s halo gas back into a SIS profile with temperature Tvir. In

between such events, the CGM gas is assumed to steadily accrete into the ISM via a

cooling flow (SAMs generally do not self-consistently adjust the density profile as the

inner parts experience a cooling flow). Many other choices for the comparison age have

been explored in the past (e.g., Somerville & Primack, 1999), but more recent SAMs

instead simply derive the radius where the cooling time equals the halo dynamical time

tdyn = Rvir/Vvir. The idea is that gas within this radius will be even denser and have

even shorter cooling times, whereas gas beyond this radius will take longer than a

halo dynamical time to cool. We choose this approach for simplicity. Hence plugging

Equation 4.6 into Equation 4.7 and setting tcool = tdyn, we can solve for r and denote

it the cooling radius Rcool:

Rcool =

√
tdynMCGMΛ(Tvir, ZCGM)

6πµmpkTvirRvir
(4.8)
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As intuitively expected, the cooling radius will be less than the virial radius

in more massive halos at later times. This is because only a fraction of the CGM gas

(i.e., only the gas in the dense inner halo) will be able to cool within a dynamical time.

In this case where Rcool < Rvir, White & Frenk (1991) and later SAMs generally adopt

the mass continuity formula advocated by Bertschinger (1989):

Ṁcool = 4πR2
coolρg(Rcool)

dRcool

dt
(4.9)

In general, Rcool grows with time since more and more of the gas in the outer parts of

the halo becomes eligible for cooling (this phenomenon was termed a “cooling wave” by

Bertschinger, 1989). In principle, one can get dRcool
dt by differentiating Equation 4.8 and

then plug into Equation 4.9 to get

Ṁcool =
MCGM

tdyn

Rcool

Rvir
(4.10)

This is the standard ISM inflow rate formula used in most SAMs. Sometimes a mys-

terious factor of 1/2 is applied, and it is claimed that it comes from differentiating the

Rcool ∝
√
t dependence (see derivation in Mo et al., 2010, for an arbitrary density power

law). We omit it here to ensure continuity between the “hot mode” and “cold mode”

cooling regime as described next (see also Guo et al., 2011).

In this traditional model, a puzzling situation can happen where the cooling

radius is larger than the virial radius. This happens for dwarf halos and implies that

all of the gas within the halo (plus some more gas outside the halo) will cool within

a dynamical time. Hence, the actual radiative cooling time becomes irrelevant and

the only limiting factor is the freefall time of the infalling CGM/IGM gas. Over the
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years, this Rcool > Rvir scenario has been interpreted as a signpost for “cold mode”

accretion (in contrast to the previous case termed as “hot mode” accretion). Many

SAMs implicitly assume that this cold mode corresponds to rapid accretion of cold

filaments that directly go from the IGM to the ISM without being shock heated to Tvir

(as has been seen in simulations; Kereš et al., 2005) – even though there is no explicit

filament model. The way that SAMs calculate Ṁcool when Rcool > Rvir differs from

model to model. Some SAMs assume that the newly accreted ISM gas must come

entirely from cold IGM filaments, which have nothing to do with the hot halo gas, and

so they set Ṁcool = Ṁin,halo (Croton et al., 2006; De Lucia & Blaizot, 2007; Somerville

et al., 2008a). This approach means that the CGM mass will effectively never grow in

dwarfs (Pandya et al., 2020) and it also violates dynamical constraints (there is no way

all the inflowing gas at Rvir will reach the ISM in one timestep if the snapshot spacing

is only ∼ 20 Myr, as in FIRE, when the halo dynamical time is ∼ 1 Gyr). We instead

adopt the approach advocated by Guo et al. (2011): when Rcool > Rvir, assume instead

that ISM accretion is limited only by the freefall time of the hot halo gas, so that

Ṁin,ISM =


MCGM
tdyn

Rcool
Rvir

when Rcool < Rvir

MCGM
tdyn

when Rcool ≥ Rvir .

(4.11)

We caution that this is not really a satisfying solution either. The fact that Rcool > Rvir

implies that additional gas outside the halo must also be available for infall (perhaps

this may take the form of cold IGM filaments). So in some sense, MCGM/tdyn is a lower

limit for cold mode accretion (some extra fraction of Ṁin,halo should also be added).
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However, this approach at least has the advantage that it does not predict extremely

low CGM masses in dwarfs – gas cannot just instantaneously accrete into the ISM in

a single timestep, instead it must be limited by the freefall (dynamical) time. In the

future, we will add an explicit cold filament model with parameters tuned to reproduce

simulations (e.g., following Mandelker et al., 2020) and allow both cold and hot accretion

modes to occur simultaneously (Lu et al., 2011a).

We additionally suppress Ṁin,ISM by a new preventative feedback parameter

that accounts for the energy-loading of SN-driven winds out of the ISM, which we

describe in subsection 4.3.6 below.

4.3.4 Star formation

We model the star formation rate as simply

SFR =
MISM

tdep
(4.12)

We can keep track of MISM but we cannot predict the gas depletion timescale tdep

(put another way: we do not have an explicit model for the star formation efficiency).

Instead, as shown in Figure 4.1, we have parameterized tdep simultaneously as a function

of Vvir and redshift for the FIRE-2 halos:

tdep

Gyr
= 106.7

(
Vvir

km/s

)−3.0+2.5 log(1+z)

(1 + z)−5.9 (4.13)

We make the instantaneous recycling approximation for mass return to the

ISM by stellar winds and SNe. Fixing the recycling mass fraction to be frecycle = 0.4

(appropriate for the initial mass function of Chabrier, 2003), only the fraction (1 −
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frecycle) of the SFR gets added as long-lived stellar mass whereas the rest is left as ISM

gas in each timestep.

This simple model has the advantage that it can plausibly match the SFH on

average, particularly when SF is continuous as in massive halos at late times. However

it can fail when SF is bursty, especially for late-forming dwarf halos which can go many

Gyr without a single starburst.

We do not attempt multi-phase ISM partitioning or galaxy morphological mod-

eling (distinct mass profiles for the gas disk, stellar disk, stellar bulge, etc.) at this time.

We also do not currently model merger-induced starbursts and stellar/gas accretion from

satellites.

4.3.5 Stellar feedback (ejective)

In Figure 4.2, we parameterize mass loading factors out of the ISM and the

halo as a function of both Vvir and redshift:

ηM,ISM = 107.6

(
Vvir

km/s

)−3.7+4.2 log(1+z)

(1 + z)−6.3 (4.14)

and

ηM,halo = 109.0

(
Vvir

km/s

)−4.5+4.4 log(1+z)

(1 + z)−7.1 (4.15)

At any given timestep, the prototype SAM can therefore predict outflow rates from the

ISM and from the CGM given the current SFR, Vvir and redshift: Ṁout = ηMSFR.

Our approach of adopting the halo loading factor scaling from FIRE-2 is dif-

ferent from previous SAMs, which instead have free parameters (often a threshold halo
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Figure 4.1: ISM gas depletion time as a function of Vvir and redshift for the FIRE-2
halos. We can use our continuous fit to estimate SFRs in the prototype SAM.
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virial velocity and some power law exponent) that control what fraction of the ISM wind

gets deposited into the CGM vs. into the ejected reservoir. This classical approach does

not account for CGM entrainment where more wind mass can be leaving the halo than

has previously left the ISM – this is especially important in the FIRE dwarfs given their

energy-conserving winds (Pandya et al., 2020, 2021). Since we do not yet have a fully

predictive model for CGM entrainment by SN-driven winds, our approach for ηM,halo

lets us account for this phenomenologically.

Our outflow model is currently instantaneous: mass is removed from the ISM

and instantly deposited into the CGM in the same timestep as the SF. Then, in that

same time step, we also move the estimated halo outflow mass from the CGM to the

ejected reservoir immediately. Whenever the halo mass loading is larger than the ISM

mass loading, our approach naturally ejects some extra CGM mass (as required beyond

the ISM wind mass alone). We are careful to only eject the amount of mass available

in the ISM/CGM to prevent negative mass errors.

This approach builds up the ejected mass reservoir, only a fraction of which

can re-accrete back into the halo at every timestep (as described earlier). In principle, a

large fraction fescape of winds from dwarfs may become unbound forever and should not

be added to the ejected reservoir. We do not have constraints yet from FIRE on this but

will in the near-future with multi-snapshot particle tracking. In the meantime, allowing

for a Vvir-dependent recycling parameterization may lead to very long recycling times

in dwarfs, which may effectively achieve the same thing (though note that currently we

only assume a single universal timescale for all halos).
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Figure 4.2: ISM mass loading factor (left) and halo mass loading factor (right) as a
function of Vvir and redshift. Note that these are based on particle tracking fluxes
without any cut on minimum Bernoulli velocity (i.e., most closely corresponding to a
zero-radial-velocity threshold between outflows and inflows). We can use our continuous
fits in the SAM, although for some individual dwarf halos the scatter can be substantial
and should be taken into account.

4.3.6 Stellar feedback (preventative)

In Figure 4.3, we parameterize the Bernoulli velocity of ISM and halo outflows

as a function of Vvir and redshift simultaneously:

vB,ISM = 100.3

(
Vvir

km/s

)1.0−0.3 log(1+z)

(1 + z)0.4 (4.16)

and

vB,halo = 100.3

(
Vvir

km/s

)0.8−0.1 log(1+z)

(1 + z)0.6 (4.17)

By definition, vB ≡
√
Ėout/Ṁout where Eout is the total kinetic energy plus enthalpy

transported by the wind (Pandya et al., 2021). Thus, in the SAM, knowing Ṁout via

our ηM parameterization, we can also assign energy outflow rates for the ISM and halo
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winds using our vB parameterization.

Next, we need to derive “heating efficiency functions” that quantify how much

of the available SN wind energy couples to the CGM and IGM to suppress accretion.

Pandya et al. (2020) emphasized that the Santa Cruz SAM (representative of other

classical SAMs) has much larger accretion rates than FIRE, by 1-2 orders of magnitude

for dwarfs. Since it has no preventative feedback, it relies on correspondingly very high

mass loading factors (much larger than in FIRE) to roughly match the stellar and ISM

mass assembly histories. Pandya et al. (2020) suggested that the energy of SN-driven

winds can shock heat gas in the CGM and even outside the halo (in the case of dwarfs).

However, they did not have explicit measurements of the available SN wind energy for

such heating. Here we implement such heating in the prototype SAM using our FIRE

measurements and ask whether there is indeed enough SN wind energy to sufficiently

suppress halo/IGM gas cooling, and what that energy coupling efficiency needs to be.

For each halo, at each timestep, we can compute the difference between the

halo inflow rate predicted by the prototype SAM (as described above) and the actual

FIRE halo inflow rate. If this difference is positive, that means the SAM has some

excess accretion rate ∆Ṁin. Preventing this amount of excess accretion would require

a heating (unbinding) rate of

Ėneeded =
1

2
∆ṀinV

2
vir (4.18)
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For now, we do a very simple heating calculation:

Ṁheat =


∆Ṁin if Ėout,halo ≥ Ėneeded

2Ėout,halo/V
2

vir if Ėout,halo < Ėneeded .

(4.19)

In words, if there is enough halo wind energy available, then we offset the full ∆Ṁ

excess accretion. Otherwise, we can only offset a smaller amount given the available

halo wind energy. In the massive halos at late times, only a fraction of the SN wind

energy reaches Rvir whereas in the dwarfs, winds tend to be energy-conserving as they

propagate from ∼ 0.1Rvir to Rvir (Pandya et al., 2021). So it is almost a question of

energy budgets: how does the available SN wind energy compare to the predicted excess

accretion when we run the prototype SAM? Note that this “hard-wired” ∆Ṁin approach

is for illustrative purposes, but it can also be used to parameterize and provide initial

guesses for heating efficiencies.

We repeat the exact same procedure to check whether CGM heating is needed

in each timestep (does the SAM have an excess ISM inflow rate compared to FIRE or

not?) and how much CGM heating is possible given the available Ėout,ISM.

We define a new inflow suppression factor as

fSN = 1− Ṁheat

Ṁin

(4.20)

This is calculated separately for the halo inflow and the ISM inflow. In the case of halo

inflow, we thus end up with

Ṁin,halo = fSN,halofUVfbṀvir + fSN,haloṀin,recycled (4.21)
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This makes explicit that we have a new preventative feedback parameter fSN for pristine

gas owing to SN wind heating in addition to the usual fUV suppression from the UV

background. fSN,halo also multiplies Ṁin,recycled but we expect a degeneracy with the

recycling parameters that we will map in a future work. Similarly, in the case of ISM

inflow suppression, we multiply Ṁin,ISM by a new fSN,CGM parameter – it is assumed

that the fraction (1− fSN,CGM) is kept hot at ∼ Tvir and remains in the CGM instead

of accreting into the ISM.

For energy budgeting purposes, we also keep track of the fraction of available

wind energy that is actually used for heating the CGM and IGM at each timestep. One

can imagine that in the MW halos, which have much higher accretion rates, a larger

fraction of the SN wind energy would be needed to offset even a fraction of the total Ṁin

(of order ∼ 10M�/yr for the m12’s). Whereas in the dwarfs, the lower overall accretion

rates (e.g., ∼ 0.01M�/yr for the m10’s) would require disproportionately lower SN wind

energy to heat. In principle, we could enforce some kind of “energy conservation” such

that only the fraction of ISM wind energy that did not couple to the CGM would then

still be available for further heating outside the halo. However, it is not clear how to do

this since, e.g., energy-conserving winds in dwarfs may entrain a significant fraction of

the CGM yet still maintain their overall energy to then heat the IGM (see supplementary

movies of the m10 and m11 halos in Pandya et al., 2021).
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Figure 4.3: Bernoulli velocity of ISM outflows (left) and halo outflows (right). We
can assign energy outflow rates to the SAM using the continuous parameterizations as
a function of both Vvir and redshift (see text). This can then serve as the basis for
preventative heating of the CGM and IGM by SN-driven winds (more important in
dwarfs).

4.3.7 Chemical evolution

We assume a single “effective yield” parameter yZ to model chemical evolu-

tion in a simple way, combining this with our instantaneous recycling approximation

described in subsection 4.3.4. We assume that new stars form with the same metallicity

as the ISM gas at that time:

ṀZ,stars = ZISM(1− frecycle)SFR (4.22)

The ISM metal mass decreases by that amount; note that the (1−frecycle) factor accounts

for the fact that SNe and stellar winds instantaneously return metals back into the ISM.

The ISM metal mass will also increase because nucleosynthesis within stars ejects newly

produced metals (as encapsulated by our yZ parameter). For this nucleosynthetic yield,
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we also use the instantaneous approximation.

The metal masses of the ISM, CGM, and ejected gas will also be affected by

metal mass inflow and outflow rates. For this, we can estimate average flow metallicities

from FIRE as Ż/Ṁ (analogous to what we did for vB; Pandya et al., 2021). In Figure 4.4,

we parameterize inflow and outflow metallicities at 0.1− 0.2Rvir and 1.0− 1.1Rvir from

FIRE as a function of Vvir and redshift:

Zin,halo/Z� = 10−5.2

(
Vvir

km/s

)2.2+0.1 log(1+z)

(1 + z)−1.6 (4.23)

Zin,ISM/Z� = 10−3.9

(
Vvir

km/s

)1.8+0.5 log(1+z)

(1 + z)−2.4 (4.24)

Zout,ISM/Z� = 10−4.5

(
Vvir

km/s

)2.2−0.5 log(1+z)

(1 + z)−0.5 (4.25)

Zout,halo/Z� = 10−6.4

(
Vvir

km/s

)−3.0−1.9 log(1+z)

(1 + z)2.9 (4.26)

With these, the net metal mass change rates for the ISM, CGM and ejected

components are respectively given by:

ṀZ,ISM = Zin,ISMṀin,ISM + yZ(1− frecycle)SFR− ZISM(1− frecycle)SFR− Zout,ISMṀout,ISM (4.27)

ṀZ,CGM = Zin,haloṀin,recycled + Zout,ISMṀout,ISM − Zout,haloṀout,halo (4.28)

ṀZ,ejected = Zout,haloṀout,halo − Zin,haloṀin,recycled (4.29)
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We are careful to only accrete/eject the metal mass that is actually available

from the different prototype SAM reservoirs to prevent negative metal mass errors.

4.4 Case study of modeling a low-mass dwarf

We begin by illustrating the effects of our new rapid CGM cooling model and

SN-driven heating of the IGM and CGM in a low-mass dwarf (m10q).

4.4.1 Impact of new rapid CGM cooling model

Figure 4.5 shows the time evolution of CGM mass and corresponding mass

inflow/outflow rates crossing Rvir for the low-mass dwarf m10q. As shown by Pandya

et al. (2020), the SC-SAM predicts very low CGM masses for dwarfs since in this

Rcool > Rvir regime, it assumes that the ISM inflow rate equals the halo gas inflow rate,

effectively removing a source term for the CGM. Our new rapid CGM cooling model

where the ISM inflow rate is limited by the halo free-fall time is capable of reproducing

the CGM mass in FIRE. However, this agreement is still achieved with much higher

halo inflow/outflow rates than FIRE (which roughly balance so that the net halo inflow

rate should be similar). Next we assess the impact of reducing halo accretion.

4.4.2 Impact of SN heating of the IGM

We find that SN heating of the IGM is capable of reducing halo accretion rates

down to the level measured in FIRE (yellow line in middle panel of Figure 4.5). In other

words, there is generally enough energy in the SN-driven wind leaving Rvir to offset the

183



Figure 4.4: Inflow and outflow metallicities (Ż/Ṁ/Z�) for the ISM shell and halo shell.
Our parameterizations that depend on Vvir and redshift enable easy implementation
into the prototype SAM.
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∆Ṁin,halo between the prototype SAM and FIRE. There are some times where the halo

inflow deficit in FIRE is too large and cannot be fully offset in the prototype SAM. In

some cases, such as at ∼ 6 Gyr in Figure 4.5, this may be due to the prototype SAM

underestimating a large spike in the halo outflow and hence available wind energy (this

is a consequence of our continuous/smooth SF model). There may also be other sources

of heating such as satellites and IGM turbulence that we do not yet have an explicit

model for.

Naturally, reducing the halo accretion rate in the prototype SAM leads to a

factor of a few lower CGM mass than in FIRE. As will be shown next, the lower CGM

mass leads to a lower ISM inflow rate, lower SFR, and hence lower overall outflow rates

from both the ISM and at Rvir (yellow line in bottom panel of Figure 4.5). Thus,

it seems that simply by reducing the amount of gas accreting into the halo to match

FIRE, the prototype SAM would also get the halo outflow rate roughly right (versus

being almost an order of magnitude higher without IGM heating).

4.4.3 Impact of SN heating of the CGM

While SN heating of the IGM alone is capable of reducing the halo inflow and

outflow rates in the prototype SAM to better match FIRE, the CGM mass becomes

systematically less than FIRE by a factor of a few. If we enable SN-driven heating of

the CGM in addition to the existing IGM heating, some CGM mass is prevented from

cooling into the ISM and remains in the CGM. This has the effect of increasing the CGM

mass to again qualitatively agree with FIRE (red line in the top panel of Figure 4.5).
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The agreement in the halo inflow and outflow rates remains qualitatively the same as

the IGM-heating-only case.

It is informative to also look at the ISM mass and associated flow rates with

and without heating. Figure 4.6 shows that by only enabling IGM heating, the ISM mass

and corresponding fluxes decrease in the prototype SAM to qualitatively match FIRE.

The ISM fluxes still remain higher than FIRE by a factor of order unity. At first glance,

it would appear that CGM heating has no additional effect. However, recall that when

enabling CGM heating, the CGM mass increases – by roughly an order of magnitude

relative to the IGM-heating-only case (top panel of Figure 4.5). Since this dwarf halo is

in the rapid CGM cooling regime (Rcool > Rvir), this larger CGM mass would directly

lead to a larger ISM inflow rate via Ṁin,ISM = MCGM/tdyn. The fact that the ISM

inflow rates agree qualitatively between the two heating scenarios (IGM-heating-only

versus both CGM+IGM heating; middle panel of Figure 4.6) requires substantial CGM

heating. Paradoxically, CGM heating offsets ISM accretion, leading to larger CGM

mass, and that increased CGM density leads to an even faster cooling rate requiring

more heating to offset.

4.4.4 Stellar mass assembly history

Figure 4.7 shows the stellar mass assembly history for m10q in FIRE, the Santa

Cruz SAM, and in the prototype SAM under the various heating scenarios. We see that

without any IGM/CGM heating, the prototype SAM (and SC-SAM) systematically

over-predict the FIRE stellar mass assembly history by a factor of a few. Enabling
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IGM and/or CGM+IGM heating brings the stellar mass assembly history into better

agreement with FIRE, primarily because the ISM mass decreases sufficiently (Figure 4.6)

for our SFR = MISM/tdep to reproduce FIRE. However, at early times, we still overshoot

the FIRE stellar mass which likely happens because we have a continuous SF model

whereas there are far fewer discrete SF bursts in very early FIRE dwarfs. Alternatively,

extending our tdep parameterization for FIRE to go beyond the z = 2− 4 bin, perhaps

by adding one additional z = 4− 8 bin, might be useful.

4.4.5 Wind energy coupling efficiency

Figure 4.8 shows the accretion suppression factor fSN assumed in the prototype

SAM for the IGM-heating-only and both CGM+IGM heating scenarios. We see that

for this low-mass dwarf, fSN � 1 at most times, implying that substantial heating of

both the IGM and CGM are needed. We also see that nearly all of the available wind

energy is needed to couple to the CGM (assuming SN-driven winds from the central

galaxy are the only source of the heating). This supports our argument above that

early CGM heating leads to an increase in CGM mass which then translates to a higher

cooling rate that must be offset with even more heating. In the case of IGM heating, a

substantial fraction of the halo wind energy is also required to couple to gas outside the

halo, potentially heating it to above the halo virial temperature and making it harder

for the gas to accrete.
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Figure 4.5: Time evolution of CGM mass (top), halo gas inflow rate (middle) and halo
gas outflow rate (bottom) for the low-mass dwarf m10q. FIRE measurements are in
black, Santa Cruz SAM in cyan. There are 3 lines for the prototype SAM: without any
IGM/CGM heating (magenta), with only IGM heating (yellow), and with both IGM
and CGM heating (red). We see that our new rapid CGM cooling model is capable
of roughly reproducing the FIRE CGM mass whereas the SC-SAM is low by orders of
magnitude. However, this agreement is achieved still with very high halo inflow/outflow
rates, whereas enabling SN heating of the IGM and CGM leads to good agreement in
both the mass and flux time series.
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Figure 4.6: Analogous to Figure 4.5 but now the time evolution of ISM mass and
associated ISM inflow/outflow rates for the low-mass dwarf m10q.
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Figure 4.7: Analogous to Figure 4.5 but now the time evolution of stellar mass.

4.5 Results for the entire FIRE-2 ensemble

Following our case study of an individual low-mass dwarf (for which the SC-

SAM disagreed most dramatically with FIRE-2; Pandya et al., 2020), here we summarize

results for all other FIRE-2 halos (including intermediate-mass dwarfs and MW-mass

halos). Condensed figures showing the time evolution of CGM, ISM and stellar proper-

ties for individual halos can be found Appendix 4.5.1.

4.5.1 Evolution of individual halos

For completeness, here we show the time evolution of CGM, ISM and stellar

mass, and associated mass flow rates, in FIRE and the SAMs for individual halos.
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Figure 4.8: Time evolution of the accretion suppression factor (top) and wind energy
coupling efficiency (bottom) for the low-mass dwarf m10q. The IGM-heating-only sce-
nario for the prototype SAM is shown with the yellow lines, and the CGM plus IGM
heating scenario in red. When fSN < 1, that means there was otherwise excess accretion
∆Ṁ that needed to be offset. We see that this low-mass dwarf requires both CGM and
IGM heating. Furthermore, we see that nearly all of the available wind energy needs
to couple to the CGM to offset excess ISM accretion, and there needs to be substantial
wind energy coupling with the IGM as well.
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Figure 4.9: Time evolution of CGM mass and associated inflow/outflow rates (left
column), ISM mass and corresponding inflow/outflow rates (middle column), and stellar
mass and underlying SFR (right column) for the low-mass dwarf m10y. Line styles are
the same as in previous figures.

Figure 4.10: Similar to Figure 4.9 but for the low-mass dwarf m10z.
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Figure 4.11: Similar to Figure 4.9 but for the intermediate-mass dwarf m11a.

Figure 4.12: Similar to Figure 4.9 but for the intermediate-mass dwarf m11b.
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Figure 4.13: Similar to Figure 4.9 but for the intermediate-mass dwarf m11c.

Figure 4.14: Similar to Figure 4.9 but for the intermediate-mass dwarf m11q.
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Figure 4.15: Similar to Figure 4.9 but for the intermediate-mass dwarf m11v.

Figure 4.16: Similar to Figure 4.9 but for the intermediate-mass dwarf m11f.
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Figure 4.17: Similar to Figure 4.9 but for the MW-mass halo m12i.

Figure 4.18: Similar to Figure 4.9 but for the MW-mass halo m12f.
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Figure 4.19: Similar to Figure 4.9 but for the MW-mass halo m12m.

4.5.2 IGM heating efficiency function

Figure 4.20 shows the halo gas accretion suppression factor, fSN,IGM, as a

function of halo virial velocity in three broad redshift bins. We see that there is an

overall trend such that dwarfs require more IGM heating in the prototype SAM, so

that fSN is lower in order to bring fSNfUVfbṀvir into better agreement with the gas

inflow rate at Rvir in FIRE. However, there is substantial scatter in the dwarfs that does

not appear to correlate simply with redshift. In contrast, higher mass halos uniformly

asymptote to fSN = 1 implying IGM heating is unnecessary. This makes sense since

the halo virial temperatures are larger than the ambient IGM temperature, meaning

more of the gas beyond Rvir is bound to the halo and able to accrete. And in the case

of high-redshift MW progenitors, those are fed by cold filaments which may not be as
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susceptible to heating.

4.5.3 CGM heating efficiency function

Figure 4.21 similarly shows the CGM cooling suppression factor fSN,CGM as-

sumed in the prototype SAM. The overall CGM heating efficiencies are much larger

than for the IGM. This reflects the need to offset the otherwise large CGM cooling rates

predicted in the “cold/rapid cooling mode” in dwarfs as MCGM/tdyn – in some cases,

scaling this cooling rate down by as much as fSN,CGM ∼ 0.1. The MW-mass halos at low

redshift apparently do not require CGM heating, but this may be due to the prototype

SAM lacking a fountain flow term and underproducing the CGM metallicity. Both of

those issues lead to a lower estimate of Ṁin,ISM than FIRE by a factor of a few, and

it is plausible that some CGM heating would be required once the prototype SAM is

suitably modified.

4.5.4 CGM depletion time as a heating diagnostic

Figure 4.22 plots an “effective” CGM depletion time computed asMCGM/Ṁin,ISM

for the FIRE-2 halos and the prototype SAM with and without our SN heating of the

IGM/CGM. At high redshift, dwarfs (and MW progenitors) would naively be expected

to undergo “cold/rapid mode” accretion. In our model, this means that the scaling of

tdep with Vvir should be flat since the ISM inflow rate is limited by the free-fall time of

the CGM (so tdep = tdyn and note that tdyn is independent of Vvir). The prototype SAM

indeed would predict a flat scaling in the dwarf regime (middle panel). However, dwarfs
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Figure 4.20: The halo accretion suppression factor, fSN,IGM as a function of halo virial
velocity in three broad redshift bins: z = 0.0 − 0.5 (purple), z = 0.5 − 2.0 (green)
and z = 2.0 − 4.0 (red). A low value of fSN,IGM indicates greater suppression whereas
fSN,IGM = 1 means no heating was assumed by the prototype SAM. There is an overall
trend for dwarfs requiring greater suppression albeit with significant scatter. Higher-
mass halos do not require significant halo accretion suppression (as expected, since at
high-redshift they are feed by cold filaments, and at later times, their virial temperature
is higher than the ambient IGM gas enabling efficient accretion).
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Figure 4.21: Analogous to Figure 4.20 but now for CGM heating. There is much more
heating assumed in the prototype SAM overall for the CGM as compared to the IGM,
with some dwarfs requiring the “cold/rapid mode” CGM cooling rate MCGM/tdyn to be
scaled down by as much as fSN,CGM ∼ 0.1. The MW-mass halos at late times do not
require as much CGM heating, though that may be due to the lack of a fountain flow
term and underproduction of CGM metallicity in the prototype SAM (leading to lower
cooling rates versus FIRE to begin with).
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in FIRE-2 have systematically higher CGM depletion times which is suggestive of addi-

tional energy input that offsets the otherwise expected rapid cooling. Indeed, when we

enable SN heating of the CGM and IGM in the prototype SAM, we can qualitatively

reproduce the negative-sloped trend at high-redshift.

At lower redshifts, there is substantial scatter in the FIRE-2 data. This may

be due to the contribution of fountain flows to the measured Ṁin,ISM thus leading to

an overestimate of the Ṁcool that we are really interested in. Mergers and turbulence

stirred by satellites may also complicate the measurement of an effective CGM depletion

time in these cosmological simulations. Nevertheless, on average the CGM depletion

time is larger at lower redshifts (e.g., note the smooth redshift evolution of the MW

points) which is suggestive of CGM cooling becoming increasingly more inefficient at

later times in FIRE.

4.6 Discussion

4.6.1 Significance and implications of preventative SN feedback

We have demonstrated that SAMs without preventative feedback predict high

accretion rates into both the halo and the ISM, and that this issue is particularly pro-

nounced for lower mass halos. While it is possible to reproduce the bulk CGM, ISM

and stellar masses of dwarfs without heating, the corresponding inflow and outflow

rates would be dramatically higher than measured in FIRE. Historically, it has been

challenging to preferentially limit early star formation in dwarfs with SAMs that in-
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Figure 4.22: The effective CGM depletion time (MCGM/Ṁin,ISM as a function of halo
virial velocity in three broad redshift bins. The FIRE-2 data are shown on the left,
the prototype SAM without any SN heating of the IGM/CGM in the middle, and
the prototype SAM with full SN heating of both the IGM/CGM on the right. The
horizontal dashed lines illustrate the halo dynamical time (at Rvir) at the midpoint
of the three redshift bins. While there is a lot of scatter at lower redshifts, the high-
redshift halos would naively be expected to undergo “cold/rapid mode” accretion where
tdep = tdyn since the ISM inflow rate is limited by the free-fall time of the CGM (middle
panel). However, in FIRE, the high-redshift dwarfs have preferentially longer CGM
depletion times suggestive of heating. Indeed, the prototype SAM is able to qualitatively
reproduce the negative-sloped high-redshift trend when SN heating of the CGM/IGM
is enabled.

202



clude only ejective feedback. One solution was to preferentially increase the recycling

timescale of gas ejected from dwarf halos (Henriques et al., 2013; White et al., 2015).

We have presented an alternative solution involving preventative heating, although both

mechanisms may be in play.

There are many possible sources of preventative feedback, and previous studies

have not distinguished between them. Lu et al. (2015) invoke general “pre-heating” of

the IGM and draw a similar conclusion that by reducing the amount of gas accreting

into the halo, it is possible to reproduce many observed scaling relations for local disk

galaxies whereas an otherwise purely ejective feedback model fails. Here we have shown

for the first time that there is enough kinetic energy plus enthalpy in SN-driven winds,

at least with the FIRE-2 stellar feedback scheme, to offset the excess accretion in dwarfs

predicted by simple SAMs. Furthermore, we have shown that not only is wind heating

needed at the halo boundary, but it is in particular needed for halos that would naively

be expected to have rapid “cold mode” accretion. Our measurements of the ISM inflow

rate in FIRE are far below the naive expectation where the whole CGM cools extremely

rapidly and its infall rate is limited by its free-fall time.

We anticipate that if SN-driven heating of the CGM and IGM around dwarfs is

indeed significant, then there may be observational implications concerning their metal

content. Lu et al. (2017) have already shown that a SAM with both preventative and

ejective feedback can simultaneously match the stellar mass function and stellar mass-

metallicity relation of nearby galaxies. However, it remains to be seen what the effect

of SN heating is on the redshift evolution of these two metrics, the gas-phase mass-
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metallicity relation, and the relative abundances of different ions in the CGM and IGM.

Given that most of the energy and metals of SN ejecta escapes from dwarfs (Pandya

et al., 2021), we may expect the CGM and IGM around dwarfs to be preferentially

enhanced in metals compared to MW-mass halos. We may also expect a greater abun-

dance of highly ionized species if the diffuse gas is continually heated or shocked by

winds. It will be useful to examine scaling relations from, e.g., the COS-Dwarfs sur-

vey to understand differences in the CGM metal content of dwarfs versus MW-mass

galaxies.

4.6.2 Remaining uncertainties in the prototype SAM

Here we discuss remaining uncertainties of the prototype SAM – these are

avenues for ongoing and future work.

4.6.2.1 Fountain flow recycling

Our parameterized ISM mass loading factors from FIRE (Figure 4.2) do not

currently distinguish between high-velocity winds that will propagate far beyond the

ISM versus cooler, slower outflows that will rapidly recycle in the inner halo (so-called

fountain flows). In the prototype SAM, if we deposit this cool/slow material into the

CGM, it is assumed to be re-heated to the halo virial temperature and will take far

longer to re-accrete into the ISM compared to the typically much more rapid fountain

flow timescale (only ∼ 250 Myr; Anglés-Alcázar et al., 2017a).

Our visualization of the FIRE simulations reveals that inner halo recycling is
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ubiquitous and must be explicitly accounted for in SAMs. Figure 4.23 shows a dramatic

example of the ISM of an intermediate-mass dwarf extending to beyond 0.2Rvir. This

galaxy is experiencing cycles of ISM expansion and re-contraction due to strong SN

feedback, which leads to higher measured ISM inflow rates than would be predicted

from CGM cooling alone (MCGM/tdyn).

In the future, we will extend our single-adjacent-snapshot tracking to quantify

the distribution of timescales for outflowing particles to return to < 0.1Rvir. Then we

can define a new CGM fountain flow reservoir with free parameters for its mass budget

and recycling timescale (calibrated to reproduce FIRE). The amount of wind mass in

our fountain reservoir and its recycling timescale may help interpret observations of gas

clouds at the CGM-galaxy interface (e.g., high-velocity HI clouds, covering fractions of

different ions, etc.).

4.6.2.2 Underproduction of CGM metallicity

The prototype SAM currently systematically under-predicts the CGM metal-

licity in FIRE. The disagreement can be as bad as ∼ 2−3 orders of magnitude or by only

a factors of a few in some cases. An order of magnitude deficit in the CGM metallicity

can translate to an order of magnitude deficit in the cooling function Λ(Tvir, ZCGM),

and since Rcool ∝
√

Λ and Ṁin,ISM ∝ Rcool, the (hot mode) CGM cooling rate would be

under-predicted by a factor of
√

10.

Figure 4.24 illustrates that simply integrating the various Ż terms measured in

FIRE along with an instantaneous single-yield (y = 0.03) stellar recycling assumption
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Figure 4.23: Illustration of the ISM extending to ∼ 0.2Rvir) for an intermediate-mass
dwarf due to cycles of expansion and re-contraction driven by strong SN feedback (top).
This leads to systematically higher measurements of the ISM inflow rate in FIRE than
would be predicted from CGM cooling alone by the prototype SAM (bottom panel).
With multi-snapshot particle tracking in the future, we will distinguish first-time ISM
accretion from recycled ISM accretion to guide the implementation of a new rapid
fountain flow reservoir in the prototype SAM.
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mostly reproduces the ISM and stellar metallicity. However, the CGM metallicity is

significantly underpredicted. We find this to be the case for all halos. This implies that

we are missing a source term for CGM metals. The missing metals must presumably

be produced via nucleosynthesis in satellite star particles. We have not yet measured

satellite properties, but by simply estimating the total SFR of all subhalos within Rvir

of the central halo, we can then estimate the contribution of new metals produced in

the CGM via satellites (irrespective of whether those satellites eject their metals via

outflows).

4.6.2.3 Inadequacies of the standard CGM cooling model

Our CGM cooling model is effectively that of White & Frenk (1991), except

in the “cold mode” regime (Rcool > Rvir) we set the ISM inflow rate to the CGM mass

divided by its freefall time (approximated as the halo dynamical time). We showed that

this “cold/rapid” accretion model in dwarfs is capable of reproducing their CGM masses

whereas the approach in some other SAMs leads to irreconcilably low CGM masses (even

though the predicted ISM inflow rates are similar). One can imagine that our approach

gives an upper limit to the CGM cooling rate since gas may spiral inwards with some

angular momentum support, and thus there may need to be an order unity correction

factor to the free-fall time approximation. On the other hand, since Rcool > Rvir, that

implies that extra gas outside the halo is also available for direct accretion onto the

ISM. That may take the form of cold filaments that deposit already-cold IGM gas into

the ISM without shock heating. In other words, while our cold mode model may make
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Figure 4.24: Representative example showing that we can roughly reproduce the overall
masses of the CGM, ISM and stars as well as the metallicity of the ISM and stars.
However, the CGM metallicity is significantly underestimated. The gray curves are
bulk measurements from FIRE. The green curves are from simply integrating the Ṁ
and Ż terms as measured via our particle tracking.
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sense for the CGM, we need to consider adding an explicit IGM→ISM cold filament

model, which we expect to be substantial in the high-redshift MW progenitors and

some intermediate-mass dwarfs.

As for hot mode accretion, we started with the usual assumptions of a uni-

formly hot CGM at Tvir with a singular isothermal density profile and a single metallicity

ZCGM. Our results already suggest that the CGM temperature of dwarfs in FIRE may

be considerably hotter than Tvir (hence our solution was CGM heating via SN winds;

Figure 4.22). There is also the issue of a multi-phase CGM partitioning into roughly

hydrostatic hot gas that is still cooling versus already-cooled gas that is eligible for

accretion into the CGM; this may be important to model explicitly in MW-mass halos

(along with cool inner halo fountain flows, cold clumps, precipitation, etc.; e.g., Maller

& Bullock, 2004; Voit et al., 2015). It is reasonable to expect that the CGM metallicity

will have some radial gradient – it may be more enriched in the inner parts, which

may have consequences for computing the cooling rate and interpreting observations.

Finally, the CGM density profile, at least in MW-mass halos, may be shallower than

r−2 which will also impact the cooling rate calculations.

We plan to investigate the implementation and implications of more detailed

CGM models for SAMs in the future.

4.6.2.4 Other sources of preventative feedback

In this work we have asked whether SN-driven winds alone can provide the

heating necessary to reproduce the low CGM cooling and halo accretion rates in FIRE.
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We showed that there is more than enough kinetic energy plus enthalpy in the SN

winds in FIRE to offset excess accretion predicted by SAMs. However, there are almost

certainly other significant heating sources in the simulations as well. Perhaps the most

obvious is outflows and turbulence stirred by satellites in the CGM, which we currently

do not model. Neighboring halos may also pre-heat the IGM to temperatures that are

hotter than the virial temperatures of our lowest-mass dwarfs, making it harder for them

to accrete “pristine” gas. And, at the very highest redshifts, before there is significant

star formation, if significant heating is required (e.g., in dwarfs), then that energy must

be provided by sources other than Type II SNe.

This begs the question: what do the Bernoulli velocities of winds in other

simulations look like? If other simulations predict weaker wind energies than FIRE,

then either we would need to model the other heating mechanisms or those simulations

may have lower accretion rates in the first place. Finally, of course, the FIRE simulations

do not include AGN feedback which may play a role in reducing CGM cooling and SF

rates in MW-mass halos (in fact, most SAMs today assume significant AGN heating

even in MW-mass halos; Croton et al., 2006; Somerville et al., 2008a). What do high-

resolution simulations suggest for the CGM/IGM heating (and pushing) rates from

AGN-driven winds and jets, and crucially, how does this depend on the assumptions for

SMBH seeding and feeding (e.g., Brennan et al., 2018)?
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4.6.2.5 Modeling non-main branches of the full merger tree

Currently in the prototype SAM we only model the most massive progenitor

branch. However, the other branches can contain progenitors of comparable mass that

can contribute substantial ejected gas metals and perhaps CGM heating via their own

outflows and stirring turbulence. In the future we will model these other branches

up until they join the main branch (become accreted as subhalos), at which point

we will need an explicit model for satellite stripping, orbital dynamics and merger

times (perhaps the usual dynamical friction formula used in SAMs can be calibrated to

reproduce satellite properties in the simulation; e.g., Jiang et al., 2021).

4.6.2.6 Continuous versus stochastic SF and feedback

Our simple SF model in the prototype SAM is only designed to reproduce

the FIRE SFHs on average. This has consequences: we cannot predict stronger than

average winds which lead to stronger than average suppression of CGM cooling and halo

accretion. Our effectively continuous SF model also overpredicts the stellar mass at early

times whereas in FIRE, high-redshift dwarfs only have a few discrete SF episodes. These

early discrete SF episodes drive particularly powerful energy-conserving winds that can

clear out the entire ISM, which our model also does not capture (since only the average

mass loadings are used, and our parameterizations only go up to z = 4). It would

be useful to implement an alternative stochastic SF model in the prototype SAM that

also includes an explicit time delay for outflows to reach the CGM, possibly entrain gas

and then leave the halo. While we may not be able to accurately predict the time of
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each individual SF burst in FIRE, this model may be a more faithful representation

of SF physics in zoom simulations and have implications for selecting galaxies in mock

observational surveys.

4.6.2.7 Lack of multi-phase and multi-element partitioning

We currently do not explicitly model different phases of the ISM, CGM, out-

flows and inflows. While we have characterized the loading factors of cold, warm and

hot outflows for FIRE (Pandya et al., 2021), it is not yet clear how to implement wind

phases (and mixing) into a SAM. The simplest thing would be to estimate a cool outflow

fraction that is expected to recycle back into the ISM on a short timescale – this may

help interpret observations. For multi-phase inflows, we can separately track the hot

hydrostatic CGM gas and already-cooled halo gas that is eligible to fall into the ISM

(or be re-heated). On top of that, we may have cold filaments and we can allow the

hot and cold accretion modes to occur simultaneously (as in Lu et al., 2011a). Tracking

different phases in the future will facilitate observational comparisons.

Our chemical evolution model is also too simple: we do not follow the yields

of individual elements and we ignore the contribution of Type Ia SNe. This means we

cannot predict varying [α/Fe] abundance ratios, which is crucial to be able to simulta-

neously match observed gas-phase and stellar mass-metallicity relations. In the future,

we will fix the yields of multiple elements using the tables assumed in FIRE. We will

also do time-dependent stellar recycling and account for both the prompt and delayed

metal contribution of type Ia SNe (following, e.g., Arrigoni et al., 2010; Yates et al.,
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2013).

4.7 Summary

We have presented the prototype of a new semi-analytic model of galaxy forma-

tion with explicit implementation of preventative stellar feedback. We measured scaling

relations from FIRE-2 for the ISM depletion time, mass loading factors for winds leav-

ing the ISM and halo, outflow Bernoulli velocities (specific energy), and metallicities

of inflows and outflows at both the ISM and halo scale. These serve as inputs to our

prototype SAM and dramatically reduce the number of free parameters. We assume

that preventative feedback comes mainly from SN-driven winds that can shock-heat

the CGM and IGM (heating from the UV background is not as important for our halo

masses). Our main findings are as follows.

1. Instead of setting the ISM inflow rate equal to the halo accretion rate in the

Rcool > Rvir regime (rapid/cold mode accretion), we assume that the ISM inflow

rate is limited only by the free-fall time of the CGM: Ṁin,ISM = MCGM/tdyn.

This model is capable of reproducing the dwarf CGM masses measured in FIRE

whereas in the previous model the CGM mass effectively does not grow with time.

However, it still predicts a very large ISM inflow rate compared to measurements

in FIRE, by an order of magnitude for some dwarfs.

2. Standard SAM assumptions for pristine halo accretion (the cosmic baryon fraction

times the dark matter accretion rate) plus recycling of SN wind ejecta over a
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Hubble time lead to much larger halo inflow rates than measured for FIRE dwarfs.

The kinetic energy plus enthalpy transported by SN winds in FIRE is large enough

to offset this excess accretion, which in some cases can be larger than an order of

magnitude. The winds can shock heat the gas outside the halo to above the halo

virial temperature so that it effectively cannot accrete.

3. Similarly, we ask how much wind energy leaving the ISM must be coupled to the

CGM to force agreement between the SAM’s CGM cooling rate and the inflow

rate measured in FIRE. MW-mass halos require little to no CGM heating, al-

though this is highly uncertain due to the prototype SAM’s lack of a fountain flow

recycling term and its underprediction of CGM metallicity. Dwarf halos require

substantially more CGM heating since otherwise MCGM/tdyn would lead to overly

high cooling rates and ISM masses. Amazingly, the SN wind energy is sufficiently

high in FIRE to potentially offset a lot of this excess CGM cooling.

4. We derive heating efficiency functions for the IGM and CGM using the SN wind

energy coupling assumed in our SAM. These describe a new fSN parameter that

would multiply and suppress the halo accretion rate and CGM cooling rate. Both

functions asymptote to fSN = 1 for MW-mass halos implying that no additional

heating is necessary. Dwarfs require substantial heating albeit with more scatter:

fSN can be as low as 0.5 for the IGM (meaning half of the expected accretion is

prevented) and as low as 0.1 for the CGM (meaning only a tenth of the expected

CGM cooling rate is actually allowed).
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5. We compute an effective CGM depletion time as tdep,CGM = MCGM/Ṁin,ISM. At

high-redshift and in dwarf halos, the FIRE halos would naively be expected to

have cold mode accretion and thus have tdep ≈ tdyn (independent of halo mass).

Instead, the CGM depletion time is preferentially longer in lower mass halos. We

show that the prototype SAM can qualitatively recover this negative correlation

only if we turn on CGM+IGM heating. At lower redshifts, there is considerably

more scatter which may be due to the contribution of inner halo fountain flows.

The most important next step will be to separately measure pristine (first-

time) ISM accretion versus fountain flows, and model a new inner halo recycling term

for SAMs. Since Ṁin,ISM = ṀCGM,cool + Ṁfountain, once we have pinned down Ṁfountain,

we can tweak ṀCGM,cool via heating. We also need to identify and correct the source of

the prototype SAM’s underprediction of CGM metallicity (at the order of magnitude

level) since that may translate to an underprediction of the CGM cooling rate for “hot

mode” accretion (this may be due to the lack of modeling satellite branches). Then, we

will be able to provide robust CGM and IGM heating functions that can be implemented

in SAMs run on DM-only simulations (for which there will be no simulated baryonic

properties available for calibration purposes). We will also then be in a position to try

alternative hot mode CGM cooling prescriptions, explicitly model gas brought in via cold

IGM filaments, constrain outer halo recycling parameters, and ultimately generate mock

CGM absorption and emission maps throughout large volumes to complement existing

and future surveys. For all of this, it will be crucial to convert the prototype SAM into
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a hierarchical Bayesian model where each halo follows the same set of equations, but

the exact free parameters may be drawn from some distribution to account for scatter

in the galaxy population.
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Chapter 5

Conclusions and Future Work

5.1 Summary

In this thesis, we have compared two different approaches to modeling galaxy

formation and explored how they can be made to better agree with each other in terms

of the overall baryon cycle. Chapter 2 compared the Santa Cruz SAM (Somerville et al.,

2015, and references therein) to the FIRE-2 suite of cosmological zoom-in simulations

spanning a range of masses (Hopkins et al., 2018a). We demonstrated that the two

models agree on the stellar assembly histories of individual galaxies remarkably well but

with very different underlying mass flow rates for the CGM and ISM. The SAM predicts

much higher accretion rates into the halo and ISM and hence requires correspondingly

higher mass outflow rates than measured in FIRE. The CGM masses of dwarfs in the

SAM are also orders of magnitude lower than in FIRE, which emphasizes that the

CGM (along with mass fluxes) may be an effective discriminator between models of
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galaxy formation that otherwise predict roughly similar bulk ISM and stellar masses.

We presented a simple model where the energy of SN-driven winds may shock heat gas

outside dwarf halos to above their virial temperature, thereby suppressing accretion to

levels measured in FIRE.

Chapter 3 presented the most comprehensive analysis of SN-driven winds in

fully cosmological simulations to date. In addition to measuring the often-quoted wind

mass and metal loading factors in FIRE (now split by phase) , we also measured en-

ergy and momentum loading factors to estimate how much of the input SN energy

and momentum escapes from the ISM. We showed that SN-driven winds in dwarfs are

energy-conserving even as they propagate out of the halo (in fact, the energy, momen-

tum and metal loading factors are all of order unity) whereas winds in MW-mass halos

show substantial losses upon first breaking out from the ISM.

Chapter 4 combined insights from the previous two chapters to explicitly model

preventative feedback in a SAM where for the first time this process was constrained

by the results of high-resolution cosmological simulations and attributed explicitly to

shock heating by SN-driven winds. We presented the prototype of a new SAM in which

nearly all of the free parameters and functional forms are derived from the FIRE-2

simulations. We showed that it is possible to simultaneously roughly reproduce the

CGM, ISM and stellar masses of dwarfs if we allow some fraction of the SN wind energy

to couple to the CGM and IGM. We find that there is generally more than enough

wind energy available to offset the excess accretion that would otherwise be predicted

with simple SAM approximations for halo gas accretion and CGM cooling. However,
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we also find that significant uncertainties remain in modeling rapid inner halo recycling

from fountain flows, the chemical enrichment of the CGM, and several other physical

processes not yet captured in the prototype SAM. Nevertheless, this work demonstrates

that it may indeed be possible to develop a simple model that can emulate the key

results of high-resolution simulations and sets the foundation for eventually scaling up

predictions to statistically large, cosmologically representative volumes.

5.2 Future Work

The planned future work described in this section can roughly be split into

two categories: (1) further development and improvements for the prototype SAM, and

(2) generating mock observations from both the SAM and hydrodynamical simulations

to help interpret a variety of observations, with an emphasis on the CGM.

5.2.1 Observable consequences of preventative stellar feedback

One of the main conclusions of this thesis is that preventative stellar feedback

should be ubiquitous in dwarfs, and it is therefore important to ask how observations

can test this claim. First, it would be very useful to translate maps of gas density,

temperature and metallicity to emission line maps during particularly powerful outflow

episodes of FIRE dwarfs. This would require post-processing the simulation particle

data with a photoionization model, spectral synthesis and radiative transfer code. It

would be especially interesting to do this for high-redshift dwarfs and assess the ob-

servability of rest-frame optical lines like Hα with the James Webb Space Telescope
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(JWST). In addition, it would also be helpful to report column densities for different

ions that are within the wavelength range covered by various facilities as a function

of redshift. What are the expected column densities and emission fluxes from energy-

conserving, rapidly-expanding superbubbles around dwarfs, and how do those compare

to the detection limits of current and planned facilities?

At a population level, we can use the new SAM to explore how various scaling

relations may change with and without preventative feedback. Lu et al. (2017) have

shown it is not possible to simultaneously reproduce the stellar mass function and stellar

mass-metallicity relation of nearby dwarfs with only ejective or only preventative feed-

back, but that a combination of the two is required. Their preventative feedback model

postulates general pre-heating of the IGM without invoking specific heating sources. It

would be useful to re-visit this claim in our model where it is the SN wind energy that

drives the heating, and to make predictions at higher redshifts that can be tested with

JWST. It would also be good to simultaneously consider the gas-phase mass-metallicity

relation which should also be affected by preventative feedback (and historically, it

has been challenging to simultaneously reproduce both the stellar and gas-phase mass-

metallicity relations with SAMs; Somerville et al., 2015). Relatedly, it would be useful

to constrain the metallicity of observed winds around dwarfs since we predict that the

metal loading factor should be of order unity (most of the SN ejecta metals escape) and

substantially lower in MW-mass halos. More generally, if star-forming galaxies roughly

maintain equilibrium in a bathtub-type model (Davé et al., 2012), then we would pre-

dict that in cases of preventative feedback, the mass loading factor should be lower
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since some accretion is prevented and less gas is available for star formation. With

the advent of large IFU surveys and the ability to estimate mass loading factors for

statistical samples of galaxies (e.g., Roberts-Borsani et al., 2020), it would therefore be

interesting to re-visit galaxies that have peculiarly low inferred mass loading compared

to other galaxies of similar mass, radius, SFR, etc. Note that investigating metallicities

will require us to implement a more general chemical evolution model in the prototype

SAM in which yields of multiple elements are taken directly from stellar evolution tables

and time evolution is taken into account (including the delayed contribution of heavy

elements from Type Ia SNe).

Finally, if high-redshift dwarfs do indeed have powerful energy-conserving

winds that heat gas outside the halo to above the virial temperature, then this may

have implications for cosmic reionization. There is great uncertainty about whether the

photons produced by star formation alone can escape in sufficient numbers to reionize

the Universe (e.g., see the FIRE-1 perspective provided by Ma et al., 2015). However,

if nearly all of the available SN wind energy from dwarfs is able to escape intact to

> 2Rvir as our FIRE-2 results suggest, then galactic winds may provide a non-negligible

source of IGM heating. It would be interesting to translate the large-scale wind proper-

ties in FIRE to potential heating rates. It would also be useful to measure the sizes of

the collisionally-ionized and metal-enriched bubbles around FIRE halos. In parallel, it

would be insightful to run idealized simulations where highly energy- and mass-loaded

winds are propagated into a homogeneous or turbulent IGM so that the emergent wind

UV/X-ray spectra and energy coupling efficiencies can be explored over a range of con-
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ditions (e.g., following Meiksin et al., 2017).

5.2.2 Wind recycling

It will be crucial to split ISM accretion into fresh CGM cooling versus rapid

recycling of fountain flows in the inner halo. Currently, winds in the prototype SAM

leaving the ISM are either re-heated to the virial temperature in the CGM or take of

order the Hubble time to re-accrete into the halo from the ejected reservoir. However,

a substantial fraction of the ISM inflow rate measured in FIRE may come from more

rapidly recycled cooler winds, or represent gas flows associated with the expansion and

re-contraction of the ISM disk due to feedback in dwarfs. With multi-snapshot particle

tracking of the FIRE data, we will be able to isolate the recycling term for the ISM

inflow rate and calibrate a new inner halo recycling model for the SAM. More generally,

we will also have to re-think the ejected reservoir for winds leaving the halo. Some

fraction of winds in dwarfs will become unbound from the halo forever whereas another

part of the “ejected” reservoir may actually reside within the CGM but just cool very

inefficiently. The ejected gas recycling rate parameterization may also vary with halo

mass in FIRE whereas currently we are assuming a fixed recycling timescale (Henriques

et al., 2013; White et al., 2015).

Modeling fountain flows will let us immediately compare to observations of

extraplanar gas at the disk-CGM interface of nearby galaxies, which is thought to be

dominated by fountain flows rather than freshly cooled CGM (e.g., Fraternali & Binney,

2008; Marasco et al., 2019). We will also be able to re-visit the origin of damped
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Lyman-α absorbers (DLAs) as a function of redshift: is the large observed number

density of absorbers consistent with arising from the extended ISM (e.g., Berry et al.,

2014) plus cool fountain flows around galaxies? As for halo-scale wind recycling, it

will be interesting to explore gas and DM flow patterns in FIRE up to ∼ 2 − 3Rvir,

determine the radius at which the accretion transitions from recycling-dominated to

pristine-dominated, and compare that to various physically-motivated definitions for

the halo boundary (including the splashback radius). For dwarfs in particular, it would

be useful to constrain how far beyond the virial radius does the gas inflow rate rise back

to the expected fbṀin,DM. That large-scale “effective feedback radius” within which

baryonic effects dominate may have implications for cosmological probe experiments

that rely on tracing galaxies.

5.2.3 More faithful modeling of CGM physics

While our CGM cooling model is able to get reasonably close to FIRE in terms

of the CGM mass and ISM inflow rate, it still represents an incomplete picture of the

simulations. Our model assumes that the CGM follows a singular isothermal density

profile, is uniformly at the halo virial temperature, and has a single overall metallicity.

Instead, we should allow these three quantities to follow arbitrary power law profiles

whose parameters are calibrated from FIRE. It has already been suggested that an r−2

power law is too steep for MW-mass halos in FIRE, which instead have a shallower

density profile of r−3/2 (Stern et al., 2019). It is also reasonable to expect that the

CGM is multi-phase and that the inner part is preferentially metal-enriched.
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One of the biggest limitations of our CGM cooling model is that it does not

allow for the simultaneous occurrence of “cold” and “hot” mode accretion. In other

words, we currently only model the cooling rate of the existing CGM gas but not the

accretion of cold IGM filaments. For this, we need to implement an explicit filament

model with parameters that describe their cold ISM mass deposition rate and frequency

as a function of halo mass and redshift (e.g., Mandelker et al., 2020). We can adapt our

analysis machinery from Chapter 3 to characterize multi-phase inflows in FIRE instead

of outflows.

By incorporating a more physical model of the CGM and accretion of cold IGM

filaments, we will unlock opportunities to use the SAM to forward model observations of

the CGM in both absorption and emission for large samples of halos. As a baseline, we

may assume that the CGM gas is in collisional ionization equilibrium, that it is subject to

photoionization from the UV background, and that the mapping from total metallicity to

individual elements follows solar abundances. Then we can draw random sightlines as a

function of halocentric radius and predict ion column densities versus impact parameter

that can be compared to existing and future CGM surveys (see Tumlinson et al., 2017).

The emission spectrum from X-ray to optical wavelengths of the radiatively cooling

warm/hot CGM can be predicted by assuming a cooling function (e.g., Faerman et al.,

2019). We can also make simplified estimates of the Lyman-α emission from cold IGM

filaments which together with the cool fountain flows can help interpret the origin of

extended neutral gas in high-redshift halos as well as large-scale clustering of Lyman-

α emitters (e.g., Dijkstra & Loeb, 2009). Lastly, running on large-volume DM-only
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simulations, we can predict gas density profiles around halos and help interpret high-

redshift CGM/IGM tomography experiments with existing facilities and future thirty-

meter class telescopes (e.g., Rudie et al., 2012; Lee et al., 2018).

5.2.4 Extension to satellites, higher mass halos and SMBHs

Eventually, we will want to use the SAM to make predictons for observables

involving the whole galaxy population such as correlation functions, stellar mass func-

tions, and scaling relations extending up to galaxy cluster scales. In order to do this, we

will need to model satellite galaxies and higher-mass halos, with SMBH physics being

a co-requisite for the latter.

Currently we are only modeling the most massive progenitor branch of the

full merger tree, but the other branches contain substantial information. Non-main

progenitors can bring in pre-enriched gas (and stars) and help resolve the current un-

derproduction of CGM metallicity in the prototype SAM. After a distinct halo becomes

a subhalo such that its branch merges with the main branch, we will need to imple-

ment recipes for mergers and tidal stripping processes. To help calibrate these satellite

modeling parameters, we can repeat our Chapter 2 analysis for central halos but now

tracking the evolution of satellite properties in the simulations. With an explicit satellite

model, we can confront observations of satellite colors, clustering, and other statistics

describing the evolution of MW-like Local Group-like and cluster-sized halos.

On the other hand, we also need to extend our model to higher mass halos

where AGN feedback is crucial. One idea is to add a flexible empirical model that mimics
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the effects of AGN feedback and other physical processes exclusive to high-mass halos,

thereby artificially suppressing SFRs, CGM cooling rates, halo inflow rates, etc. This

flexible model could be calibrated to reproduce various observations. Alternatively, we

can run the FIRE-calibrated SAM on merger trees for higher mass halos (e.g., extracted

from large DM-only simulations) and compare to predictions from abundance matching

or semi-empirical models (e.g., Moster et al., 2018; Behroozi et al., 2019). Then we

could estimate how much additional feedback is needed beyond stellar feedback alone

to reproduce the observed properties of massive galaxies.

Extending the prototype SAM to satellites and higher mass halos will almost

certainly require additional simulations for calibration purposes. For example, AGN

feedback is not included in the core FIRE-2 simulations and the simulated halos are also

all chosen to be roughly isolated whereas to model satellites we will require simulations

of dense clusters. As the available computational power increases, it may be possible

to simulate larger volumes with sufficiently high resolution to keep modeling stellar

feedback locally and explicitly as in FIRE. This would increase our sample size of halos

for calibrating SAMs. However, a fully self-consistent treatment of SMBH seeding,

feedback and feedback remains out of reach for now and so any cosmological simulation

would require phenomenological, effectively SAM-like recipes for AGN. In this regard,

it may be worthwhile to also try calibrating the prototype SAM using large-volume

phenomenological simulations since these at least attempt to have a “complete” range

of physics. A SAM that can emulate large-volume simulations can be used to interpret

their complex emergent results, explore variations in their subgrid recipes, and scale up

226



the predictions from those simulations to even larger volumes for cosmological probe

applications.

5.2.5 Towards an open-source hierarchical Bayesian SAM

Lastly, we plan to invest a significant amount of effort over the next few years

on making the prototype SAM code publicly available as open-source code with compre-

hensive documentation. This will open up new collaborative opportunities for further

developing our model and comparing to observations. A major goal will be to translate

the prototype SAM into a hierarchical Bayesian model. This is important because we

are currently calibrating SAM parameters on an individual halo-by-halo basis. While

every galaxy is subject to following the same set of coupled ODEs, the exact free pa-

rameter values may vary from object to object. Thus, using a hierarchical Bayesian

model will allow us to capture scatter in the galaxy population.

In addition, while many of our free parameters are currently fixed by measuring

the relevant fluxes in FIRE, we may require flexible models for other physics that either is

not included in FIRE or is difficult to directly measure and parameterize (e.g., recycling,

turbulence, effects of cosmic rays and SMBHs, etc.). With a hierarchical Bayesian

model coupled to an efficient parameter space exploration technique, we can jointly fit

any free parameters and map out degeneracies (and then look for ways to break those

degeneracies either with additional simulation or observational data). Ultimately, we

would like to re-calibrate all SAM parameters several times and attempt to emulate

many different sets of reference simulations, perhaps with the aid of deep learning. This
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will allow us to quantify uncertainties in modeling galaxy formation physics and how

that translates to uncertainties in various cosmological probes. In this thesis we have

taken just the first few promising steps towards this grand ambition and are hopeful

that SAMs will eventually be developed into a complete, realistic and standard physical

model of galaxy formation.
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