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Modeling reveals the strength of weak interactions
in stacked-ring assembly

Leonila Lagunes,'? Koan Briggs,® Paige Martin-Holder,” Zaikun Xu,? Dustin Maurer,® Karim Ghabra,®
and Eric J. Deeds'?

"Department of Integrative Blology and Physiology, UCLA, Los Angeles, California; ZInstitute for Quantitative and Computational Biosciences,
UCLA, Los Angeles, California; >Department of Physics, University of Kansas, Lawrence, Kansas; “Department of Molecular Immunology,
Microbiology and Genetics, UCLA, Los Angeles, California; °Center for Computational Biology, University of Kansas, Lawrence, Kansas; and
8Computational and Systems Biology IDP, UCLA, Los Angeles, California

ABSTRACT Cells employ many large macromolecular machines for the execution and regulation of processes that are vital for
cell and organismal viability. Interestingly, cells cannot synthesize these machines as functioning units. Instead, cells synthesize
the molecular parts that must then assemble into the functional complex. Many important machines, including chaperones such
as GroEL and proteases such as the proteasome, comprise protein rings that are stacked on top of one another. While there is
some experimental data regarding how stacked-ring complexes such as the proteasome self-assemble, a comprehensive un-
derstanding of the dynamics of stacked-ring assembly is currently lacking. Here, we developed a mathematical model of
stacked-trimer assembly and performed an analysis of the assembly of the stacked homomeric trimer, which is the simplest
stacked-ring architecture. We found that stacked rings are particularly susceptible to a form of kinetic trapping that we term
“deadlock,” in which the system gets stuck in a state where there are many large intermediates that are not the fully assembled
structure but that cannot productively react. When interaction affinities are uniformly strong, deadlock severely limits assembly
yield. We thus predicted that stacked rings would avoid situations where all interfaces in the structure have high affinity. Analysis
of available crystal structures indicated that indeed the majority—if not all—of stacked trimers do not contain uniformly strong
interactions. Finally, to better understand the origins of deadlock, we developed a formal pathway analysis and showed that,
when all the binding affinities are strong, many of the possible pathways are utilized. In contrast, optimal assembly strategies
utilize only a small number of pathways. Our work suggests that deadlock is a critical factor influencing the evolution of macro-
molecular machines and provides general principles for understanding the self-assembly efficiency of existing machines.

SIGNIFICANCE Understanding the assembly of macromolecular machines is important for understanding a wide range
of cellular processes. Here, we use mathematical models to study the assembly of stacked rings, which are a common
motif in these machines. Our models revealed that these complexes can readily get “stuck” during assembly when the
binding affinity between subunits is too strong. This suggests an evolutionary pressure to favor weaker interactions, and
our analysis of solved structures confirmed this prediction. Our findings not only contribute to the fundamental
understanding of assembly but also offer insights into the evolutionary pressures shaping the architecture of stacked rings
and have implications for both cell and synthetic biology.

INTRODUCTION GroEL to promote proper protein folding (3). These en-
zymes are all large multisubunit complexes (1-3), and
they serve not just to catalyze the relevant chemical reac-
tions but are also critical in regulating protein levels and
function. Molecular machines are involved in a host of other
processes: for instance, RuBisCo is critical for photosyn-
thesis in algae and plants (4), ATP synthase is crucial for en-
ergy production in cells (5), and the microtubule is critical
Submitted February 20, 2024, and accepted for publication May 15, 2024. for cellular infrastructure and organization (6). It is clear
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Cells employ large macromolecular machines for the execu-
tion and regulation of almost every process vital to cell and
organismal viability. For instance, protein homeostasis re-
lies on the ribosome for protein synthesis (1), the protea-
some for protein degradation (2), and chaperones such as
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cannot synthesize these machines as functioning units.
Instead, cells synthesize the molecular parts that must then
assemble in the functional multisubunit complex. Under-
standing how these machines assemble is thus crucial to un-
derstanding how they function and how they are regulated.

Since these complexes often perform central roles in cell
function and metabolism, they also tend to be associated
with a variety of diseases and conditions. For instance, dys-
regulation of proteasome function has been associated with
diseases ranging from cancer to Alzheimer’s disease (7—11).
As a result, understanding the assembly of these complex
machines can provide not only a deeper understanding of
cell function but also insights into disease processes.
Finally, over the past 10 years, approaches have emerged
that allow for the design of synthetic protein complexes
that could prove useful in applications as diverse as targeted
drug delivery and gene therapy (12—14). Studying the as-
sembly of natural complexes can provide insights into gen-
eral “design principles” that could allow for the design of
synthetic machines that self-assemble more efficiently.
Improving our understanding of macromolecular assembly
thus has applications ranging from basic cell biology to
applied synthetic biology. Advancing our understanding of
macromolecular assembly thus holds implications spanning
from fundamental cell biology to practical synthetic biology
applications.

A common structural motif observed in many macromo-
lecular machines are either rings or contain rings (15-17).
Some structures are simple rings: glutamine synthetase
(18,19), pyruvate kinase (20), the KaiC circadian clock pro-
tein (21), and AAA proteins (22,23) are all examples. Many
complexes, however, involve rings that are stacked on top of
one another. The prototypical example of this type of struc-
ture is the proteasome core particle (CP), which consists of
four rings stacked on top of each other; bacterial proteases
such as ClpXP/CIpAP and HslUV share a similar architec-
ture (24). The GroEL/ES chaperonin complex and enzymes
such as the nicotinamide mononucleotide adenylyltransfer-
ase and some E2 ubiquitin-conjugating enzymes also
demonstrate a stacked-ring architecture (25). In synthetic
designs, some complexes contain ring-like structures, such
as viral capsids (26-29) and other nanorings (30). Rings
and stacked rings are clearly a common motif in the evolu-
tion of macromolecular machines (16,17).

Experimentalists have studied the assembly of some ma-
chines, particularly the proteasome (2,31,32), the ribosome
(33,34) and the GroEL/ES chaperonin (35-37). These
studies have resulted in proposed assembly pathways that
provide helpful pictures that summarize experimental data.
While these pathways are generally well accepted in their
respective communities, they have several limitations—
perhaps most notably, they cannot make detailed, quantita-
tive predictions regarding assembly dynamics. It is also
difficult to understand, in many cases, why certain aspects
of these pathways have evolved or how particular pathways
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influence assembly yields. As such, mathematical and bio-
physical models can be helpful in augmenting these exper-
imental investigations. To date, the vast majority of
computational models of self-assembly have focused on
the assembly of viral capsids at various levels of biophysical
resolution (38-45). While some work has been done using
molecular dynamics to study the assembly of molecular ma-
chines such as the ribosome (46-50), there has been
comparatively little work investigating the assembly of rings
and stacked rings such as the proteasome. One difficulty is
time scale; under standard in vitro assembly conditions,
the proteasome CP self-assembly reaction takes about 3 h
to reach completion (31,51), which is well beyond the reach
of currently available biophysical simulation techniques
(52,53). It is thus critical to develop computational and
mathematical models of assembly that allow us to systemat-
ically explore assembly dynamics on realistic timescales.

A little over 10 years ago we introduced a mathematical
model of the assembly of ring-like structures that attempted
to overcome some of the limitations mentioned above (15).
In that work we used chemical reaction network theory to
develop ordinary differential equation (ODE)-based models
of assembly dynamics. Using these models, we showed that
ring-like structures can suffer from a severe form of kinetic
trapping that we termed deadlock, which occurs due to the
formation of incompatible stable intermediates. Specif-
ically, when the binding affinities between the subunits are
very strong, the subunits quickly form large intermediate
structures that cannot react with one another due to steric
clashes. These intermediates consume all the monomers,
leading to an impasse whereby no further assembly can
occur until the system reaches timescales where these inter-
mediates start to dissociate. The stronger the interactions be-
tween the subunits, the longer it takes to for this deadlocked
state to resolve, which suggested an evolutionary pressure to
avoid very strong interactions in these types of structures.
Interestingly, this model predicted that heteromeric rings
would tend to have a single interaction that was weaker
than the other two, and analysis of available experimental
structures found that this is indeed the case for most hetero-
meric rings (15). While this model was highly informative,
it was limited to simple ring-like structures.

In this work, we extend this previous model to the impor-
tant case of stacked-ring structures, which, as described
above, are an extremely common motif in macromolecular
machines (e.g., the proteasome CP and GroEL). We focus
here on a single stacked trimeric ring, which is simple
enough to characterize completely and yet complex enough
to exhibit behaviors that are distinct from the assembly of
single rings. Our main finding is that deadlock in these cases
can be significantly worse than in the previous case of single
rings—while deadlock in a single ring might typically
resolve on timescales of minutes to hours, deadlock for
stacked rings can last for days or even longer. We showed
that deadlock is worst when all of the interfaces in the
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structure have high binding affinities. This is true not only in
models where there is a fixed initial concentration of sub-
units (modeling an in vitro assembly reaction (31,50,51))
but also in more realistic in vivo models where we include
constant synthesis of subunits or degradation of all interme-
diates formed (15). These results led us to predict that evolu-
tionary pressures would select against stacked trimers
having strong binding affinities both within and between
rings. We tested our prediction by analyzing solved
stacked-trimer structures; we found that indeed the major-
ity—if not all—of the stacked trimers did not contain two
very strong interactions. In experimental studies of assem-
bly, it is common for researchers to discuss the notion of
“assembly pathways,” but to our knowledge there has
been no attempt to rigorously define what an assembly
pathway actually is. To better understand the origins of
deadlock and why certain patterns of interaction affinity
generate a deadlocked state, we defined an assembly
pathway as a binary tree representing a scenario of how a
group of subunits go from being monomers to form the fully
assembled structure. Our assembly pathway analysis
showed that when all the binding affinities are strong,
many of the possible pathways are utilized during assembly,
consuming subunits and creating high levels of deadlock. In
contrast, when one of the interfaces is weaker, only a small
number of pathways contribute significantly to assembly,
suggesting that observed structures have evolved patterns
of interaction affinities that enforce a more hierarchical as-
sembly process (15). In sum, our work provides critical
insight into the evolutionary pressures that have shaped
the assembly of stacked rings. Furthermore, our work posits
a potential design principle to optimize self-assembly effi-
ciency in stacked rings: synthetic structures should likely
be designed not to have strong interactions throughout but
instead have a mixture of binding strengths to avoid dead-

K) type has associated K; values, K1 and K, respec-
tively. (C) A list of all the intermediate species that
can be formed during stacked-trimer assembly in
our model. To see this figure in color, go online.

lock during assembly. Since previous design approaches
typically attempt to maximize the affinity of every interface
(54-58), adopting a different approach may lead to a higher
success rate for designing such structures. While further ad-
vances are necessary to model the assembly of more com-
plex structures and synthetic designs, our work highlights
the role of mathematical modeling in understanding self-as-
sembly processes in evolution, biomedicine, and synthetic
biology.

RESULTS
Constructing a model of stacked-ring assembly

In this work we model the self-assembly of a stacked-ring-
like protein complex containing n subunits like the one
depicted in Fig. 1 A (left). As an example, in the X-ray struc-
ture from the Protein Data Bank (PDB: 2FO3) in Fig. 1 A
(left), each subunit is depicted with a unique color. In this
work, we consider the assembly of a stacked trimer contain-
ing two three-membered homomeric rings (n = 6). To
construct a model of a stacked trimer, we can visualize
each subunit as a node in a graph and a stacked ring as
two connected symmetric trimeric rings (Fig. 1 A, right),
where the connections are representative of the noncovalent
bonds between subunits. Stacked trimers have a three-fold
axis of rotational symmetry as well as mirror symmetry be-
tween rings, so that the bottom ring is the mirror image of
the top ring (16,17). Indeed, there are examples of homo-
meric stacked rings such as nicotinamide mononucleotide
adenylyltransferase (59), periplasmic heme-binding protein
ShuT (60), and glycerophosphodiesterase (61), to name
a few.

Similar to a previous model of single-ring assembly (15),
the subunits are treated as identical but have a “sidedness,”
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that is, each subunit has three distinct interfaces: left, right,
and across. The left side of one subunit can bind to the right
side of another, and we call these the within-ring interac-
tions (Fig. 1 B, left). The across side of one subunit can
bind to the reflecting across side of another, in an up-
down fashion, giving rise to what we call between-ring in-
teractions (Fig. 1 B, right). Thus, each monomer contains
three types of binding interfaces: two for binding within
the ring (the left and right side of what we call interface
1) and one for binding between the rings (which we call
interface 2, Fig. | B). For each bond type, there is an asso-
ciated binding affinity. For interface 1, the binding affinity
between each subunit is described by a dissociation constant
K, and for interface 2, the binding affinity between the two
subunits forming the between-ring bond is K;,. Note that
these K; values are defined based on the association and
dissociation rates of the chemical reactions that form the
corresponding dimers from the monomers (62). These indi-
vidual K, values thus just represent the equilibrium con-
stants for the monomer-to-dimer reactions; in general,
many of the other species that can form in this system are
much more stable because they involve the formation of
more than one interface by a single subunit simultaneously
(63,64). The stability of such structures is discussed briefly
below and in great detail in the supporting material.

We call any structure that is smaller than the stacked
trimer an “intermediate,” that is, all intermediates are sub-
structures of the fully assembled stacked ring. Formally,
an intermediate is any connected subgraph of the fully
assembled structure. As such, intermediates have a number
of subunits between 1 and n — 1. We have enumerated all
the possible intermediate structures for the stacked trimer
in Fig. 1 C. Since every intermediate is a substructure of
the fully assembled complex, we use a simple visual lan-
guage for these intermediates. The filled-in circles represent
subunits that are “present” in that structure, whereas un-
filled circles represent subunits that are “absent” from that
intermediate. Note that the unfilled circles represent all
the available locations in the intermediate where other inter-
mediates can bind. To enumerate the species, we first start
with species 1, which is simply the monomer. We then
add another monomer in every possible available location
on the graph and determine whether the resulting structure
forms a connected component. If it does, this is a new inter-
mediate and we add it to the list. Doing so generates the two
possible dimer species, species 2 and 3. Iterating this pro-
cess of adding monomers to the two dimers generates all
possible trimers, and continuing this process allowed us to
generate all 11 possible intermediates as shown in Fig. 1
C. We denote an individual species “i” as S;.

To construct a mathematical model of stacked-trimer as-
sembly, we next enumerated all the binding reactions be-
tween intermediates. To do so, we checked all possible
pairwise combinations of the intermediates in all possible
relative orientations (see supporting material section 1) to
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see if they could react to form another intermediate or the
fully assembled structure. For example, consider species 1
and 2 (S; and S), the monomer, and the “K;,” dimer. If
we rotate species S; by 120°, note that it “fits into” an
open spot in the species S, structure. As a result, there is a
reaction between S; and S, that generates another interme-
diate, in this case S¢. Similarly, if we rotate S| by 240°,
that induces a reaction that generates S4 (see Fig. S1). Using
this basic approach, we enumerated all the possible binding
reactions that could occur between intermediates. The com-
plete list can be found in supporting material sections
1.2-1.4.

The concentration of each species is represented by X;,
where i is the index of the intermediate and not the number
of subunits in the structure. Note that this value is in general
a function of time (i.e., X;(¢)); in our notation, however, we
leave the dependence on time implicit. The number of sub-
units in an intermediate is given by 7(S;), which is a function
that maps from the species index to the number of subunits
present in the given species. For example, S; is the monomer
(Fig. 1 C) and n(S;) = 1, since there is only one subunit
present. In contrast, Sjo has 7(Sjp) = 4, since there are
four subunits present in that intermediate. Additionally,
we define X7 = >_7_ (S;) * X; to be the total concentration
of the subunits (i.e., the total concentration of all subunits in
all the species combined).

Similar to previous models (15,65,66), we used the
standard law of mass action to derive a system of ODEs
that describes the time evolution of the concentration of all
the species in the model based on these reactions (Fig. 1
(). The derivation is described in detail in supporting mate-
rial section 1.5. In this work we make the simplifying
assumption that the association rate between intermediates
is the same, regardless of the size and structure of the inter-
mediates in question. All association reactions in our model
thus occur at the same rate, which we term &.. All binding re-
actions in the model are of course reversible, and the dissoci-
ation rates depend on both the number and the strength of the
noncovalent bonds being formed between and/or within each
ring. As in previous models of self-assembly, we assume that
the intermediate structures are fairly rigid (15,64). This al-
lows us to use straightforward thermodynamic arguments
to calculate the dissociation constant for any given reaction,
which we call the “effective” dissociation constant Kz . This
calculation is described in detail in supporting material sec-
tion 1.4 and is based on the number of each type of interface
that is disrupted for a given dissociation reaction. For
example, the dissociation of a single ring (Sy) into a monomer
(S1) and a dimer (S3) involves the dissolution of two K ; in-
terfaces, and as such should be much less energetically favor-
able than dissociation of a simple dimer (i.e., S5 dissociating
to form two S1 molecules). Interestingly, there is also an
entropic contribution to the difference in energetics between
a simple dimer and a ring, which is described in detail in sup-
porting material section 1.4. As a result, ring-like structures



are very stable, so dissociation reactions that disrupt more
than one noncovalent bond happen at very low rates, often
many orders of magnitude slower than the dissociation rates
of the dimers (15,64,67). Using these assumptions and
straightforward calculations of how many “ways” two inter-
mediates can combine to form another (see supporting
material section 1.5), we derived a system of ODEs for the
self-assembly of the stacked trimer. These ODEs were
numerically solved using Python 3.9.7 for fixed parameter
values (see supporting material). All of the code used
for this work is available at: https://github.com/Ilagunes-
324B21/stackedTrimer_detModel.

We define the assembly yield of an intermediate i as ¥; =

“)S(—’T)X’ for each species i = 1,2, ..., 12 at a given time point ¢.

Note that Y; is simply the fraction of total monomers in the
system that are found in that given intermediate. Take, for
instance, Yi,, the fraction of monomers in the fully assem-
bled stacked trimer. If Y1, = 1 at some point in time, that
would mean that 100% of the monomers are found in the
stacked-trimer structure; if Y, = 0.5, then only 50% of
the monomers are found in the fully assembled structure.
When Y, <1, this indicates that some monomers are seques-
tered in smaller intermediates. We use this definition of the
assembly yield to investigate the role of the binding affin-
ities on the formation of the stacked trimer.

We note that our previous models of the assembly of sin-
gle rings considered a wider variety of structures, including
rings of varying lengths and heteromeric rings with more
than one different kind of subunit (15). The modeling frame-
work described here could easily be extended to larger
structures: one could consider a case where each ring con-
tains seven subunits (i.e., # = 14), or cases with more rings
stacked together (i.e., four stacked rings as in the case of the
proteasome CP). Interestingly, as these stacked-ring struc-
tures become larger, the number of species and reactions
they can exhibit increases dramatically. For instance, for a
stacked seven-member ring, we would need 307 chemical
species and 18,150 reactions, compared to the 12 species
and 34 reactions for the three-membered stacked ring
considered here. Stacked-ring structures clearly entail
considerably greater levels of combinatorial complexity
than simple rings (15, 63, 68-71). Thus, while the frame-
work described here can be readily extended to larger and
more complex structures, here we focus on the stacked ho-
momeric trimer, which is simple enough to characterize
completely while still exhibiting complex behaviors distinct
from those of single rings.

The assembly dynamics of stacked homomeric
rings

To investigate the role the binding affinities K;; and K;»
have in the formation of the stacked-trimer assembly yield,
we simulated the dynamics obtained from our model of

Modeling stacked-ring assembly

stacked-ring assembly starting from an initial condition of
only monomers. As in previous work, to parameterize our
model, we made the simplifying assumption that the rates
of all the association reactions (i.e., the rate constants for
all of the binding reactions) are the same, regardless of
the identity of the reactants (15). We have taken the associ-
ation rate to be k, = 10° M~' s™', which is a reasonable
value for protein-protein interactions (15,72). As described
previously, changing the value of this rate constant in the
model corresponds to a simple rescaling of the time units
of the simulation (15). Thus, while the exact timescale de-
pends in the specific value of the association rate, the gen-
eral shape of the curves discussed in this work do not
depend on the value of k. For our first exploration of
self-assembly dynamics in this model, we used an initial
monomer concentration of 4 uM, i.e., X; =4 x 107 M.

We first consider the scenario for which the total concen-
tration of subunits X7 is fixed. In other words, there is no
synthesis of new monomers, or any intermediate, and there
is no protein degradation. The specific system of ODEs
corresponding to this scenario may be found in supporting
material section 1.5. We call this case the in vitro model to
resemble in vitro biochemical experiments where self-as-
sembly occurring in a solution has fixed total protein con-
centration (15,31,32). Fig. 2 A shows the assembly yield
dynamics of the stacked trimer for a set of unique combi-
nations of K;; and K. In this model, we find that the as-
sembly dynamics depend critically on the affinity between
the subunits. When both affinities are extremely strong
(Kg1=Kg2 = 10712 M), the overall yield is relatively
low, reaching at most 0.5 (i.e., 50% full assembly) even
on relatively long timescales (10° s, or around 11 days)
(Fig. 2 A, green curve). As mentioned in the introduction,
the fundamental reason for this is a type of kinetic trapping
that we have termed “deadlock” (15). In this parameter
regime, the monomers react very quickly with one another
to form various larger intermediates, and, because of the
strength of the interactions between the subunits, those in-
termediates are relatively stable. Most of them also cannot
react with one another due to steric clashes. For instance,
when K, 1=Kyo = 10712 M, the system is dominated by
mostly species 11 and species 7 during the “plateau” phase
of the dynamics (supporting material section 2 and
Fig. S6). These intermediates cannot react with one
another; for example, species 8 (Fig. 1 B) cannot react
with any other structure but a dimer or a monomer. Since
the monomers and dimers are rapidly depleted in this
parameter regime, species 8 cannot react with anything,
thus leading to deadlock.

For deadlock to resolve, larger intermediates must disso-
ciate to generate smaller species that can then react (15). In
the case of the stacked trimer, many of the intermediates are
actually rings themselves (e.g., species 8 and 9). For simple
thermodynamic reasons, rings are far more stable than
chains (15, 64), and so this dissociation timescale can be
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theoretically quite long. As a result, while deadlock resolves
in reasonable timescales for the case of the assembly of sim-
ple rings, it can last well beyond biologically reasonable
timescales in the case of the stacked trimer (see supporting
material) (Fig. 2 A). The assembly of stacked-ring structures
can thus exhibit fundamentally different assembly dynamics
than single rings (15).

In Fig. 2 A, we have highlighted several other examples of
combinations of binding affinities that give rise to inter-
esting and characteristic assembly dynamics. When both af-
finities are of intermediate strength (K; 1= Kz2 = 1078 M,
Fig. 2 A, yellow curve), we see similar levels of deadlock
to the case of two extremely strong interactions discussed
above. Making one of the interactions much weaker pro-
duces strikingly different results depending on which inter-
action is strong and which is weak. If the interaction within
the rings is strong (Kg1 = 10712 M, K4o =107 M,
Fig. 2 A, purple curve), we see even more extreme deadlock
than when both interactions are strong. This is because the
species with the highest concentration during the deadlock
phase is species 11, the intermediate with only one mono-
mer missing. Additionally, there is a relatively high concen-
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tration of species 9, which is the single-ring structure. These
two structures are not compatible and therefore cannot form
a stacked trimer, which leads to deadlock, and since the
binding affinity within the rings is very high, species 9 is
not disassembling quickly enough to overcome deadlock
(supporting material section 2 and Fig. S6). In contrast, if
the between-ring interaction is strong (K;; = 107> M,
Kg> = 10712 M, Fig. 2 A, red curve), the impact of deadlock
is much less. This indicates that it is not the total strength of
the interactions within the structure, but rather the pattern of
interaction strengths, that dictates the dynamics of assembly
in stacked rings. Finally, when both interactions are very
weak (Kg1= K;2 = 1073 M, Fig. 2 A, blue curve), the sys-
tem completely avoids deadlock, but the assembly dynamics
are quite slow because the smaller intermediates, like the
two dimer species, are much less stable, and thus it takes
considerably longer for larger intermediates to form (sup-
porting material section 2 and Fig. S6).

The above model considers the case of an in vitro
biochemical experiment, and it may be applicable to situa-
tions inside cells where monomeric species are pre-formed
and then assemble in response to some incoming signal



(73-76). In the case of many molecular machines, how-
ever, we anticipate that monomers would be constantly syn-
thesized, and assembly takes place to replace structures that
are lost due to degradation or dilution from cell division
(77). We model this by introducing a constant synthesis
rate of monomers and a first-order degradation term for
all the intermediates; we call this the in vivo model. We
fixed the degradation term 6 to be 2.8 X 10~* s, which
models the case where, say, a bacterial cell divides approx-
imately once very hour (15). In our in vivo models we did
not consider cases where the total protein concentration
changes over time. We thus set the monomer synthesis
rate Q = 0 x Xy (supporting material section’l.5). Fig. 2 B
shows the assembly yield trajectories for the stacked trimer
for combinations of K ; and K. The curves represent the
same K41 — K;, parameter combinations as in Fig. 2 A
with the same color scheme. In this scenario, the assembly
yield of the stacked trimer is relatively high for most K, ;
and K, values. Deadlock is also less severe than seen in
the in vitro model—while there are “plateaus” in the assem-
bly dynamics (Fig. 2 A, green, purple, and red curves), these
plateaus resolve on much faster timescales than in the
in vitro case. This is because monomers are being constantly
synthesized, and thus the system never truly “runs out” of
them as it does in the in vitro model. The primary impact
of deadlock in this case is the fact that the steady-state yield
depends strongly on the pattern and strength of binding af-
finities. For instance, weak interactions lead to relatively
low yields (Fig. 2 B, blue curve). Interestingly, having uni-
formly strong interactions (K= Ks2 = 10712 M) leads to
lower steady-state yields than cases where one of the inter-
actions is weak (e.g., Kz1 = 107> M, K, = 1073 M, Fig. 2
B, comparing the green and purple curves). This suggests
that, as in the case of single rings, deadlock can impact
steady-state yields even in models where monomers are
constantly synthesized in the cell (15).

In the models thus far, the initial monomer concentration
is fixed at 4 uM, i.e., X; =4 x 107° M. To characterize
how the assembly yield of the stacked trimer responds to
changes in the initial monomer concentration, we first
considered the in vitro model, where there is no protein syn-
thesis or degradation. In Fig. 2 C, we calculated the assem-
bly yield of the stacked trimer after 24 h for different initial
monomer concentrations and fixed K;; and K;, values.
Note that in Fig. 2 C, the colored curves correspond to
the same K;; and K;, combinations as in the previous
panels. When both affinities are of intermediate strength
(Ka1=Kq2 =107 M, Fig. 2 C, yellow curve), we see
that the assembly yield for the stacked trimer increases as
the initial monomer concentration increases, reaches a
peak, and then begins to decrease with increasing initial
monomer concentration. In the first phase before the peak,
the initial monomer concentration is low and thus there is
slow binding between the intermediate structures. As a
result, it takes longer for the stacked trimer to be assembled,

Modeling stacked-ring assembly

leading to low assembly yields after 24 h. In the second
phase after the peak, the initial concentration is high and
yet the assembly yield for the stacked trimer decreases.
This is because there is now fast binding between the inter-
mediates due to the higher protein concentration. The rapid
binding of monomers and other smaller intermediates leads
to deadlock, as described above (Fig. 2 A). At the peak, a
balance is achieved for this particular pattern of interaction
affinities: binding is not too fast, so the system is able to
avoid deadlock and achieve near 100% yield. This behavior
is completely distinct from that observed for single rings;
increasing the concentration of subunits for a single ring
never reduces the yield at a particular time point (15).
Rather, for single rings, increasing subunit concentration
simply decreases the amount of time it takes for deadlock
to appear. In stacked rings, however, increasing concentra-
tion can actually induce deadlock.

As with the assembly kinetics described in Fig. 2 A,
the response of the system to changes in initial conditions de-
pends critically on the pattern of binding affinity within the
structure. For instance, when both interactions are very strong
(Kg1 = 10712 M, Ky = 10712 M, Fig. 2 C, green curve), we
see an increase in assembly yield up to about 40%. The inter-
actions are so strong in this case that the system essentially
cannot avoid deadlock regardless of the initial concentration
of monomers. If we make the between-ring interaction
much weaker (K;; = 107> M, K, = 1073 M, Fig. 2 C, pur-
ple curve) we see essentially the same behavior, indicating
that weakening the bonds between the rings does not make
the system more robust to deadlock. Interestingly,
however, if we reverse the situation so that the between-ring
interaction is strong and the within-ring interaction is weak
(Kg1 =103 M, Ko = 10712 M, Fig. 2 C, red curve), we
see the assembly yield for the stacked trimer increase to a
maximum level and then decrease with increasing initial
monomer concentration. In this case, the maximum assembly
yield for the stacked trimer spans a longer region of initial
monomer concentrations than in the intermediate strength
(Kg1=Kgr = 10~% M) case. However, that optimal region
reaches approximately 80% stacked-trimer assembly, sug-
gesting that the system cannot fully avoid deadlock.
Finally, when both affinities are weak (Ky; = 1073 M,
Kap = 1073 M, Fig. 2 C, blue curve), the system reaches
100% assembly at 24 h but only when protein concentrations
are relatively high. This is due to the fact that while binding
occurs quickly at higher monomer concentrations, the inter-
mediates formed are unstable (particularly species 2-6,
Fig. 1 C) and dissociate before further assembly reactions
can occur. Under these conditions, assembly is very slow
and higher protein concentrations are required to achieve
100% yield. Note that, even when both bonds are very
weak, at even higher protein concentrations yields begin
to decrease due to deadlock (supporting material section
1.5). Nonmonotone yield curves as a function of protein con-
centration are thus characteristic of in vitro assembly of the
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FIGURE 3 Assembly yield for different values of K;; and K;,. Heat-
maps showing assembly yield after 24 h for (A) in vitro and (B) in vivo
models with fixed initial monomer concentration of 4 x 10~® M and where
the binding affinities K| and K, increase from 10! M to 1073 M. Note
that all results for the in vivo case correspond to steady-state yields. Contour
lines are shown to visualize assembly yield values. For the in vivo model,
6 =2.8x10"*s"". To see this figure in color, go online.

stacked trimer, which is different from the behavior of single
rings (15).

Changing total protein concentration in the in vivo model
is not as straightforward as the in vitro case. As discussed
above, the total protein concentration in this model is just
Xt = Q/0, i.e., the ratio of the monomer synthesis rate to
the first-order degradation rate for all the species. One can
thus change the total protein concentration by changing
either the value of Q or 6. In this case we chose to modify
0, since this is most closely analogous to increasing total
monomer concentration as in Fig. 2 C. This also models a
case where, for instance, a bacterial population is growing
at a constant rate (in this case, doubling every hour) and is
attempting to increase the concentration of the stacked
monomer by increasing the synthesis of the monomers. In
Fig. 2 D, we show the steady-state yield of stacked trimers
as a function of total protein concentration, highlighting
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particular patterns of interaction affinities with distinct
colors as with all the other panels in the figure. In this
case we do not observe nonmonotone behavior—the higher
the value of the monomer synthesis rate, the higher the
steady-state yield. The pattern of affinities within the struc-
ture, however, still has a large impact on assembly. When
both interactions are very weak (K;; =Ky, = 1073 M,
Fig. 2 D, blue curve), assembly yield does not reach
100% until relatively high monomer concentrations. Inter-
estingly, however, having both interactions very strong
(Ka1 = Kqp = 10712 M, Fig. 2 D, green curve) generally
results in lower assembly yields at any given total monomer
concentrations than the other scenarios, particularly the
cases where both interactions are of intermediate strength
or the between-ring interaction is strong (Fig. 2 D, red and
yellow curves).

The results in Fig. 2 D suggest that there may be strong
evolutionary pressures that impact the patterns of affinities
in stacked-ring structures. Increasing the value of Q repre-
sents a direct increase in the amount of energy investment
the cell is making in the synthesis of monomers. The higher
this value is, the higher is the total protein concentration,
and the more ATP the cell is spending on the synthesis of
these proteins. If we assume that only the fully assembled
structure is functional, as is the case for the proteasome,
GroEL (37, 78) and a host of other structures (79-84), the
assembly yield represents the percentage of that energy in-
vestment that actually results in functional machines that
can support cell physiology. In other words, this is the return
on that energy investment. We would expect that there
would be some evolutionary pressure to maximize that re-
turn in many cases, particularly in bacterial species where
even a small waste of energy can have detectable fitness
consequences (85,86). Some curves are always near the
top of Fig. 2 D, suggesting that certain patterns of affinity
almost always result in higher yields regardless of the total
protein concentration present and thus would likely be
evolutionarily favored.

To further assess the effect of the binding affinities on
yield for the stacked trimer, we generated heat maps for
both the in vitro and in vivo models. Fig. 3 A shows the as-
sembly yield for the in vitro model after 24 h for values of
K, and K, ranging from 103 M to 107> M and a fixed
initial concentration at 4 uM. The contour lines show high-
lighted assembly yield values. This type of plot allows us to
visualize the effect of the binding affinities on assembly
yield. If both K; ; and K, are weak (upper-right quadrant
of the plot), we see that the assembly yield is greater than
95%. Interestingly, the lowest assembly yield occurs in the
black-colored region delineated by the 40% contour line;
this occurs when both K;; and K;, are both strong
(lower-left quadrant) and when the between-ring interaction
is much weaker than the within-ring interaction (i.e., when
K, is strong and K, is weak). These results further high-
light that assembly is vastly impacted by deadlock in the



in vitro model when both interactions are strong or when
Kg41 is strong. Fig. 3 B shows a similar heatmap for the
steady-state yield of the stacked trimer in the in vivo model.
In this case, the degradation rate remains fixed at
6=28x10"* s_l, the initial monomer concentration is
also 4 uM, and we ranged K, and K;, from 1073 M to
1072 M. We see that when both K1 and K, are strong
(lower-left region), the assembly yield for the stacked trimer
is not optimal. However, the lowest assembly yield occurs
when both K;; and K;, are weak (upper-right region).
Note that overall, the assembly yield is higher for all values
of K1 and K, in comparison with the in vitro model with
the lowest assembly yield at approximately 82% in the
in vivo model and 30% in the in vitro model, similar to
the results in Fig. 2, A and B. Since both models show
that when both binding affinities are strong the assembly
yield for the stacked trimer is non-optimal, this suggests
that there is an evolutionary pressure to select other combi-
nations of binding strengths. In other words, we predict that
stacked-trimer structures would not tend to have strong
binding affinities both within and between the rings.

Observed stacked-trimer structures avoid having
two strong interactions

The findings above suggest that there is likely an evolu-
tionary pressure for stacked rings to not exhibit strong bind-
ing affinities both within and between rings. To test this
prediction, we considered solved structures of stacked
trimeric rings. We used the PDBePISA database, which con-
tains structural and chemical properties of macromolecular
surfaces, interfaces, and assemblies for all structures in
the PDB (87). We began by assembling a set of over 3000
homo-hexameric structures. Since PDBePISA does not
annotate the general geometry of structures, we visually in-
spected each of these complexes to collect only those that
form stacked trimeric rings. To avoid misclassifications,
we defined a stacked trimer as one that has a similar topol-
ogy to the one in Fig. | A (right), where there are three
bound monomers on a top plane bound to three bound
monomers on a bottom plane. Additionally, a stacked trimer
would need to have rotational symmetry along each ring and
mirror symmetry between the rings (see supporting material
section 3). In other words, we removed any structures that
were single rings, like those discussed in (15), chains or
structures that did not match the topology considered in
our model. This resulted in 1580 stacked-ring structures; a
list of these structures with their PDB IDs is provided as
an additional supplementary file in: https://github.com/
llagunes-324B21/stackedTrimer_detModel.

Estimating binding affinities from the structures of
protein-protein interfaces is difficult. In our analysis,
we focus on the buried solvent-accessible surface area
(BSASA), which can be used as proxy for binding affinities
(15,88,89). In this case, if there is little contact between the
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two, then the BSASA is small and the binding affinity likely
weak. Alternatively, if there is a large contact between the
two monomers, the BSASA is relatively high and the bind-
ing affinity is likely stronger. We used the BSASA values
calculated in PDBePISA for the interfaces between and
within rings. For any stacked trimer, there are a total of
six within-ring interfaces. For each structure, we used the
average of all six, which we call the K; | BSASA. Similarly,
there are a total of three between-ring interfaces; the average
of these three interfaces is the K;» BSASA. The calculated
K1 and K;» BSASA values for each structure are shown in
Fig. 4 A (each red dot represents one of the 1580 stacked-
trimer structures). In the scatterplot, we see that the majority
of structures tend to cluster in the lower-left region where
K;1 and K;, BSASAs are relatively equal and not
extremely large, suggesting that the majority of stacked tri-
mers tend avoid very strong interactions. There are some
structures that have a low K;; BSASA with high K>
BSASA. These structures have much more interface contact
between the rings than within the rings. There are also two
structures with the opposite pattern, with a high K
BSASA and a low K;», BSASA. The fact that structures
where the between-ring interface much stronger than the
within-ring interface are much more common than the alter-
native matches our prediction that this pattern of assembly
affinities leads to higher yields (Figs. 2 and 3) Interestingly,
none of the stacked-trimer structures we found in the
PDBePISA database show high BSASA for both the be-
tween and within interfaces (green rectangle in Fig. 4 A),
consistent with our prediction that two strong bonds would
not be selected for in the evolution of stacked trimers.

Since we did not see any stacked trimers with both high
K, and K;» BSASAs, we performed a simple permutation
test with 10* replicates to statistically test our prediction that
stacked rings do not exhibit strong binding affinities for both
within and between rings. Our permutation test consisted of
resampling or “shuffling” the K;; and K;, BSASAs be-
tween all the structures and checking whether any of the
shuffled structures were at a threshold of 4000 A” or higher
for both interfaces (green rectangle in Fig. 4 A). In Fig. 4 B,
we see the distribution of the number of cases observed
in the green rectangle from this test. This distribution shows
that only 48 trials had no cases where K; ; and K;» BSASAs
were in the green rectangle. This suggests that the observa-
tion of having no PDB structures with two strong interac-
tions is unlikely to have occurred at random ( p<1073). It
is thus likely that evolution has avoided this scenario in
order to lower the impact of deadlock on both assembly
kinetics and steady-state yield.

Defining and enumerating assembly pathways

Our results thus far show that the assembly of stacked trimers
yields deadlock similar to the assembly of single rings (15) and
that patterns of binding affinities play a role in that deadlock. It
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FIGURE 4 Buried solvent-accessible surface areca (BSASA) in PDB
stacked-trimer structures. (A) We identified stacked trimers from the
PDBePISA database and collected the BSASA for interfaces between
and within rings for each. We used the BSASA within and between rings
as a proxy for K;; and K, », respectively. (B) From the stacked trimers in
(A), we resampled the data using a permutation test and determined how
many cases had K;; and K;» BSASA in the excluded region (green rect-
angle in A). The histogram shows the total cases where K;; and K;»
BSASA were in the green rectangle (counts) based on 10,000 trials. Note
that out of the 10,000 trials, only 48 had zero cases where K;; and K,
BSASA were in the excluded region (green rectangle). To see this figure
in color, go online.

is unclear, however, why certain patterns of affinities might
lead to higher or lower levels of deadlock. For instance, why
would having high affinity for both the between- and within-
ring interactions lead to lower yields? To answer this question,
we developed an approach to analyze assembly pathways.
While the term “assembly pathway” is used broadly in the
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field (90-94), we are aware of no precise, formal, mathemat-
ical definition for what an assembly pathway actually is.

Informally, an assembly pathway should represent a
distinct scenario representing how a group of subunits go
from being monomers to form the fully assembled structure.
Somewhat more formally, we define an assembly pathway to
be a strict binary tree where the nodes are assembly interme-
diates (including the monomers and the fully assembled
structure). An example is shown in Fig. 5 A. In this tree,
each node has two child nodes and one parent node. The ex-
ceptions to this are the leaf nodes, which have no child nodes,
and the root node, which has no parent node. The leaf nodes
are always monomers, and an assembly pathway has exactly
the same number of leaf nodes as there are subunits in the
fully assembled structure (six in the case of the stacked
trimer, Fig. 5). The root node is always the fully assembled
structure. If two nodes are to be child nodes of a given parent,
there must be a chemical reaction between the two child spe-
cies that generates the parent. In other words, whenever we
have two nodes below a parent node in the tree, they have
to be able to combine to generate that particular intermediate
(Fig. 5 A). A more complete and formal definition of assem-
bly pathways is given in supporting material section 4.

The pathway shown in Fig. 5 A represents one intuitive as-
sembly pathway. Here, two monomers first combine to form a
within-ring dimer; in other words, they bind to form one K ;
interface. Another monomer then binds to form a complete
ring. Two of these rings then dimerize with one another to
form the fully assembled structure (Fig. 5 A). While this is
a very natural pathway, many other scenarios are possible.
For instance, the pathways in Fig. 5, B and C involve the for-
mation of trimers that are not rings but can nonetheless
combine into the fully assembled stack trimer. Fig. 5 D shows
a pathway where a dimer binds to a tetramer in the last step,
and Fig. 5 E shows a case where monomers bind one at a time.

It is straightforward to define a recursive algorithm that
can find all the assembly pathways that are possible for a
given structure. To do so, we start with the root node and
consider all the possible “final reactions” that have the fully
assembled structure as their product. In the case of the
stacked trimer, there are six such reactions, corresponding
to six different ways that the final step in assembly can
occur. Every one of these reactions has two reactants; these
are the first two child nodes of the root node. For each child
node, we can similarly enumerate all the unique reactions
that have that species as their product; that is, all the
possible sets of child nodes for that particular node in the
tree. We can continue this process recursively until we
have only monomers as reactants, keeping track of each
unique way of constructing each intermediate in the process.
Using this approach, we enumerated all 46 possible assem-
bly pathways for the stacked trimer; these are shown in sup-
porting material section 4 and Fig. S12. The pathways in
Fig. 5 are numbered according to the particular recursive
scheme that we used to enumerate them. The code used
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for assembly pathway definitions is available at https:/
github.com/llagunes-324B21/stackedTrimer_detModel.

Pathway contributions reveal the origins of
deadlock

We hypothesized that variation in the values of K;; and K »
could change how much any one of these 46 pathways “con-
tributes” to the formation of the fully assembled stacked
trimer. To do so, however, we must first mathematically
define this notion of contribution. As described in support-
ing material section 4.2, we have enumerated all the
possible binding and unbinding reactions that can occur in
the assembly of the stacked trimer. Every binding reaction

. ki
can be written s; +5; — sk, where s; and s; are the reactant
species and s; the product (these s are any species in Fig. 1
(). We call the set of all binding reactions B and the subset
of those reactions that have species “s;” as their product
B(sy). More formal definitions of a “reaction” and a “set

of reactions” is given in supporting material section 1.3.
We define a pathway’s contribution to the formation of
the fully stacked trimer in a recursive way as follows.
Consider first the fully assembled structure, species “sj»”
in Fig. 1 C. All the different reactions that can produce
this structure are collected in the subset A(s;2). Take some
reaction re A(sy2), and define the flux of the reaction r as
F(r). For instance, call the binding reaction s;+ s1; —
s12 as “r;”: this is just the monomer binding to the pen-
tamer to form the fully assembled stacked trimer, and
clearly ri€ B(s1,). The flux of this reaction is just F(r|) =
kix1x11. Note that these fluxes are, in general, dependent

on time, but as before we leave this dependence on time im-
plicit. The expressions for the fluxes can also be more
complicated, depending on things like stoichiometric coef-
ficients; a full description of how to define any given flux
is given in supporting material section 1.5. Finally, it is
important to remember that a flux is not an amount or con-
centration, but rather concentration per unit time. For
instance, we might have F(r;) = 1 uM s~', which means
the reaction in question is producing 1 uM of the fully
assembled structure every second.

Now that we have defined this flux, we can define the total
flux of reactions that produce a given species s; as
Fr(s;)= > F(r). This just quantifies how much of that

reB(si)
species is being formed per unit time, no matter which reac-
tion is producing it. This finally allows us to define the crit-
ical quantity we need, which is the relative flux of a reaction
F(r)=F(r)/ Fr(sc), where Fr(sg) is just the total flux of
production of whatever species is the product of the reaction
in question. This quantity can be naturally interpreted in the
following way. Say we are considering the reaction r;
described above. Imagine we have a single new molecule
of the fully assembled structure, which is the product of

this reaction. F(ry) is just the probability that this molecule
of 51, was produced by reaction r;.

By definition, every assembly pathway has some reaction
re B(syz) as its “final step,” and there are only six such re-
actions (see the top of the panels in Fig. 6). We can calculate
the relative flux of this reaction, which is the probability that
all the pathways with that last step have produced any given
“newly assembled” molecule of the fully assembled struc-
ture. To calculate the probability that an entire pathway is
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being used to form the fully assembled structure, we now
need to consider the two species that are combining to
form the fully assembled structure. For instance, “pathway
35” in Fig. 5 E has reaction ry : 51 + 11 — s12 as its last
step. Since s; is the monomer, we do not need to consider
how it is formed. Species s;;, however, could be formed
in several different ways, and pathway 35 indicates that it
is formed by the reaction s; 4 s3 — s11, which we will
call reaction “r,” for simplicity. Note that a fully assembled

1774 Biophysical Journal 123, 1763-1780, July 2, 2024

stacked trimer that uses pathway 35 requires that both | and
r, be used for the formation of the fully assembled structure;
the probability that a stacked trimer is formed by these two
reactions as the last and second-to-last reactions, respec-
tively, is naturally F(ry)-F(r,).

Any assembly pathway can be seen as a subset of binding
reactions; in other words, a pathway P; can be thought of as
a subset of B (P;CB). We can follow the recursive logic
above and realize that the probability of a molecule of the



stacked trimer forming using that pathway is just the prod-
uct of the relative fluxes of all the reactions in the pathway.
This leads us to define the contribution of a pathway P; as:
C(P;)= T F(r). While the definition in this case may seem
repP;

a bit cumbersome, the final outcome is quite straightfor-
ward. The larger the value of C(P;) for a given pathway,
the higher the chance that a molecule of the fully assembled
structure was formed according to the scenario described in
the pathway. For instance, if C(P;) = 1, the pathway in
Fig. 5 A is the only way a stacked trimer is being formed;
alternatively, if C(P;) = 0, the scenario in Fig. 5 A is not
occurring at all. Note that this definition is similar to those
used in previous work quantifying how different biochem-
ical pathways contribute to enzyme flux (95). Further
information on the definition and calculation of pathway
contribution is given in supporting material section 4.

In Fig. 6, we calculate the pathway contribution for each
pathway in the in vitro scenario after 24 h with fixed binding
affinity values. Here, pathways are grouped by their final as-
sociation reaction, depicted on the top half of each contribu-
tion bar graph. There is only one pathway in which the final
association step is the binding between two trimeric rings,
pathway 1. There are three pathways in which the final as-
sociation step is the binding between two trimers that are
not rings, three pathways with two trimers in a different
orientation, six pathways with a K;; dimer binding to a
tetramer, six pathways with a K;, dimer binding to a
tetramer, and finally 27 pathways where the final association
step is the addition of a single monomer to a hexamer. In
Fig. 6 A, we see that when both binding affinities K;; and
K, are weak, pathway 1 contributes the most to the overall
assembly of the stacked trimer, with only two pathways
from the last group contributing less than 20%. This is likely
due to the fact that the trimer is naturally much more stable
than any of the dimers (15), so when the interactions are
weak, the only fully assembled structures that can form
rely on this relatively stable intermediate. We see a similar
trend in Fig. 6, B, C, and E, where one pathway contributes
the most to the overall assembly of the stacked trimer. In
Fig. 6 D, K, is relatively weak and K;, is very strong;
here we see that two pathways contribute almost equally,
which are the pathways in which the final association reac-
tion is between a Kz » dimer binding to a tetramer or a single
monomer addition to the hexamer. Since K, is very strong
in this scenario, this suggests that many of the monomers
may be “stuck” in that K;, dimer and not able to bind
with other intermediates formed, which leads to deadlock.
More interestingly, when both binding affinities K,;; and
K, are very strong, Fig. 6 F' shows many pathways contrib-
uting to the overall yield of the stacked trimer. This shows
that when both binding affinities are strong, many of the
possible pathways are taking place and consuming mono-
mers. Since these pathways rely on different intermediate
structures that may not be compatible, this leads to high

Modeling stacked-ring assembly

levels of deadlock. In other words, having very strong affin-
ities for both interactions in the structure leads to broad uti-
lization of many pathways and deadlock, whereas having
one of the interfaces significantly weaker induces a more hi-
erarchical scenario where only one or a few pathways
contribute (Fig. 6).

We see similar results for the in vivo model. Note that in
Fig. 6 we are considering the relative fluxes at a particular
time; in Fig. 7 we are considering pathway contributions
at steady state for the in vivo model. When both binding
affinities Kz | and K are weak, Fig. 7 A shows that few path-
ways contribute the most to the assembly of the stacked
trimer. Interestingly, Fig. 7, B—D show that more pathways
contribute to the stacked trimer assembly than in the in vitro
case when one of the interactions is significantly weaker
than the other. This is likely due to the constant synthesis of
monomers allowing more pathways to contribute. Regard-
less, in all of these cases only a small number of pathways
contribute significantly to the formation of the stacked trimer.
However, when both binding affinities K;; and K, are
strong, Fig. 7, E and F show that many pathways contribute.
As in the in vitro case, this leads to higher steady-state levels
of incompatible intermediates and thus a lower overall flux
of stacked-trimer production. This analysis of the contribu-
tion of assembly pathways indicates that specific patterns of
affinity have evolved to enforce a more “hierarchical” assem-
bly process that relies on only a few pathways (15).

We also used this notion of pathway contribution to
better understand how changing the initial subunit concentra-
tion can actually induce deadlock in the stacked rings
(e.g., the yellow curve in Fig. 2 C). In this case, after 24 h
of assembly the in vitro model exhibits nearly 100% yield
at concentrations around 1078 M but significantly lower
yield at higher concentrations (say around 107% M) for
the case where both affinities have intermediate strength
(Ka1 =Kap = 108 M). To understand this phenomenon,
we calculated the pathway usage of the system at both con-
centrations at various time points and found that fewer path-
ways were utilized at lower concentrations than at higher
concentrations early on in the assembly process (Fig. S16).
This suggests that increasing the concentration of monomers
increases the diversity of pathways employed during early
assembly, thus generating a larger array of incompatible in-
termediates and leading to greater levels of deadlock.

DISCUSSION

Almost every cellular process relies in some way or another
on the function of a variety of different macromolecular ma-
chines. Understanding how these machines are assembled is
thus critical to our overall understanding of their function
and, ultimately, the regulation of a wide variety of cellular ac-
tivities. In recent years, new work has emerged that focuses
on the design of synthetic protein complexes for applications
such as drug delivery, gene therapy, and biofuel production
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(12-14). Understanding the assembly of natural complexes
can also provide potential “design principles” for the design
of new synthetic machines in order to optimize self-assembly.
This will also aid in advancing biotechnological applications
and facilitate the integration of natural and synthetic systems
for innovative solutions in medicine, biotechnology, and sus-
tainable energy production.

Many experimental studies have described the assembly
processes of various molecular machines (31-37,96).
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Although these experiments have expanded our understanding
of the assembly of specific structures, including that of
stacked-ring-like structures, many details of the assembly pro-
cess remain elusive. For instance, this experimental work does
not address how assembly is optimized to avoid phenomena
such as kinetic trapping. Mathematical models offer an alter-
native approach to studying assembly, allowing us to describe
the assembly process in great detail and understand how mech-
anisms of assembly have evolved to improve assembly



efficiency (15). Specifically, both on-pathway and off-
pathway kinetic trapping have been observed in a wide variety
of mathematical and biophysical models of assembly pro-
cesses, and previous work has suggested that structures, partic-
ularly ring-like structures, have likely evolved to avoid on-
pathway kinetic trapping (in other words, deadlock).

In this work, we expanded on previous mathematical
frameworks to understand the mechanisms of stacked-ring as-
sembly. We found that the phenomenon of deadlock can be
much more severe in the case of stacked rings than had been
observed for simple ring-like structures. In particular, dead-
lock can result in much lower assembly yields and take
much longer to resolve for stacked rings than it does for single
rings. As in the case of single rings, the severity of deadlock
depends on the strength of the interactions between the sub-
units in the ring; if all the interactions are strong, deadlock
can severely reduce assembly yields on biologically realistic
timescales. This suggested an evolutionary pressure to avoid
cases where all the interfaces in a stacked ring have high affin-
ity. Extensive analysis of solved structures of stacked rings
suggests that evolution has indeed avoided this particular sce-
nario. Interestingly, it is common for the design pipelines of
synthetic macromolecular assemblies to minimize the binding
energies of every interface. Our work suggests that this may be
a highly suboptimal approach to the design of structures that
self-assemble efficiently, a factor that may in part explain
the high failure rate of these designs. Our work thus suggests
simple principles that may be of use to future efforts in protein
design. That being said, significant challenges remain in order
to develop detailed mathematical models of the large struc-
tures that are typically the focus of such design efforts
(54-58). As discussed above, the larger a structure is, the
more chemical species and reactions are required to model
its assembly. While the framework developed here is quite
general, new approaches for enumerating these species and re-
actions, simulating the assembly process, and analyzing the
results will be needed to apply this framework to the study
and/or design of more complex structures.

We also use our models to explore the notion of an assembly
pathway in greater detail. Many experimental studies discuss
the notion of “assembly pathways” (97-99) but have no pre-
cise definition of what an assembly pathway actually is. Here
we provide a more formal, mathematical definition of an as-
sembly pathway, which we expect will provide a structured
framework for understanding the intricate process of macro-
molecular assembly and enable precise analysis, prediction,
and manipulation of these critical biological mechanisms.
Application of this framework to our models revealed exactly
why having strong interactions in these structures generates
deadlock. There are many different scenarios whereby a set
of monomers can proceed toward the fully assembled struc-
ture. When interactions are strong, the system simultaneously
proceeds down all these paths, depleting resources and leading
to a situation where a large number of incompatible interme-
diates are formed (i.e., deadlock). When some of the interac-
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tions are weak, however, only a small subset of these pathways
are employed, leading to a naturally hierarchical assembly
process that is much more resistant to kinetic trapping.

While we have developed a model of stacked-trimer
assembly showing critical effects of binding affinities on as-
sembly, our model has limitations. For example, our model
does not explicitly model allosteric changes during assem-
bly. We also consider a fixed binding affinity between
monomers (although unique for between or within assem-
bly), which may not accurately reflect the dynamics of
protein-protein interactions or changes in affinity due to
environmental conditions, signal responses, or conforma-
tion changes. In our model we also assume a homogeneous
environment, where the spatial constraints are not consid-
ered, nor are crowding effects (52, 100—103). Our model
can be expanded on to include such effects to study their in-
fluence on assembly yield in such cases.

Future research will be necessary to further link the results
of models like these to experimental studies of macromolec-
ular machines. For instance, the proteasome is a barrel-like
structure made up of four heptameric rings in an 736,07 stoi-
chiometry that is conserved across all kingdoms of life. In
archaea, there is experimental evidence that the outer o rings
assemble first and then the § subunits bind to the a; ring
(31,104). However, in bacteria the outer «; rings cannot
assemble on their own, and instead both « and 3 are necessary
for self-assembly in vitro (2, 31). This has led to the proposal
that these two different proteasomes utilize different assembly
pathways, but detailed predictions on how these scenarios
might lead to experimentally testable hypotheses is currently
lacking. Thus, in addition to a need for more detailed experi-
mental work, there is also a critical need for the development
of mathematical and biophysical models of these more com-
plex structures. These models will prove critical to our under-
standing of the design principles of macromolecular machines
and the application of those principles to synthetic biology.
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