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# Electromagnetism - Image Forces in Presence of Boundaries, etc. 

(Continued from volume II)

# IMAGE FIELD OF A STEAGHR BEAM OE ELTIPICAL CROSS-SECTYON* <br> -- Sequel -- 

L. Jackson Lasleti

19 January 1970

1. The electrostatic image-field coefficient for an extended straight bean, of constant density throughout and of elliptical cross-section, has been discussed in ERAN-49. In that report an infinite plane conducting boundary surface was taken to be at $y=-h$ with respect to the centre of the beam, end the image fields vere ex-
 amined along an axis that passes through the centre of the beam and is parallel to the conducting shect.

The non-linearity of $E_{x} v s$. $x$ was found to be not so pronounced but that one might, in the interest of convenience, employ simply the coefficient $\epsilon_{1}$ evaluated at the centre of the beam. In this spirit we note here thet one can easily evaluate, in closed form, this quentity

$$
\begin{aligned}
\epsilon_{I} & \equiv \frac{h^{2}}{4 \lambda} \frac{\partial \#_{x}^{(I m)}}{\partial x} \\
& =\frac{h^{2}}{4 \lambda}\left(\frac{\partial z_{y}^{(I m)}}{\partial y}\right)
\end{aligned}
$$

at the centre of the bean,
namely at $y=+2 h$ if the orizin is non shifted to the centre of the elliptical imase-charge distribution ( $\lambda$ e.s.u. per cin). For this purpose ve refer to the formula

$$
\begin{equation*}
E_{y}=4-a \frac{a b}{a^{2}-b^{2}}\left[\sqrt{y^{2}+a^{2}-b^{2}}-y\right] \tag{d}
\end{equation*}
$$

[^0]$$
=\frac{4 \lambda}{a^{2}-b^{2}}\left[\sqrt{y^{2}+a^{2}-b^{2}}-y\right]
$$
given (for $x=0, y \geq b$ ) on $p .5$ of EPAIf-4 $l^{*}$.
By differentiation we now find
$$
-\frac{\partial \mathrm{y}}{\partial y}=\frac{4 \lambda}{a^{2}-b^{2}}\left[1-\frac{y}{\sqrt{y^{2}+a^{2}-b^{2}}}\right]
$$
and
$$
\left.-\frac{\partial \mathrm{E}_{\mathrm{y}}(\operatorname{Im})}{\partial \mathrm{y}}\right]_{\substack{\text { Beam } \\ \text { Centre }}} \frac{4 \lambda}{a^{2}-b^{2}}\left[1-\frac{2 h}{\sqrt{4 h^{2}+a^{2}-b^{2}}}\right]
$$

Hence, based on the field gradients e.t the centre of the beam,

$$
\begin{aligned}
\epsilon_{1} & =\frac{h^{2}}{4 \lambda}\left(-\frac{\partial \Xi_{y}(\operatorname{Im})}{\partial y}\right) \\
& =\frac{h^{2}}{a^{2}-b^{2}}\left[1-\frac{2 h}{\sqrt{4 h^{2}+a^{2}-b^{2}}}\right] \\
& =\frac{h^{2}}{r^{2}}\left[1-\left(1+\frac{F^{2}}{4 h^{2}}\right)^{-\frac{1}{2}}\right]
\end{aligned}
$$

where we have written

$$
F=\sqrt{a^{2}-b^{2}} .
$$

In the form of a series developant,

$$
\begin{aligned}
\epsilon_{1} & =\frac{1}{8} \sum_{m=0}^{\infty}(-1)^{m} \frac{(2 n+1):}{2^{1!m} m:(m+1)!}\left(\frac{F^{2}}{n^{2}}\right)^{m} \\
& =\frac{1}{8}\left[1-\frac{3}{16} \frac{F^{2}}{n^{2}}+\frac{5}{128} \frac{F^{2}}{n^{4}}-\cdots\right]
\end{aligned}
$$

Thus, for $h \gg F, \epsilon_{I}$ tends toward the value $\epsilon_{1} \cong \frac{1}{8}$.

[^1]Numerical values of $\epsilon_{I}$ are listed below, for a few values of $h$, when computed in this manner for beams with $\mathrm{a}=1.0$ and $\mathrm{b}=0.4$ or 0.5 .
$\epsilon_{\text {I }}$ at the cempre of an eluipicical beam
$\left.\left.\begin{array}{l}a=1.0 \\ b=0.4\end{array}\right\} \mathrm{F}^{2}=0.84 \quad \begin{array}{l}\mathrm{a}=1.0 \\ \mathrm{~b}=0.5\end{array}\right\} \mathrm{F}^{2}=0.75$

2. The work discussed up to this point has been for a conducting surface that is parallel to the major axis of the elliptical charge distribution, and hence is appropriate for application near "spill out" when the greater of the semi-azes (here denoted by "a") is in the z-direction. For generality, in the interests of completeness, one may wish to obtain results that are derived in the spirit of paragraph 1 above but that consider the imase surface to be parallel to the minor axis (b) of the beam. One may presume that the result for $\epsilon_{1}$ will be an analytic function of the bean parameters, $a$ and $b$, but the following explicit derivation may be appropriate as a check.

Accordingly, we no: take the $x$ and $y$ semi-axes to be a and $b$ respectively, with $a>b$ as before, and locate a similar imase distribution of oposits sign ( $+\lambda$ e.s.u. per cm) a distance 2 h to the left of the beam. We then need. to evaluste the derivative $-\frac{\partial E_{x}(\mathrm{Im})}{\partial x}$ of the imese field at a point $x=2 h$,
$>\mathrm{T}$
$01 / 177213.2 \% .36$
L

| 1. | DIVEVSI JN $\dot{A}(6)$ |  |  |
| :---: | :---: | :---: | :---: |
| $2 \cdot$ | $H(1)=8.0$ |  |  |
| 3. | $H(2)=1.5$ |  |  |
| 40 | $H(3)=1.0$ |  |  |
| 50 | $H(4)=0.75$ |  |  |
| $60^{\circ}$ | $H(5)=0.50$ |  |  |
| $\%$ | $H(6)=0 \cdot 60$ |  |  |
| 8. | 10 | NEAD，A，$B$ |  |
| $9:$ |  | FRINTGT，f， B |  |
| 10. |  | IF（E．GT．A）Gj TO 10 |  |
| 11. |  | $F S=A \% A-E \% B$ |  |
| 12. |  | $F=S 0 ¢ T(F>)$ |  |
| 13. |  | P式利3，F |  |
| 14. |  | $H=6$ |  |
| 15. |  |  |  |
| 16. | 20 | DJ $301=1, \cdots$ |  |
| 17. |  | $R=F S /(H(I) \% H(I))$ |  |
| 13. |  |  |  |
| 19. |  | PKINT10， H （I），ErS |  |
| 20. | 30 | Covilute |  |
| 21. |  | （i）TJ 16 |  |
| Q． | 43 | $\dot{i}=0-1$ |  |
| 23. |  | （3） 1020 |  |

XEQ
BEGIN XEG
ENTER．．．A，B，
1．0．0．4

$$
\begin{aligned}
& A=1.000 \quad B=6.400 \\
& F=0.916515139 \\
& H(1)=2.0000 \mathrm{E}=\mathrm{EPS}=0 \cdot 120204 \\
& H(2)=1.500000 \text { EPS= } 0.116379 \\
& H(3)=1.000000 \text { EPS=0.103225 } \\
& H(4)=0.750006 \quad E F S=0 \cdot 095223 \\
& H(5)=0.500000 \quad E i S=8.073211 \\
& H(\sigma)=0.402000 \text { EPS }=0.665220
\end{aligned}
$$

EvTER．．．A，B，
1．0．0．3

$$
\begin{aligned}
& F=1.000 \quad E=0.500 \\
& F=0.360020404 \\
& H(1)=2.00000 \text { ESS= } 0.12977 \\
& H(z)=1.5008 \text { EサS= } 0.11763 \\
& \text { r(3) }=1.00200 \text { EFS = 0.10.703 } \\
& H(4)=6 \cdot 750505 \text { ErS = 0. } 100431 \\
& H(5)=0.50050 \mathrm{EFS}=2.031357
\end{aligned}
$$

$y=0$ with respect to the centre of this image-charge distribution. Again we write

$$
F=\sqrt{a^{2}-b^{2}}
$$

and employ the results of EPAN-44.
Along the positive x-exis ( $y=0$ ) we have $u=\frac{\pi}{2}$, so

$$
x=F \operatorname{Cosh} v
$$

Also (ERAN-44, p.4), since then $\cos 2 u=-1$, the exterior potential of the image is

$$
\Phi=-\lambda\left(2 v+\varepsilon^{-2 v}\right)
$$

at points along the $x$-axis, and

$$
\begin{aligned}
E_{x} & =2 \lambda\left(1-e^{-2 v}\right) \frac{\partial v}{\partial x} \\
& =\frac{2 \lambda}{F} \frac{]-e^{-2 v}}{\operatorname{Sinh} v} \\
& =\frac{4 \lambda}{F} \epsilon^{-v} \\
\frac{\partial E_{x}}{\partial x} & =-\frac{4 \lambda}{F} e^{-v} \frac{d v}{d x} \\
& =-\frac{4 \lambda}{F^{2}} \frac{e^{-v}}{\operatorname{Sinh} v} \\
& =-\frac{8 \lambda}{F^{2}} \frac{I}{e^{2 v}-1}
\end{aligned}
$$

Solving the equation $2 n=F \operatorname{Cosh} v$ for the value of the curvilinear coordinate $v$ at the centre of the beam, $w \in$ find

$$
e^{ \pm v}=\frac{\dot{2 h}}{F}\left[1 \pm \sqrt{1-\left(\frac{F}{2 h}\right)^{2}}\right]
$$

and

$$
\epsilon^{ \pm 2 v}=2\left(\frac{2 h}{\vec{F}}\right)^{2}\left[i \pm \sqrt{I-\left(\frac{F}{\partial h}\right)^{2}}\right]-1 .
$$

Accordingly,

$$
\begin{equation*}
\left.\frac{\partial E_{x}}{\partial x}\right|_{\text {Eam }} ^{(\operatorname{Im})}=-\frac{\lambda}{h^{2}} \cdot \frac{1}{1+\sqrt{1-\left(\frac{F}{Z n}\right)^{2}-\left(\frac{F}{C n}\right)^{2}}} \tag{contd}
\end{equation*}
$$

$$
-6-
$$

$$
=-\frac{4 \lambda}{F^{2}}\left\{\left[I-\left(\frac{F}{2 h}\right)^{2}\right]^{-\frac{1}{2}}-1\right\}
$$

Hence, finally,

$$
\begin{aligned}
\epsilon_{I} & \equiv \frac{h^{2}}{4 \lambda}\left[-\frac{\partial \Xi}{\partial x}(\operatorname{Im})\right] \\
& =\frac{h^{2}}{F^{2}}\left[\left(1-\frac{F^{2}}{4 h^{2}}\right)^{-\frac{1}{2}}-1\right] \\
& \doteq \frac{1}{8}\left[1+\frac{3}{16} \frac{F^{2}}{h^{2}}+\frac{5}{128} \frac{F^{4}}{h^{4}}+\cdots\right]
\end{aligned}
$$

with

$$
F=\sqrt{a^{2}-b^{2}}
$$

## SUMMARY

To adapt these results to the customary notation, in which "b" refers to the axial semi-axis and "a" refers to the radial semi-axis, write

$$
F=\sqrt{\left|a^{2}-b^{2}\right|}
$$

then, at the centre of the beam, we obtain If $a>b:$

$$
\begin{aligned}
\epsilon_{1} & =\frac{h^{2}}{F^{2}}\left[\left(1-\frac{F^{2}}{4 h^{2}}\right)^{-\frac{1}{2}}-1\right] \\
& \doteq \frac{1}{8}\left[1+\frac{3}{16} \frac{F^{2}}{h^{2}}+\frac{5}{128} \frac{F^{4}}{h^{2}}+\cdots\right]
\end{aligned}
$$

If $a<b:$

$$
\begin{aligned}
\epsilon_{1} & =\frac{n^{2}}{F^{2}}\left[1-\left(1+\frac{F^{2}}{4 h^{2}}\right)^{-\frac{1}{2}}\right] \\
& \doteq \frac{1}{8}\left[1-\frac{3}{16} \frac{F^{2}}{n^{2}}+\frac{5}{123} \frac{F^{4}}{n^{2}}-\cdots\right]
\end{aligned}
$$

In $\in$ ither case, then, we may wite tre electrostatic image coefficient at the centre of the elliptical beam as

$$
\epsilon_{1}=\frac{h^{2}}{a^{2}-b^{2}}\left[\left(1-\frac{a^{2}-b^{2}}{4 h^{2}}\right)^{-\frac{1}{2}}-1\right],
$$

where

$$
a=\text { radial semi-axis }
$$

and

$$
b=\underline{a x i a l} \text { semi-axis, }
$$

while $h$ denotes the radial clearance from the centre of the beam to the conducting boundary (assumed to be essertially plene).

Numerical values of $\epsilon_{I}$ (denoted EPSI) are presented on the following sheets, * for various values of $b$ and $h$ in units of the radial semi-axis "a" ( $a=1, h \geq a)$.

It is noted that for $a>b$, the values of $\epsilon_{1}$ will exeeed $\frac{1}{8}$ since, physically, a portion of the image-charge distribution is relatively close to the centre of the beam. For $a=b, \epsilon_{1}=\frac{1}{8}=0.125$ uncier the present assumptions of: a straight beam and a plene boundary.
*
It will be recallea that the notation of the previous computationel results, presented on p. 4 of this report (ERAT-4-bis), interchanges the significance of the semi-axes $a$, $b$. Thus those earlier runs correspond, in the present notation, to $b$ equal to 2.5 or 2.0 , respectuvely, with $h$ decreasing from 5.0 to 1.0 or from 4.0 to 1.0 in the two cases shom.
t KEO
Becin $\cos$
$E=0.1000 \%$
$B=0.100063$
$E=0.16 \mathrm{Qub}$
$\mathrm{E}=0.100000$
$\mathrm{e}=0.100000$
$B=6.100000$
$B=0.100000$
$B=0.150000$
$t=0.150030$
$E=0.102060$
$\mathrm{e}=6.160200$
B三 3．100000
$\mathrm{r}=0.100 \mathrm{0} 0$
$B=0.100330$
$B=0 \cdot 100036$
$B=0 \cdot 100000$
$3=6.100000$
$\mathrm{E}=0.100035$
$\mathrm{z}=0.103030$
$8 \doteq 0.100030$
$i=1 \cdot 006000$
$H=1.200000$
$H=1 \cdot 40003$
$H=1.60500$
$r=1 \cdot 800000$
$H=2.03000$
$H=2 \cdot E 0000$
$H=2 \cdot 400609$
$\mathrm{H}=2 \cdot 606393$
$H=2.306005$
$\mathrm{H}=3 \cdot 300000$
$\pi=3 \cdot 200200$
$H=3.400930$
$H=3.600003$
$r i=3 \cdot 3 \operatorname{coc} 0$
$\mathrm{H} \equiv 4.0 \mathrm{O} 0 \mathrm{0} 0$
$\mathrm{Hi}=4 \cdot 200006$
$\mathrm{H}=40.4 \mathrm{Q} 0 \mathrm{~B} 5$
$H=4.600000$
$\mathrm{H}=4.800000$

ErSi＝$=15450$
En＇S1 $=0.143332$
EPS1＝2．135235
ERSI＝0．13462
$2 \mathrm{ES}=0.13265$
ERS1＝0．131117
EFS1＝•13ヵ力ぁ；
EFS1＝ $0 \cdot 12 \% 1 \%$
EFS1＝6． 123541
EFS1 $=0.12534$
EPS1＝E．127639
EPS1＝6．127：13
EPS1＝0．187n4
$\mathrm{EF}=8.120619$
EPS $=0.126630$
EFSI $=0.126460$
EOS1＝0．126331
EFSI＝0．1c6011
EPSI＝0．1061 $\% 7$
EPSI $=0.126016$

PAUSING
（G） 10
$A=1.000203$

$$
A=1.0 \cos 00
$$

$B=0.160000$
$H=5.020009$
EFSI＝E．125936
$r=1.690003$
EPS！＝6．153207
EPS1 $=0.143163$
EFS1＝0．13779\％
EPS1＝ 6.13535
EFS $=0 \cdot 132423$
ETS1＝；－130）
EPS！＝0．12．30
$\mathrm{EHSi}=8 \cdot 12934$
EOS！＝0．120400
EFS1＝0． 127545
EFSI＝0． $12755 \%$
EFSi＝0．12724
EPS $=8.126931$
$E P S 1=126763$
E．PS $1=6.12055$
ESSI＝0．12642．4
E：FS $=0.126006$
ERS1＝－ 106174
EFS1＝0．126073
EPS1＝6．185935


| $A^{\prime}=1 \cdot 3 \cdot 6000$ | $0=8.300060$ | $\mathrm{ri}=1.53090$ | E\％S1＝－ 5135 |
| :---: | :---: | :---: | :---: |
| $A=1.000008$ | $B=2.300950$ | $\mathrm{a}=1.2 \mathrm{Com}$ | $E_{\square}-81=0.1 \times 75$ |
| $A=1 \cdot \tan$ | Q $=3.300505$ | $B=1 \cdot 4030$ | EnS1＝－ 2005 |
| $A=1.06063$ | $9=5 \cdot 3020$ |  | ErS $=0.136 \%$ |
| $A=1 \cdot 03000$ | $\mathrm{a}=2 \cdot 3 \mathrm{san}$ | $\pi=1,54.30$ |  |


| $A=$ | 1－Sジら） |
| :---: | :---: |
| $A=$ | 1．5306\％ |
| $A \div$ | 1．6日为 |
| $A=$ | $1 \because 63$ ， 3 |
| $A=$ | 1．0．06 |
| $\hat{A}=$ | 1－j\％ |
| $A=$ | 1－duas ${ }^{\text {c }}$ |
| $\hat{A}=$ | $1 \cdot \square \%{ }^{\text {cond }}$ |
| $A=$ |  |
| $A=$ |  |
| $A_{i}=$ |  |
| $A=$ | 1－3600\％ |
| $A=$ | 1－历ण\％\％ |
| $f_{i}=$ | 1．5400 |
| $A=$ | 1－0¢\％33 |
| $A=$ | 1．000633 |

コ $\therefore=3,3$
$H=2 \cdot 30$
※ロ！＝
－ 13.5

| $=0.33 \mathrm{~B}$ $=0.3$ |
| :---: |
| $B=0 \cdot 3 \therefore 00$ |
|  |
| З $=$ ¢－3， 3 |
| \％－3\％${ }^{\text {a }}$ |
| ！$=$ |
| B＝－Eu， |
| $0=0 \cdot 303$ |
| $\square=0 \cdot 360$ \％ |
| З＝－ 3 \％\％\％ |
|  |
| $P=$－36\％ 0 |
|  |
| $B=0.350$ |

$\therefore=$ e．E，\％B，
2r31＝
－1005


$\because \because S 1=\therefore 1\} \therefore$
$\because \therefore 1=\therefore 1 \because \%$
$\therefore \ddot{B} \because=\therefore 1 \because-56$


$\because \because 5!=01 \% 5 \%$


$\because 51=\because \cdot 1 \because 6 \because 6$


$\because \alpha^{2}-1=612533$
$\mathrm{EH} 5 \mathrm{H}=103 \mathrm{H}$
$A=1 \cdot 600000$
$\mathrm{E}=\mathrm{a} \cdot 4 \mathrm{aj} 0$


$E=0 \cdot 400000$
$B=0 \cdot 40022$
$\mathrm{B}=6.4030$
$B=0.40 \mathrm{~A} 0$

B＝B．Ajoj
$E=$ U．Aj，5\％

$\mathrm{B}=\mathrm{G} \boldsymbol{\mathrm { G }} \mathrm{aty}$
$E=$ ¢．Mjout
$3=8 \cdot 43000$
$B=0 \cdot 43000$
$\mathrm{B}=6.10 \mathrm{y} \%$
$\mathrm{E}=\mathrm{0} \cdot 49060$
$B=6.423090$
$\mathrm{E}=\mathrm{3} \cdot 40 \mathrm{O} 00$
$\mathrm{C}=5 \cdot 4 D 000$
$B=6: 4060$
$i=1 \cdot 0000$
$\therefore=1 \cdot 20$
$H=1 \cdot 490 . ⿹ 勹$
$H=1 \cdot 60303$
$-i=1.3 \times \infty 03$
$r=2 \cdot 00600$
$H=2 \cdot 2.3603$
$r=2 \cdot 40000$
H＝2．GOjう30
$H=2.30 .40$
$H=3 \cdot 605 j$
$H=3 \cdot 2, \boldsymbol{\pi}$
$4=3040 \% 0$
H＝50 ́s 30
$r=3030 \mathrm{~B}$
$H=4 \cdot 0.3000$
$H=4 \cdot 205305$
$r=4040 \%$
$H=4 \cdot 62365$
$H=4.300003$
$\mathrm{H}=5 \cdot 533$


E．S1＝ 130335
$E B S 1=0 \cdot 133257$
EーS1二 $0 \cdot 131 \therefore 24$

Ei $51=10120161$
EPS1＝0． 1235 S


EiSi＝ $1 \cdot 127231$
Eトら1＝－ 1260 ら
Eサら1＝0．12672
हアS $=5 \cdot 1264$

$\mathrm{EPS}=\mathrm{y} \cdot 12 \mathrm{EEA}$
EFS1＝6．126187
\＃H
$E F=1=20105933$
$E \mathrm{E}, \mathrm{A}=125061$
EFSl＝－ 195723
$A$
$A=1 \cdot 50003$
$E=0.500 \%$
$\mathrm{B}=\mathrm{j} \cdot 5 \mathrm{5} \mathrm{B} 0$
$E=0.50,30$
$\mathrm{B} \doteq 0.50060$
$g=0.500030$
$\mathrm{g}=2.55000$
$\mathrm{B}=0.5,5000$
$\mathrm{B}=\mathrm{B} .50 \mathrm{~J} 0$
$\mathrm{e} \doteq 0.50500 \mathrm{O}$
$\mathrm{B}=0.5 \mathrm{~S} 0$
$\mathrm{e}=5.500 \mathrm{O}$
$\mathrm{r}=\mathrm{a} \cdot 50 \mathrm{y}$
B＝ $0 \cdot 50060$
$B=0 \cdot 50500$
$8=6 \cdot 3630$
$\mathrm{D}=0.50 \mathrm{a}$
$E=0 \cdot 3050.0$
$\mathrm{H}=1 . \mathrm{yog} \mathrm{O}$
$\mathrm{H}=1.206300$
$r=1 \cdot a 303$
$H=1 \cdot 6 \%$ कु
$r=1 \cdot 3305 \%$
$H=2.00050$
$H=$ a．2jexjo
$H \doteq 2 \cdot 405303$
$r=2 \cdot 65095$
$\because=2.3 \Leftrightarrow 50$
$H=3.06305$
$\therefore=3 \cdot 2030$
$A=3 \cdot \sin 0$
$H=3 \cdot 60.05$
$H=3 \cdot 30503$
$H=4 \cdot \pi j \% 0$
$\mathrm{H}=$ 人，已， $3 \%$

EOSi＝6． 145067
$6 \div \leq 1 \doteq 03373$
E？ $1=0 \cdot 13474$
ジら1＝4．132314

E：S1＝6． 123374
$E F S 1=$ ！ 163753
EHS＝0． $12 \mathrm{E} 13 \%$
EOい1：0．127662
E： $01=0.2723$
Еャシ1＝30126す3
$E_{H} S 1=-126763$
$E \because G=5 \cdot 12654$
E． $31=2.12630$
$E F S 1=2 \cdot 12631$
$\because 61=0 \cdot 12610 \%$
EFS！＝－！こ6． 5



 S！！！－－ $0=1 马$－ 3 $\cos \boldsymbol{0} \cdot 0=15+3$
 كヶ

 gicyel•0＝ISe？








子ixel．r＝is：
 ノでご！•
$\because!6 \pi=150 \mathrm{O}$



$\operatorname{sos} \sin =3$ कの刀0． $3=4$ －rore•？＝H
 аюr！él $=1$ mancob $1=\mu$
 $\operatorname{secse} \cdot 1=\mu$


## robroc． $\mathrm{G}=\mathrm{H}$

arared．b $=4$

ararery $\quad=$ r
Cのवरबच $\quad=\mathrm{H}$
ancar：\％$=H$
$\operatorname{arcac} \cdot 8=r$

$\sec \cos =5$
$\operatorname{sanccz}=\mathrm{B}=\mathrm{H}$

## $\operatorname{sera} \cdot \varepsilon=!$

बのबのace $=!$
4－69• $=4$
$\operatorname{son}: 3=1$
accore $=\because$
$\because \because \because=\because$


$\because a r r y=1=$
$\operatorname{arcog} 1=1$


$\operatorname{sacco} \cdot 1=\forall$ आकのce•1＝$\forall$ crores＝$\quad=$ $\operatorname{aroce}-\theta$ egego•1＝
 $\operatorname{arcse} \cdot 1=母$ Gのrers•1＝

90ヶ日ç•1＝ヨ
बकलकの $1=\forall$

agcoso $\therefore 1=\forall$

बcoणゥ $\therefore 1=\forall$

$\cos \boldsymbol{6}-1=\forall$
कितीc斤•1 三
rocore•l $=\forall$
ArलवO：$=\forall$
बकg－90．1 $=\forall$

बccrco•1＝－
ascces＝$\quad=$
$\operatorname{cococ} \therefore 1=\forall$


$\operatorname{coctac} \therefore 1=\forall$
लकलreक $\therefore 1=\forall$


$$
\begin{aligned}
& \text { rorgor• } G=: \\
& \text { rronarot = }
\end{aligned}
$$

$$
\begin{aligned}
& \text { } \operatorname{coseg} \theta=\%
\end{aligned}
$$



Corcor－$=\forall$ $\operatorname{ararar} \cdot 1=\forall$厄戶日orel $=\forall$ $\operatorname{cosec}: 1=\theta$

$H=2 \cdot 630$
$H=2 \cdot 305030$
$H=3 \cdot 0,0$
$\therefore=3 \cdot 503 \%-$
$H=3 \cdot \alpha 0\} \sigma, 0$
$\therefore=30$ 白：

$\therefore=4 \cdot, \dot{\theta}$
$H=4 \cdot \varepsilon 0,3, \therefore j$
$H=4 \cdot 40 \pi 0$
$r=6 \cdot 60,00$
$r=4 \cdot 8 \sigma 0.0$
$A=5 \cdot 0.36$

E301＝6．12620
E： $31=0 \cdot 126507$
$E j=3=12 ら 43$


ごこ1＝－1こらもう
そ． $51=2 \cdot 12557$


$\because 51=0 \cdot 1: 203$
ETS！＝ $0.165 \therefore$
E5S1＝0．105367
ㄷ． $1=6 \cdot 1253 \%$
$A=1 \cdot 0000$
$A=1 \cdot 000 \mathrm{O}$
$B=6.930$
$B=10.900$
$\mathrm{B}=0.9 \mathrm{G} \boldsymbol{0}$
$B=0.9306 \mathrm{~B}$
$B=6.9036$

$\mathrm{B}=6 \cdot 9000$
D二0．03000
$B=0.903003$
$\mathrm{B}=6 \cdot 9 \operatorname{GO\omega }$
2－$\because .90000$
$\mathrm{B}=6.90000$
$a=0.0600 \%$
$B=0.960205$

$B=6.96$ 05
$E=$ Q． E 000 O
$0=6.90606$
$\sigma=6.9600 \%$
$\mathrm{E}=0 \cdot 9 \mathrm{O}$
$H=1 \cdot 003$
$\mathrm{H}=1.20 \mathrm{O} 0$
$H=1.4060$
$H=1 \because 650$
$\mathrm{H}=1 \cdot 303000$
$H=2 \cdot 35000$
$r=0.030 \mathrm{~B}=0$
$\therefore=2.40500$
$r=2.0604$
$H=E \cdot 3$ US甘す

$\therefore=3 \cdot \varepsilon \omega \hbar 500$
$\therefore=3 \cdot 43060$
$H=3.6000 \% 0$
$H=3 \cdot 30540$
$r=4 \cdot 50000$
$H=4 \cdot 20300$
$\therefore=4 \cdot 43656$
$\therefore=406966 \mathrm{y}$
$r i=4 \cdot 352000$
$A=5 \cdot 3002 \%$

$\because 5 S 1=0 \cdot 123130$
$631=3012731 \%$
EHS1＝З•12070\％
EFB1＝30126391
EFSi＝3．126124
EFS1＝6． 18593
EPS1＝6•125775
$\because F S 1=60120063$

EFSi＝6012347
$E P S\}=6 \cdot 185437$

EPS1＝6．125343
$\mathrm{ES}=6 \cdot 125329$
EFSi＝0．12527\％
$E 5 S 1=0165032$

EiSl＝6．125211
EBi $=0.1 \ddot{c} 5194$
ES1＝6•155173

|  |  |
| :---: | :---: |
| $A=$ | 1－¢050\％ |
| $A=$ | $1 \cdot 009503$ |
| $A=$ | 1－60300 |
| $A=$ | 1．605000 |
| A | 1－603300 |
| $A^{\prime}=$ | 1．96000 |
| $A \doteq$ | 1－950000 |
| $A=$ | 1．60，60 |
|  | 1．009605 |

$\because=1.50030 \%$
$r \equiv$ 1． $2030 \%$
$r=1.4030 \mathrm{~B}$
$H=1 \cdot 6 \operatorname{SaO}^{\circ}$
$r=1.8066 \%$
$A=2.060350$
$r=202030$
$r=2045030$
$H:=2 \cdot 6030 \%$
$h=2 \cdot 36566$

EFS！＝G•1208
EFS1＝60121653
$G F S 1=0 \cdot 122544$
$E \subseteq 1=0 \cdot 123113$
$E F S 1=601235 \%$
EFS1 $=6.123753$
ЕアS1＝－ $1239 \%$
E1S1＝6•124152
GFS1＝0．10427\％
Erさ！＝6． 24376
$A=1 \cdot \sec 20$
$\mathrm{r}=1 \cdot 100000$

$H=3.200000$
$H=3 \cdot 43000$
$A=3 \cdot 600860$
$E H S 1=5 \cdot 126456$ EFSI＝ 0.124 BE ERS！＝－ 18450 2051＝0．12402e

| $A \doteq$ | 105ccus |
| :---: | :---: |
| $A=$ | 1－568\％ 0 |
| $A_{i}=$ | $1 \because 9603$ |
| $\hat{A}=$ | 1•Jうこ6\％ |
| $A_{1}=$ | $1 \because 2030$ |
| $A \equiv$ | 10356\％ |
| $A \equiv$ | 10655 |
| $A:=$ | 1． 0000 |
| $\hat{A}^{\prime}=$ | 100000 |
| $A_{i}=$ | 1．0606 |
| $A=$ | 1． 0 － |
| $A=$ | 1．60680 |
| $A=$ | 1．06030 |
| $\therefore=$ | 1－956\％ |
| ＇ $\mathrm{A}=$ | 1－5＂50\％ |
| $A \equiv$ | 1 $600 \%$ |
| $A=$ | 1 $\because 006 \mathrm{~S}$ |
| $A=$ | 1．505050 |
| $A=$ | 1．0．06\％ |
| $A 三$ | 1．05050 |
| $A=$ | 10006000 |
| $A=$ | 1．006060 |
| $A=$ | 1．050500 |
| A $=$ | 1－03065 |
| $A=$ | 1．00509 |
| $A=$ | 1 $60.05 \%$ |
| $A=$ | 1．0．000 |


$\therefore=3 \cdot 30 \% 0$
ジき！＝$=1 C A 66$
$\mathrm{EP}=\mathrm{B}=12403$


$\because 31=01206$
$\because 21=912407$
ジSi＝क 12630
GS1－6•145550
$E O S=0.11566$
－$-51=6 \cdot 11 \% 73$
亚 $51=0.1 \% 11 \mathrm{i}$
EPS1＝0．121963


ES！$=0.12305$

EPSI三 $=1237,0$
20 $5=0.1=366$
？ $21=012402$
$\because 21=60126115$
$\because B S 1=\sigma \cdot 12 A B 18$

EFS1＝6•1E4SB？
EFSI＝6．1E4413
$E S 1=6 \cdot 124 \pi 0$
EPS1＝－0 12451S E3＝$=124554$
－OJ， $1 \%$


|  |  |
| :---: | :---: |
|  | 1•80236\％ |
| $A=$ | 1009 |
| $A=$ | 10080535 |
|  | $1 \because 030030$ |
|  | 100600\％ |
|  | 1 |
| $A=$ | 1．05以うの6 |
| $f:=$ | 1．55\％5．5 |
| $A=$ | 1．98039 |
| $A=$ | $1 \because 05$ |
| $A=$ | 1－9月0\％ |
| A $=$ | 1 6 660 |
| $\hat{A}=$ |  |
| $\wedge=$ | 106\％） |
| $\wedge=$ | 10308 |
| ค | 1003\％ |
| $A=$ | 1•ญ日 |
| $\mathrm{f}^{\prime}=$ | 1050－3， |
| A |  |
|  |  |

$B$
$B$
$b$
$b$
$b$
$b$
$b$
$b$
$b$
$b$
$B$
$B$
$B$
$b=1.400 \% \%$
E $=1$－4 50
$9 \doteq 1 \because 493000$
$B=1 \cdot 402000$
$B=10503$



$B=1 \cdot 40909$
$\mathrm{E}=1 \because 6$
$a=1: 60$ 人
$\mathrm{B}=1 \cdot 4 \% \mathrm{O}$


$\underset{E}{=} 1: 40 \%$
$\mathrm{F}=1 \cdot 4 \mathrm{AW}$
$\theta=1 \cdot \sin$
$E=1 \cdot 4 \because \sigma 0$
$E=1 \because 6$
$\mathrm{E} \therefore 1 \because 4 \because \because$
$\mathrm{e}=1 \because \mathrm{O}$

$2551=6 \cdot 16202$ $061=6.111275$ EVSI＝$\because 11437$ FOSI：$=116 \therefore 46$ $\mathrm{EF} 1=6 \quad 013453$ EiS1＝0 110642 $E 51=0 \cdot 12535$ EPS1＝a．121020 WFS＝－ 121767
 $\mathrm{EPS1}=3.12555$ EPS＝$=12355$ EFS1＝6－！！3 7
 Q－31 $\because \quad 31236$



ت；$\because 1: \quad \therefore 12304$

$\ddot{\square} \because 1=216 \%$

```
A=1.00क%SO
A=1:060%0%
A=10000%0
E=1.605%%%
Z=1.00000.
```




```
H=1.200000
H三 1:40%O%
H\doteq1.60SO%%
H三1080日506
H=2.0ुणBOक
```



```
H=2.<550%)
H= 2. 6人%%%
H=2.3,क%%
H= 3.%%,%%O
H=3\cdot20क95%
A=1.00060% 巳= 1.605000
A= 1.0000%,
A=1.0@050%
S\doteq 1:63000%
B=1.60%c⿱一⿻口人
B=1.600030
D=1:65E50
B=1.65%5%%
Q=1.0%0क0
E=1.6003月0
B= 1.60,050
```



```
A=1.00%क0% %= 1.60.j%%
H= 3.4.0.")家
H=3.6%5%00
A=3.55305
    EFS1= %-977315
E゙S1=0.1%<247
ES1=0. 10%9%%
EPS1=6.1123!3
EFS1= 0.114474%
EPS= 0.116344
A=1.05000. 
#S1= З.11%0.,
EO1= -.11SソソS
A=1.056%%%
EFS1=0.11933%
n=1.0日क刀
B-5! = -12554%
A= 1.0.0050
巨゙S1= S-12!シ`%
A= 1.0%6%SO
```



```
A= 1.06कडक5
    c=1.60%%j%
```



|  | \％ | 0 | $=$ |
| :---: | :---: | :---: | :---: |
| 1．300\％00 | 1．05900 | $=1.25050$ | EOS1＝0． 0404 |
| 1000300 | 1－60563 | 1 | － |
| 1．00¢कう | $=1 \cdot 6065 \mathrm{O}$ | 1 | ESS $=0.112313$ |
| 1－6003\％ | $\pm 10630008$ | 1030065 | ESS1 $=30114743$ |
| $A_{1}=1.06050$ | $\mathrm{B}=1.60 \% 60$ | 2．0006\％ | EPSi $=0.116344$ |
| $1 \cdot 30003$ | $3=1.60000$ | $A \equiv$ a．s．300 |  |
| 1．956\％ | $E=1 \because 65 \mathrm{E}$ E | 2． 5950 | $E \mathrm{E}=3 \mathrm{O} 11$ |
| $n=1 \cdot 00000$ | \％$=1 \cdot 6 \% 9 \%$ | 2．6ix\％ | E－Si $=0.11933$ |
| 1．06\％cy | $\mathrm{\theta}=1.05 \mathrm{O} \mathrm{O}$ | 2．39\％ | $351=312550$ |
| 106\％30 | 0，$\%$ | 3 －\％\％， | 8 |
| 1．0¢को59 | 1．69\％5\％ | 3．2のक96 |  |
| 1－30005 | 1－6506\％ | 3．4．9\％ |  |
| $A=1 \because 0060$ | $\theta=1060$ \％jo | $H=3 \cdot 6 \pi \% 30$ | ErS $=8 \cdot 122.53$ |
| $A \pm 1 \because 0000$ | $\varepsilon=1 \cdot 5$ ¢\％\％ | $\mathrm{A}=3 \cdot 35303$ |  |



|  |  |
| :---: | :---: |
| $A=$ | 3 |
| $A=$ | 1． 0 ¢0\％ |
| $A=$ | 1. |
| A＝ | 1－6\％あ\％\％ |
| $\stackrel{\text { A }}{ }=$ | 1．503\％ |
| $A=$ | 1．0600\％ |
| A | $1 \cdot 33045$ |
| $\dot{\mathrm{F}}=$ | 1－3003 3 |
| $\dot{A}=$ | 1－3060 |
| $A=$ | 106） $0^{3}$ |
| $A=$ | 10859\％＂0 |
| $A=$ | $1 \because 30 \%$ \％ |
| $A=$ | 1030930 |
| $f$ | $1 \because 50303$ |
| $\hat{A}-$ | 1．6G3：35 |
| $A=$ | 1．0500 |
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CURRENT IMAGES INDUCED IN AN INFINITE PLANE CONDUCTING SHEET OF THICKNESS $s$ AND VOLUME

RESISTIVITY $\rho_{\mathrm{V}} \cdot *$
L. Jackson Laslett

Lawrence Radiation Laboratory
University of California Berkeley, Califoraia

31 March, 1970

## I. Notation

We consider a 2-dimensional "current dipole", $P(t)$ abamp.cm, formed of currents in the $\pm z$ direction and situated at $y=-h$. Parallel to this current dipole is placed an infinite conducting sheet, of thickness $s$, that fills the region $0<y<s$. The specific volume resistivity of the sheet is denoted $\rho_{\mathrm{v}}$ abohm.cm; we shall also employ the (d.c.) "surface resistance" $\rho_{s}=\rho_{v} / s=2 \pi v$, so that $\rho_{v}=2 \pi v s$.

We shall, most particularly, examine the case in which $P(t)$
is a step function, of magnitude $P_{0}$, that is turned on at $t=0$ $\left[P^{\prime}(t)=\bar{P}_{0} \cdot \delta(t)\right]$. Results for other functions $P(t)$ in principle can readily be synthesized from the solution for the step-function case.

As is customary, displacement currents are neglected and the
currents induced in the conducting sheet have a density (abamp/ $\mathrm{cm}^{2}$ ) given by $-\frac{1}{\rho_{v}} \frac{\partial \vec{A}}{\partial t}$ in terms of the total vector potential. $\vec{A}$.

## II. Basic Analysis

The 2-dimensional curreat dipole is taken to have, if isolated, a. vector potential (z-component) ${ }^{\text {l }}$

$$
\begin{aligned}
A^{(0)} & =2 P_{0} \frac{y+h}{x^{2}+(y+h)^{2}} \\
& =2 P_{0} \int_{0}^{\infty} e^{-k(y+h)} \cos k x d k
\end{aligned}
$$

for $t \geqslant 0$ in the step-function case. We then take the total vector potential to be given by

$$
A_{z}=A^{(0)}+A^{(I)}
$$

where $A^{(I)}$ denotes the contribution that induced eddy currents make to the total vector potential $A_{z} \hat{e}_{z}$. The condition $\nabla \times \vec{B}=4 \pi \vec{J}$ or $\nabla \times[\nabla \times \vec{A}]=4 \pi \vec{J}$ then requires that $A(I)$ be "harmonic" $\left(\nabla^{\prime} A_{z}=0\right)$ for $y<0$ and $y>s$, while

$$
\frac{\partial^{2} A(I)}{\partial x^{2}}+\frac{\partial^{2} A(I)}{\partial y^{2}}-\frac{4 \pi}{\rho_{v}} \frac{\partial A(I)}{\partial t}=\frac{8 \pi}{\rho_{v}} P^{\prime}(t) \frac{y+h}{x^{2}+(y+h)^{2}} \text { for } 0<y<s
$$

We also require continuity of $A^{(I)}$ at the surfaces $y=0, s$ and of $\partial A^{(I)} / \partial y$ at $y=s$. Moreover, once a volume distribution of current has been established in the sheet. $(t>0)$, we require continuity of $\partial A(I) / \partial y$ at the interface $y=0$.

## III. Fourier and Laplace Transformations, in $x$ and $t$ Respectively

We write

$$
A^{(I)}= \begin{cases}\int_{0}^{\infty} F_{+}(t ; k) e^{-k(y-s)} \cos k x d k & \text { For } y>s \\ \int_{0}^{\infty} F(y, t ; k) \cos k x d k & \text { For } 0<y<s \\ \int_{0}^{\infty} F_{-}(t ; k) e^{k y} \cos k x d k & \text { For } y<0\end{cases}
$$

Such a solution clearly is harmonic in the regions $\mathrm{y}<0$ and $\mathrm{y}>\mathrm{s}$, while the function $F(y, t ; k)$ must satisfy the differential equation

$$
\frac{\partial^{2} F}{\partial y^{2}}-k^{2} F+\left[\frac{2}{v s} \frac{\partial F}{\partial t}\right]=\frac{4}{v s} P^{\prime}(t) e^{-k(y+h)} .
$$

The continuity conditions at the upper interface require that
$\partial F / \partial y=-k F$ at $y=s$. At the lower interface we similarly require that $\partial F \partial y=+k F$, at $y=0$, after a volume distribution of currents has been established in the sheet. At the instant the current dipole has been turried on ( $t=0$ ), however, a surface current

$$
f(x)=-\frac{1}{\pi} P_{0} \int_{0}^{\infty} k e^{-k h} \cos k x d k=\frac{P_{0}}{\pi} \frac{x^{2}-h^{2}}{\left(x^{2}+h^{2}\right)^{2}},
$$

with a vector potential

$$
A_{t=0}^{(I)}=-2 P_{0} \int_{0}^{\infty} e^{-k(|y|+h)} \cos k x d k,
$$

will arise to prevent immediate penetration of magnetic field into the sheet; at this moment there will be a discontinuity of slope such that $\frac{\partial F}{\partial y}=k\left(F+4 P_{o} e^{-k h}\right)$ at $y=0, t=0$. More explicitly, we can say that at this initial instant

$$
F(y, t=+0 ; k)=-2 P_{0} e^{-k(y+h)}
$$

throughout the sheet.
A Laplace transformation of the partial differential equation for $F(y, t ; k)$ can be conveniently written for all subsequent times by thinking of the impulse $P^{\prime}$ as having disappeared, but introducing
$F(t=0)=-2 P_{0} e^{-k(y+h)}$. We thus obtain the ordinary differential equation for $\bar{F}(y)$ : $^{2}$

$$
\frac{d^{2} \bar{F}}{d y^{2}}-\left(k^{2}+\frac{2 p}{v s}\right) \bar{F}=\frac{4}{v s} P_{o} e^{-k(y+h)}
$$

This differential equation is to be solved subject to the boundary conditions $d \bar{F} / d y=\mp k \bar{F}$ at $y=s, 0$ (respectively). We find

$$
\bar{F}=\frac{2 P_{0}}{p}\left[2 k \frac{(K+k) e^{K(s-y)}+(K-k) e^{-K(s-y)}}{(K+k)^{2} e^{K s}-(K-k)^{2} e^{-K s}}-e^{-k y}\right] e^{-k h},
$$

where

$$
K \equiv \sqrt{\frac{2 p}{v s}+k^{2}}
$$

The corresponding Laplace transforms of $F_{+}$and $F_{-}$are

$$
\bar{F}_{+}=\frac{2 P_{o}}{p}\left[\frac{4 K k}{(K+k)^{2} e^{K s}-(K-k)^{2} e^{-K s}}-e^{-k s}\right] e^{-k h}
$$

and

$$
\bar{F}_{-}=\frac{2 P_{0}}{p}\left[2 k \frac{(K+k) e^{K s}+(K-k) e^{-K s}}{(K+k)^{2} e^{K s}-(K-k)^{2} e^{-K s}}-1\right] e^{-k h},
$$

by continuity. The last of these expressions is of greatest interest for describing directly the eddy-current fields in the neighborhood of the dipole source.

## IV. Examination of the Solution for $t$ Small

The correctness of the results can be checked, if desired, and some insight gained into their implications, if one examines these results for $p$ large and thereby obtains the behavior at very early times. For $p$ large, 'we have, to lowest order, $K \cong \sqrt{\frac{2 p}{v s}}$ : Then

$$
\begin{aligned}
\bar{F} & =\frac{2 P_{0}}{p}\left[2 k \sqrt{\frac{\nu s}{2 p}} e^{\left.-\sqrt{\frac{2 p}{v s} y}-e^{-k y}\right] e^{-k h}}\right. \\
& =-2 P_{0}\left[\frac{1}{p} e^{-k y}-\sqrt{2 v s} \frac{k}{p^{3 / 2}} e^{-\sqrt{\frac{2 p}{v s} y}}\right] e^{-k h} \\
\frac{d \bar{F}}{d y} & \doteq 2 P_{0} k\left[\frac{1}{p} e^{-k y}-\frac{2}{p} e^{-\sqrt{\frac{2 p}{v s}} y}\right] e^{-k h}
\end{aligned}
$$

$\int$ Note: One expects that with $p$ very large the $2^{\text {nd }}$ term retained within the square bracket for $d \bar{F} / d y$ will be negligible unless $y$ is exactly zero, but will combine with the $1^{\text {st }}$ term to give $d \bar{F} / d y=-2 P_{0} \frac{k}{p} e^{-k h}$ when $y=0$. (This behavior already reflects the discontinuity of $\partial A / \partial y$ at $y=0$.

Also

$$
\bar{F}_{-} \doteq-2 P_{0}\left[\frac{1}{p}-\sqrt{2 v s} \frac{k}{p 3 / 2}\right] e^{-k h}
$$

From this last approximation we find the inverse Laplace transforms ${ }^{3}$

$$
F_{-} \simeq-2 P_{0}\left[1-2 k \sqrt{\frac{2 v s t}{\pi}}\right] e^{-k h},
$$

when $t$ is small, for the function that pertains to the image potential $A^{(I)}$ at points below the sheet $(y<0)$.

Accordingly, we expect that, when $y<0$ and $t$ is small,

$$
\begin{aligned}
A^{(I)} & =-2 P_{0}\left[\int_{0}^{\infty} e^{-k(h-y)} \cos k x d k-2 \sqrt{\frac{2 v s t}{\pi}} \int_{0}^{\infty} k e^{-k(h-y)} \cos k x d k\right] \\
& =-2 P_{0}\left\{\frac{h-y}{x^{2}+(h-y)^{2}}+2 \sqrt{\frac{2 v s t}{\pi}} \frac{x^{2}-(h-y)^{2}}{\left[x^{2}+(h-y)^{2}\right]^{2}}\right\} .
\end{aligned}
$$

It may be noted that, to first order in $\sqrt{v s t}$, this result can be written

$$
A^{(I)} \equiv-2 P_{0} \frac{H-y}{x^{2}+(H-y)^{2}}
$$

where

$$
H=h+2 \sqrt{\frac{2 v s t}{\pi}}
$$

-     - thus, in this approximation, the image that initially is situated at $y=h$ recedes to $y=H=h+2 \sqrt{2 v s t / \pi}$ at subsequent early times $\left(t<\frac{s}{2 v}=\frac{\pi s}{\rho_{s}}=\frac{\pi s^{2}}{\rho_{v}}\right)$.

$$
\text { V. Examination of the Solution for } t \text { Large }
$$

The implications when $t$ is large of the solutions presented in Sect. III can be examined by treating $p$ as small. ${ }^{4}$ In this limit one may write

$$
K-k \cong \frac{p}{k v s}-\frac{1}{2 k}\left(\frac{p}{k v s}\right)^{2} \quad \text { and } \quad(k-k)^{2} \cong\left(\frac{p}{k v s}\right)^{2}
$$

By a somewhat tedious Taylor-series development of $\bar{F}$ through terms of order $(K-k)^{2}$ we then find, for $s \rightarrow 0$,

$$
\begin{aligned}
\bar{F}_{-} & \cong-\frac{2 P_{o}}{k v}\left[1-\frac{p}{k v}\right] e^{-k h} \\
& \cong-2 \frac{P_{0}}{k v+p} e^{-k h} .
\end{aligned}
$$

By taking the inverse Laplace transform of this last form, we then obtain

$$
F_{-} \cong-2 P_{0} e^{-k(h+v t)}
$$

and

$$
\begin{aligned}
A^{(I)} & =-2 P_{0} \int_{0}^{\infty} e^{-k(h+\nu t)} \cos k x d k \\
& =-2 P_{0} \frac{h+\nu t-y}{x^{2}+(h+\nu t-y)^{2}} \\
& =-2 P_{0} \frac{H-y}{x^{2}+(H-y)^{2}} \quad(\text { for } y<0),
\end{aligned}
$$

where now

$$
H=h+v t .
$$

Accordingly, in this large-t approximation ( $s<v t$ ), the image that is situated above the sheet (in order to describe the effect of eddy currents
as felt below the sheet) recedes from its initial position $y=h$ with a constant speed $v\left(=\rho_{S} / 2 \pi\right)$. This is the well-known result of Maxwell, for the case of a thin infinite sheet, to which reference was made in ERAN- 37.

## VI. References and Notes
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1 The Fourier integral form follows from B.O. Peirce, "A Short Table of Integrals", \#506, p. 64.

2 The Laplace transform of $F(t)$ will be denoted $\bar{F}(p) \equiv \int_{0}^{\infty} e^{-p t} F(t)$ dt.
The Laplace transform of a time derivative is then given by
$\overline{\partial F} \equiv \int_{0}^{\infty} e^{-p t} \frac{\partial F}{\partial t} d t=F e^{-p t} \bigcup_{0}^{\infty}+p \int_{0}^{\infty} e^{-p t} F(t) d t$

$$
=-F(0)+\mathrm{p} \overline{\mathrm{~F}} .
$$

[Cf. J.C. Jaeger, "An Introduction to the Laplace Transformation", (Methuen, London; Wiley, New York).]

3 The connection between the behavior of a function for $t$ small and the asymptotic character of its Laplace transform (p large) is discussed by G. Doetsch, "Theorie und Anwendung der Laplace-Transformation" (Dover, New York, 1943), Part III, Chapt. i3, Sect. 1.1 (p. 243 ff).

4
Cf. G. Doetsch (op. cit., ref. 3), esp. Part III, Chapt. 13, Sect. 2 (p. 247).
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## I. Statement of the Problem

A steady line current $I \hat{e}_{z} \in \cdot m \cdot u$. moves its location along a radial trajectory $r=h(t), \theta=0$ within a thin-wall conducting circular cylinder of radius $R$ and surface resistivity $\rho \in$.m.u. ( $a b o h m s$ ) per square. It is desired to find the vector potential or magnetic-field components of the "image currents" induced in the cylinder -- most particularly the azimuthal field component $B_{\theta}^{(I)}$ of the image currents evaluated at the location $r=h(t), \theta=0$ of the line current $I$.

## II. Solution

The solution to the problem posed in Sect. I should be obtainable from the results of ERAN-39 (31 July 1969). In that report it was shown that, for a step-function two-dimensional dipole $P_{0}$ at $r=h, \theta=0$ that is turned on at $t_{o}$, we have (for $t_{o}<t$ ) the following $z$-directed vector potential of the image currents:

$$
\begin{aligned}
A^{(I)} & =-\frac{2}{h} P_{0} \sum_{n=1}^{\infty}\left\{\begin{array}{c}
\left(\frac{h r}{R^{2}}\right)^{n} \\
o r \\
\left(\frac{h}{r}\right)^{n}
\end{array}\right\}(\cos n \theta) e^{-n \frac{v}{R}\left(t-t_{0}\right)} \quad \text { for }\left\{\begin{array}{l}
r \leq R \\
r \geq R
\end{array}\right. \\
& =P_{0} \cdot F\left(h, r, \theta, t-t_{0}\right),
\end{aligned}
$$

where $F$ can be written in closed form as

[^2]\[

F=-2 \cdot\left\{$$
\begin{array}{c}
\frac{r}{R^{2}} \frac{\cos \theta-\frac{h r}{R^{2}} E\left(t, t_{0}\right)}{1-2 \frac{h r}{R^{2}}(\cos \theta) E\left(t, t_{0}\right)+\left[\left(\frac{h r}{R}\right) E\left(t_{0} t_{0}\right)\right]^{2}} \\
\frac{1}{r} \frac{\cos \theta-\frac{h}{r} E\left(t, t_{0}\right)}{1-2 \frac{h}{r}(\cos \theta) E\left(t, t_{0}\right)+\left[\left(\frac{h}{r}\right) E\left(t, t_{0}\right)\right]^{2}}
\end{array}
$$\right\} \cdot E\left(t, t_{0}\right) for\left\{$$
\begin{array}{l}
r \leq R \\
r \geq R,
\end{array}
$$\right\}
\]

with $E\left(t, t_{0}\right) \equiv e^{-\frac{V}{R}\left(t-t_{0}\right)}$ and $v \equiv \frac{\rho}{2 \pi} \quad[$ with $\rho$ expressed in abohms (e.mou.) per square].

If now -- to return to the problem that was posed -- a constant current I (e.m.u.) moves in radius at the constant azimuth angle $\theta=0$ with $h=h(t)$, one expects that the vector potential of the image field in this case will be:

$$
A^{(I)}=I \int_{-\infty}^{t} \frac{d h\left(t^{\prime}\right)}{d t^{\prime}} F\left(h\left(t^{\prime}\right), r, \theta, t-t^{\prime}\right) d t^{\prime}
$$

and the total vector potential will be this $A^{(I)}$ supplemented by the direct vector potential. $A^{(0)}$ of the current itself at its instantaneous position $h(t)$. Explicitly this latter is (with an arbitrary zero):

$$
\begin{aligned}
A^{(0)} & =-I \ln \frac{|\vec{r}-\vec{h}|}{R^{2}} \\
& =-I \ln \frac{h^{2}-2 r h \cos \theta^{\prime}+r^{2}}{R^{2}} \\
& =2 I\left\{\left[\sum_{n=1}^{\infty} \frac{1}{n}\left(\frac{h}{\dot{r}}\right)^{n} \cos n \theta\right]-\ln \frac{r}{R}\right\},
\end{aligned}
$$

this last (series) form applying only for $r>h$.

## III. Check of the Proposed Solution

To test the results suggested in Sect. II, we note that the "induced currents" in the wall at $r=R$ have a surface density (e.m.u. of current per centmeter of circumferential distance)

$$
J=\frac{I}{4 \pi}\left[\left.B_{\theta}\right|_{R^{+}}-\left.B_{\theta}\right|_{R^{-}}\right]=\frac{1}{4 \pi}\left[\left.\frac{\partial A}{\partial r}\right|_{R^{-}}-\left.\frac{\partial A}{\partial r}\right|_{R^{+}}\right]=\frac{1}{4 \pi}\left[\left.\frac{\partial A}{\partial r}\right|_{R^{-}}-\left.\frac{\partial A(I)}{\partial r}\right|_{R^{+}}\right] .
$$

However this same current density must also be given by

$$
J=\frac{\varepsilon}{\rho}=-\left.\frac{1}{\rho} \frac{\partial A}{\partial t}\right|_{R}=-\left.\left[\frac{1}{\rho} \frac{\partial A(0)}{\partial t}+\frac{\partial A(I)}{\partial t}\right]\right|_{R} .
$$

Hence we require:

$$
\left.\frac{\partial A^{(I)}}{\partial r}\right|_{R^{-}}-\left.\frac{\partial A^{(I)}}{\partial r}\right|_{R^{+}}+\left.\frac{2}{v} \frac{\partial A(I)}{\partial t}\right|_{R}=-\left.\frac{2}{v} \frac{\partial A^{(0)}}{\partial t}\right|_{R}
$$

As a check of whether this requirement is in fact satisfied by the solutions proposed, we may apply the series forms and write the condition

$$
\begin{aligned}
& I \int_{-\infty}^{t} \frac{d h\left(t^{\prime}\right)}{d t}\left[\frac{\partial}{\partial r} F_{r<R}\left(h\left(t^{\prime}\right), r, \theta, t-t^{\prime}\right)-\frac{\partial}{\partial r} F_{r>R}\left(h\left(t^{\prime}\right), r, \theta, t-t^{\prime}\right)\right]_{R} d t^{\prime}+ \\
&
\end{aligned}
$$

as

$$
\begin{aligned}
&-\frac{4 I}{R^{2}} \sum_{n=1}^{\infty} n\left[\int_{-\infty}^{t} \frac{d h\left(t^{\prime}\right)}{d t^{\prime}}\left(\frac{h}{R}\right)^{n-1} e^{-n \frac{V}{R}\left(t-t^{\prime}\right)} d t^{\prime}\right] \cos n \theta-\frac{4 I}{v R} \frac{d h(t)}{d t} \sum_{n=1}^{\infty}\left(\frac{n}{R}\right)^{n-1} \cos n \theta+ \\
&+\frac{4 I}{R^{2}} \sum_{n=1}^{\infty} n\left[\int_{-\infty}^{t} \frac{d h\left(t^{\prime}\right)}{d t^{\prime}}\left(\frac{h}{r}\right)^{n-1} e^{-n \frac{v}{R}\left(t-t^{\prime}\right)} d t^{\prime}\right] \cos n \theta \\
& \stackrel{?}{=}-\frac{4 I}{v R} \frac{d h(t)}{d t} \sum_{n=1}^{\infty}\left(\frac{h}{R}\right)^{n-1} \cos n \theta .
\end{aligned}
$$

This relation is seen indeed to be identically satisfied. In addition to satisfying this boundary condition at $r=R$, the forms proposed for the vector potential are continuous and $A{ }^{(0)}$ has the proper singularity at $r=h$. The solutions elsewhere are harmonic $\left(\nabla^{2} A=0\right)$, as required, and fall off reasonably as $r \rightarrow \infty$. The vector potential could be supplemented, if desired, by the vector potential of a constant and uniform (t-independent and $\theta$ independent) surface current at the radius $R$, to represent a uniformly distributed return D.C. current ( $-I$ ) in the cylinder, but this would contribute no field to any point in the interior.

If we accept the vector potential expressed in the proposed series forms as correct, it is readily verified that the closed-form expressions are equivalent and hence may also be adopted as solutions to the problem that was posed.
IV. The Image Field at the Location of the Given Current

At $r=h, \theta=0$ we have the image field $\vec{B}(I)=B_{\theta}^{(I)} \hat{e}_{\theta}$, with $B_{\theta}^{(I)}$ given by $-\left.\frac{\partial A(I)}{\partial r}\right|_{h, 0}$.

Hence we may write

$$
B_{\theta}^{(I)}=-\left.I \int_{-\infty}^{t} \frac{d h\left(t^{\prime}\right)}{d t^{\prime}} \frac{\partial}{\partial r} F\left(h\left(t^{\prime}\right), r, 0, t-t^{\prime}\right)\right|_{r=h} d t^{\prime}
$$

where (using the forms for $r<R$ )

$$
\begin{aligned}
\left.\frac{\partial}{\partial r} F\left(h\left(t^{\prime}\right), r, 0, t-t^{\prime}\right)\right|_{r=h} & =-\frac{2}{R^{2}} \sum_{n=1}^{\infty} n\left[\frac{h(t) h\left(t^{\prime}\right)}{R^{2}}\right]^{n-1} e^{-n \frac{v}{R}\left(t-t^{\prime}\right)} \\
& =-\frac{2}{R^{2}} \frac{E\left(t, t^{\prime}\right)}{\left[1-\frac{h(t) h\left(t^{\prime}\right)}{R^{2}} E\left(t, t^{\prime}\right)\right]^{2}}
\end{aligned}
$$

with $E\left(t, t^{\prime}\right)=e^{-\frac{V}{R}\left(t-t^{\prime}\right)}$.

## V. Illustrative Examples

## A. Exponential Movement of the Current

As an illustration, it is interesting and informative to consider the case in which the current moves outward exponentially from a very small radius value at a very early time. We accordingly take

$$
h(t)=h_{0} \epsilon^{\frac{t-t_{1}}{\tau}} \quad \text { and } \quad \frac{d h(t)}{d t}=\frac{h_{0}}{\tau} e^{\frac{t-t_{1}}{\tau}} .
$$

Then the result given in Sect. IV becomes, employing the closed-form expression for $\left.\frac{\partial}{\partial r} F\left(h\left(t^{\prime}\right), r, 0, t-t^{\prime}\right)\right|_{r=h}$,

$$
\begin{aligned}
B_{\theta}^{(I)} & =\frac{2}{R^{2} I} \int_{-\infty}^{t} \frac{h_{0}}{\tau} e^{\frac{t^{\prime}-t_{1}}{\tau}} \frac{e^{-\frac{v}{R}\left(t-t^{\prime}\right)}}{\left[1-\frac{h_{0}^{2}}{R^{2}} \epsilon^{\frac{t-t_{1}}{\tau}} e^{\frac{t^{\prime}-t_{1}}{\tau}} e^{-\frac{v}{R}\left(t-t^{\prime}\right)}\right]^{2}} d t^{\prime} \\
& =\frac{2 I h_{0}}{\tau R^{2}} e^{-\left(\frac{t_{1}}{\tau}+\frac{v t}{R}\right)} \int_{-\infty}^{t} \frac{e^{\left(\frac{1}{\tau}+\frac{v}{R}\right) t^{\prime}}}{\left[1-\frac{h_{0}^{2}}{R^{2}} e^{\frac{t-2 t}{\tau}-\frac{v t}{R}} e^{\left.\left(\frac{1}{\tau}+\frac{v}{R}\right) t^{\prime}\right]^{2}} d t^{\prime}\right.}
\end{aligned}
$$

and, by writing $t^{\prime}=t-\zeta$,

$$
\begin{aligned}
& B_{\theta}^{(I)}=\frac{2 \operatorname{In}_{0}}{\tau R^{2}} \epsilon^{\frac{t-t_{1}}{\tau}} \int_{0}^{\infty} \frac{e^{-\left(\frac{1}{\tau}+\frac{v}{R}\right) \zeta}}{\left[1-\left(\frac{h_{0}}{R} e^{\frac{t-t_{1}}{\tau}}\right)^{2} e^{-\left(\frac{1}{\tau}+\frac{v}{R}\right) \zeta}\right]^{2}} d \zeta \\
& =-\left.\frac{2 I}{h_{0} e^{\frac{t-t_{1}}{\tau}}} \frac{1}{1+\frac{v \tau}{R}} \frac{1}{1-\left(\frac{h_{0}}{R} \epsilon^{\frac{t-t_{1}}{\tau}}\right)^{2} e^{-\left(\frac{l}{\tau}+\frac{v}{R}\right) \zeta}}\right|_{0} ^{\infty} \\
& =\frac{2 I}{h_{0} e^{\frac{t-t_{1}}{\tau}}} \frac{1}{1+\frac{v \tau}{R}}\left[\frac{1}{1-\left(\frac{h_{0} e^{\frac{t-t_{1}}{\tau}}}{R}\right)^{2}}-2\right]
\end{aligned}
$$

(contd)

$$
=\frac{2 I}{I+\frac{V \tau}{R}} \frac{h_{o} e^{-\frac{t-t_{1}}{\tau}}}{R^{2}-\left(h_{0} e^{-\frac{t-t_{I}}{\tau}}\right)^{2}}=\frac{2 I}{1+\frac{V \tau}{R}} \frac{h}{R^{2}-h^{2}} .
$$

If one has a very good conductor serving as the image cylinder, so that $\rho$ and hence $v$ are small, or if the location of the current is changing rapidly, so that $\tau$ is small, our result indicates that in this limit ( $v \tau \ll R$ ) we shall have

$$
B_{\theta}^{(I)} \cong 2 I \frac{h}{R^{2}-h^{2}}
$$

This result is that expected under circumstances such that the cylinder can be regarded as a surface into which virtually no flux will penetrate -- in this limiting situation the image field is that of a line current -I situated at $r=\frac{R^{2}}{h}$, or a distance $\frac{R^{2}}{h}-h$ away from the current $I$ at $r=h$, and the consequent value of $B_{\theta}^{(I)}$ is $\frac{2 I}{R^{2} / h-h}=2 I \frac{h}{R^{2}-h^{2}}$ in agreement with the result found above. In the more general case ( $v \tau$ not necessarily small in comparison to $R$ ), the image field at the location of the line current $I$ is reduced by the factor $\frac{I}{1+\frac{V \tau}{R}}$ in this example.

## B. Sinusoidal Oscillation of the Current

A similar evaluation of $B_{\theta}^{\prime}(I)$ may be attempted for a line current whose position oscillates with simple-harmonic motion (sinusoidally) about the central axis of the image cylinder. In this case we take

$$
h(t)=A \sin \omega t \quad \text { and } \frac{d h(t)}{d t}=A \omega \cos \omega t
$$

We now find the necessary integrals to be more elaborate, so we here confine our attention to the terms in the result that are first-order in the ampitude $A$ (the terms of next-higher order are of order $A^{3}$ ). The result obtained then is

$$
\begin{aligned}
B_{\theta}^{(I)} & \cong 2 I \frac{A}{R^{2}} \frac{\omega}{\omega^{2}+\left(\frac{V}{R}\right)^{2}}\left[\omega \sin \omega t+\frac{V}{R} \cos \omega t\right] \\
& =2 I \frac{A}{R^{2}} \frac{\omega}{\sqrt{\omega^{2}+\left(\frac{V}{R}\right)^{2}}} \sin (\omega t+\phi),
\end{aligned}
$$

where

$$
\tan \phi=\frac{v / R}{\omega}=\frac{\rho}{2 \pi \omega R} .
$$

For $\omega \gg \frac{v}{R}$ this result approaches $2 I \frac{A}{R^{2}} \sin \omega t=\frac{2 I n}{R^{2}}$, as obtained in subsection $A$ above for rapid motion of the current if we now employ the approximation that $h$ is small.

There is also present, however, the out-of-phase component of the image magnetic field, namely

$$
\frac{2 I}{R^{2}} \frac{V / R}{\omega^{2}+\left(\frac{V}{R}\right)^{2}} A \omega \cos \omega t=\frac{2 I}{R^{2}} \frac{V / R}{\omega^{2}+\left(\frac{v}{R}\right)^{2}} \frac{d h}{d t}
$$

This possibly-small out-of-phase component leads to an inward force from the residual image magnetic field when $\mathrm{dh} / \mathrm{dt}$ is positive (and vice-versa) for this parallel-displacement mode.

It may be mentioned that retention of only the initial terms of the series developments presented in this report -- as, in effect, has been done in this last example -- confines attention to image fields of low multipole order (cf. ERAN-38 and ERAN-39).

ADDENDUM
(23 February 1970)

The Image Field of a Suddenly Established Current

1. The solution to the image-field problem that arises when a current $I$ is suddenly created at a radius $h_{0}$ should be obtainable from the dipole-step-function solution given on p. 4 and p. 7 of ERAN-39, namely from

$$
\begin{aligned}
A_{P_{0}}^{(I)} & =-\frac{2}{h} P_{0} \sum_{n=1}^{\infty}\left\{\begin{array}{c}
\left(\frac{h r}{R^{2}}\right)^{n} \\
o r \\
\left(\frac{h}{R}\right)
\end{array}\right\}(\cos n \theta) e^{-n \frac{v}{R}\left(t-t_{0}\right)} \\
& =-2 P_{0}\left\{\begin{array}{r}
\cos \theta-\frac{h r}{R^{2}} E\left(t, t_{0}\right) \\
\frac{r}{R^{2} \frac{1}{1-2 \frac{h r}{R^{2}} E\left(t, t_{0}\right) \cos \theta+\left[\left(\frac{h r}{2}\right) E\left(t, t_{0}\right)\right]^{2}}} \\
\frac{\operatorname{l}}{r} \frac{\cos \theta-\frac{h}{r}}{1-2 \frac{h}{r} E\left(t, t_{0}\right) \cos \theta+\left[\left(\frac{h}{r}\right) E\left(t, t_{0}\right)\right]^{2}}
\end{array}\right\} \cdot E\left(t, t_{0}\right)
\end{aligned}
$$

for $r \lessgtr R$ and with $E\left(t, t_{0}\right)=e^{-\frac{V}{R}\left(t-t_{0}\right)}$. It is only necessary simply to ' form

$$
{ }_{A_{\text {Curr }}}^{(I)}=\frac{I}{P_{0}} \int_{0}^{h}{ }^{A_{P_{0}}^{\cdot-}} d h .
$$

We then augment this result with the direct vector potential of
(i) an isolated doublet, formed by a current $+I$ at $r=h_{0}$ and $-I$ at the axis:

$$
A_{P}^{(0)}=2 I \begin{cases}\sum_{n=1}^{\infty} \frac{1}{n}\left(\frac{r}{h_{0}}\right)^{n} \cos n \theta-\ln \frac{h_{0}}{r} & r<h_{0} \\ \text { or } & \\ \sum_{n=1}^{\infty} \frac{1}{n}\left(\frac{h_{0}}{r}\right)^{n} \cos n \theta & r>h_{0}\end{cases}
$$

$$
=-I \ln \left[1-2 \frac{h_{0}}{r} \cos \theta+\left(\frac{h_{0}}{r}\right)^{2}\right], \text { and }
$$

(ii) a current $+I$ on the axis and a return current -I uniformly distributed over a cylindrical surface situated (to be definite) at $r=R$ :

$$
A_{I \text { on axis }}^{(0)} A_{-I \text { at } R}^{(0)}=\left\{\begin{array}{lr}
2 I \ln \frac{R}{r} & r_{i}<r<R \\
0 & r>R
\end{array}\right.
$$

Accordingly, employing the series expansions, we have

$$
\begin{aligned}
A^{(I)} & =-2 I \sum_{n=1}^{\infty}\left[\int_{0}^{h} h^{n-1} d h\right]\left\{\begin{array}{c}
\left(\frac{r}{R^{2}}\right)^{n} \\
o r \\
\left(\frac{1}{r}\right)^{n}
\end{array}\right\}(\cos n \theta) e^{-n \frac{v}{R}\left(t-t_{0}\right)} \\
& =-2 I \sum_{n=1}^{\infty} \frac{1}{n}\left\{\begin{array}{ll}
\left(\frac{h_{0} r}{R^{2}}\right)^{n} \\
o r \\
r^{n} \\
\left(\frac{h_{0}}{r}\right)^{n}
\end{array}\right\}(\cos n \theta) e^{-n \frac{v}{R}\left(t-t_{0}\right)}
\end{aligned}
$$

or the closed-form expressions (that can be obtained directly by integration

$$
A^{(I)}=I\left\{\begin{array}{cc}
\ln \left\{I-2 \frac{h_{0} r}{R^{2}} E\left(t, t_{0}\right) \cos \theta+\left[\left(\frac{h_{0} r}{R^{2}}\right) E\left(t, t_{0}\right)\right]^{2}\right\} & (r<R) \\
\text { or } & \\
\ln \left\{I-2 \frac{h_{0}}{r} E\left(t_{0}, t_{0}\right) \cos \theta+\left[\left(\frac{h_{0}}{r}\right) E\left(t, t_{0}\right)\right]^{2}\right\} & (r>R) .
\end{array}\right.
$$

These forms, if used in conjunction with the $A(0)$ given above, give the total potential $A=A^{(0)}+A^{(I)}$ :

$$
\begin{aligned}
& \int 2 I\left[\sum_{n=1}^{\infty} \frac{1}{n}\left[\left(\frac{r}{h_{0}}\right)^{n}-\left(\frac{h_{0} r}{R^{2}}\right)^{n} \epsilon^{-n \frac{v}{R}\left(t-t_{0}\right)}\right] \cos n \theta+\ln \frac{R}{h_{0}}\right\} \quad r<h_{0}<R \\
& \text { or } \\
& A=\left\{2 I\left\{\sum_{n=1}^{\infty} \frac{1}{n}\left[\left(\frac{h_{0}}{r}\right)^{n}-\left(\frac{h_{0}^{r}}{R^{2}}\right)^{n-n \frac{v}{R}\left(t-t_{0}\right)}\right] \cos n \theta+\ln \frac{R}{r}\right\} \quad h_{0}<r<R\right. \\
& \text { or } \\
& 2 \text { I } \sum_{n=1}^{\infty} \frac{1}{n}\left(\frac{h_{0}}{r}\right)^{n}\left[1-e^{-n \frac{v}{R}\left(t-t_{o}\right)}\right] \cos n \theta \\
& h_{0}<R<r \\
& =\left\{\begin{array}{cc}
I \ln \left\{\frac{1-2 \frac{h_{0} r}{R^{2}} E\left(t, t_{0}\right) \cos \theta+\left[\left(\frac{h_{0} r}{R^{2}}\right) E\left(t, t_{0}\right)\right]^{2}}{1-2 \frac{h_{0}}{r} \cos \theta+\left(\frac{h_{0}}{r}\right)^{2}}\left(\frac{R}{r}\right)^{2}\right\} & r_{i}<r<R \\
I \ln \left\{\frac{1-2 \frac{h_{0}}{r} E\left(t, t_{0}\right) \cos \theta+\left[\left(\frac{h_{0}}{r}\right) E\left(t, t_{0}\right)\right]^{2}}{1-2 \frac{h_{0}}{r} \cos \theta+\left(\frac{h_{0}}{r}\right)^{2}}\right.
\end{array}, \quad r>R .\right.
\end{aligned}
$$

It will be noted that these forms for the total vector potential A vanish at and outside the boundary $r=R$ when $t=t_{0}$ and that correspondingly $B_{r}=\frac{l}{r} \frac{\partial A}{\partial \theta}$ likewise vanishes for $r \geq R, t=t_{o}--i . e .$, there is no initial flux penetration of the boundary. To continue a check of the expressions proposed, we first form

$$
\begin{aligned}
\left.J\right|_{r=R} & =\frac{I}{4 \pi}\left[\left(B_{\theta}\right)_{R^{+}}\left(B_{\theta}\right)_{R^{-}}\right]=\frac{l}{4 \pi}\left[\left.\frac{\partial A}{\partial r}\right|_{R^{-}}-\left.\frac{\partial A}{\partial r}\right|_{R^{+}}\right] \\
& =-\frac{I}{2 \pi R}\left[1+2 \sum_{n=1}^{\infty}\left(\frac{h_{0}}{R}\right)^{n}(\cos n \theta) e^{-n \frac{v}{R}\left(t-t_{0}\right)}\right] \\
& =-\frac{I}{2 \pi R}\left\{1+2 \frac{h_{0}}{R} \frac{\cos \theta-\frac{h_{0}}{R} E\left(t, t_{0}\right)}{1-2 \frac{h_{0}}{R} E\left(t, t_{0}\right) \cos \theta+\left[\left(\frac{h_{0}}{R}\right) E\left(t, t_{0}\right)\right]^{2}} E\left(t, t_{0}\right)\right\}
\end{aligned}
$$

We then also form

$$
\begin{aligned}
\frac{1}{\rho}(-\dot{A})_{r=R} & =\frac{1}{2 \pi v}(-\dot{A})_{r=R} \\
& =-\frac{I}{\pi R} \sum_{n=1}^{\infty}\left(\frac{h_{0}}{R}\right)(\cos n \theta) e^{-n \frac{V}{R}\left(t-t_{0}\right)} \\
& =-\frac{I}{\pi} \frac{h_{0}}{R^{2}} \frac{\cos \theta-\frac{h_{0}}{R} E\left(t_{0} t_{0}\right)}{I-2 \frac{h_{0}}{R} E\left(t, t_{0}\right) \cos \theta+\left[\left(\frac{h_{0}}{R}\right) E\left(t, t_{0}\right)\right]^{2}} E\left(t, t_{0}\right) .
\end{aligned}
$$

We thus see, from these expressions, that the current density in the cylinder is correctly related to the induced electric field $\mathcal{E}=-\dot{A}$ through the surface resistivity $\rho$, save for the D.C. term $-\frac{I}{2 \pi R}$ in J. This uniform ( $\theta$-independent) return current of course must be sustained in this model by other means -- e.g.; by electrostatic fields.

As for the $B_{\theta}$ field, the total $B_{\theta}$ field near $h_{0}$ is given by

$$
\begin{aligned}
& A=\left\{\begin{array}{ll}
2 I\left\{\sum_{n=1}^{\infty}\left[\frac{h_{0}^{n}}{r^{n+1}}+\frac{h_{0}^{n} r^{n-1}}{R^{2 n}} e^{-n \frac{v}{R}\left(t-t_{0}\right)}\right] \cos n \theta+\frac{1}{r}\right\} & r>h_{0} \\
o r & \\
2 I\left\{\sum_{n=1}^{\infty}\left[-\frac{r^{n-1}}{h_{0}^{n}}+\frac{h_{0}^{n} r^{n-1}}{R^{2 n}} e^{-n \frac{v}{R}\left(t-t_{0}\right)}\right] \cos n \theta\right.
\end{array}\right\} \quad r<h_{0} \\
& =2 I\left[\frac{r-h_{0} \cos \theta}{r^{2}-2 h_{0} r \cos \theta+h_{0}^{2}}+h_{0} \frac{\cos \theta-\frac{h_{0} r}{R^{2}} E\left(t, t_{0}\right)}{R^{2}-2 h_{0} r E\left(t, t_{0}\right) \cos \theta+\left[\frac{h_{0} r}{R} E\left(t, t_{0}\right)\right]^{2}} E\left(t, t_{0}\right)\right] .
\end{aligned}
$$

Of the terms shown, those that do not involve the time-dependent exponential $-\frac{v}{R}\left(t-t_{0}\right)$ or $E\left(t, t_{o}\right)$ represent just the $B_{\theta}$ field of an isolated wire that is situated at $r=h_{0}, \theta=0$ and carries a current $+I$. The force on this wire thus may be calculated by employing solely the remaining field -that we might term the "image field" and denote by $B_{\theta}^{(I)}$.

Thus, in summary, we have at the location of the current the image field

$$
\begin{aligned}
B_{\theta}^{(I)} & =-\left.\frac{\partial A}{\partial r}\right|_{r=h_{0}} \\
& =\frac{2 I}{h_{0}} \sum_{n=1}^{\infty}\left(\frac{h_{0}}{R}\right)^{2 n} \epsilon-n \frac{v}{R}\left(t-t_{0}\right) \\
& =\frac{2 I h_{0}}{R^{2}} \frac{1-\left(\frac{h_{0}}{R}\right)^{2} E\left(t, t_{0}\right)}{1-2\left(\frac{h_{0}}{R}\right)^{2} E\left(t, t_{0}\right)+\left[\left(\frac{h_{0}}{R}\right)^{2} E\left(t, t_{0}\right)\right]^{2}} E\left(t, t_{0}\right) \\
& =\frac{2 I h_{0}}{R^{2}} \frac{E\left(t, t_{0}\right)}{1-\left(\frac{h_{0}}{R}\right)^{2} E\left(t, t_{0}\right)}
\end{aligned}
$$

This last form is immediately interpretable, as are the image-field components $B_{r}^{(I)}, B_{\theta}^{(I)}$ at any point within the cylinder, as the field that would arise from an image current $-I$ at a radial location $\tilde{H}$ that is the "image" $\tilde{H}=R^{2} / \tilde{h}_{0}$ of a point that recedes towards the axis as $\tilde{\mathrm{h}}_{0}=$ $h_{0} \cdot E\left(t, t_{0}\right) ; i \cdot e \cdot, \tilde{H}=\frac{R^{2}}{h_{0}} e^{+\frac{v}{R}\left(t-t_{0}\right)}$.
2. The solution to the image-field problem that arises when a current $I$ is suddenly created at a radius. $h_{0}$ also should be obtainable immediately from the results in the body of the present report. In this instance we would set $h(t)$ equal to $h_{0}$ times a unit step function ( $S$ ) of $t$ - $t_{0}$ for evaluating the image fields by use of the formula

$$
A^{(I)}=I \int_{-\infty}^{t} \frac{d h\left(t^{\prime}\right)}{d t} F\left(h\left(t^{\prime}\right), r, \theta, t-t^{\prime}\right) d t^{\prime}
$$

for the vector potential of these fields. With the argument $h\left(t^{\prime}\right)$ in F a step function and $\frac{d h\left(t^{\prime}\right)}{d t^{\prime}}=h_{0} \delta\left(t^{\prime}-t_{0}\right)$, we now may write

$$
\begin{aligned}
A^{(I)} & =I \int_{t_{0}}^{t_{0}^{+\epsilon}} \frac{d h\left(t^{\prime}\right)}{d t^{\prime}} F\left(h\left(t^{\prime}\right), r, \theta, t-t_{0}\right) d t^{\prime} \\
& =I \int_{0}^{h} F\left(h, r, \theta, t-t_{0}\right) d h \\
& =I h_{0}\langle F\rangle_{h-\text { average }}
\end{aligned}
$$

Now from the body of this report we have

$$
F_{r \leq R}=-2 \frac{r}{R^{2}} \frac{\cos \theta-\frac{h r}{R^{2}} E\left(t, t_{0}\right)}{I-2 \frac{h r}{R^{2}}(\cos \theta) E\left(t, t_{0}\right)+\left[\left(\frac{h r}{R^{2}}\right) E\left(t, t_{0}\right)\right]^{2}} E\left(t, t_{0}\right),
$$

so

$$
\begin{aligned}
h_{0}\left\langle F_{r \leq R}\right\rangle & =-2 \frac{r}{R^{2}} \int_{0}^{h_{0}} \frac{\left[\cos \theta-\frac{h r}{R^{2}} E\left(t, t_{0}\right)\right] E\left(t, t_{0}\right)}{1-2 \frac{h r}{R^{2}}(\cos \theta) E\left(t, t_{0}\right)+\left[\left(\frac{h r}{R^{2}}\right) E\left(t, t_{0}\right)\right]^{2}} d h \\
& =\ln \left\{1-2 \frac{h_{0}^{r}}{R^{2}}(\cos \theta) E\left(t, t_{0}\right)+\left[\left(\frac{h_{0} r}{R^{2}}\right) E\left(t_{0}, t_{0}\right)\right]^{2}\right\}
\end{aligned}
$$

and

$$
A_{r \leq R}^{(I)}=I \ln \left\{I-2 \frac{h_{0} r}{R^{2}}(\cos \theta) E\left(t, t_{0}\right)+\left[\left(\frac{h_{0}^{r}}{R^{2}}\right) E\left(t, t_{0}\right)\right]^{2}\right\} .
$$

From the image potential just written, we find the following $\vartheta$-component of field:

$$
-\frac{\partial A(I)}{\partial r}=\frac{2 I h_{0}}{R^{2}} \frac{\cos \theta-\frac{h_{0} r}{R^{2}} E\left(t, t_{0}\right)}{1-2 \frac{h_{0} r}{R^{2}}(\cos \theta) E\left(t, t_{0}\right)+\left[\left(\frac{h_{0} r}{R^{2}}\right) E\left(t, t_{0}\right)\right]^{2}} E\left(t, t_{0}\right),
$$

and when evaluated at $r=h_{0}, \theta=0$ gives

$$
B_{\theta}^{(I)}=\frac{2 I h_{0}}{R^{2}} \frac{E\left(t, t_{0}\right)}{I-\left(\frac{h_{0}}{R}\right)^{2} E\left(t, t_{0}\right)},
$$

as found in Section 1 of this Addendum.

The writer is indebted to Dr. Lloyd Smith of this Laboratory for penetrating comments concerning questions that arose with respect to the treatment undertaken in Section $l$ of the Addendum.
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## THE IMAGE-FIELD POTENTIAL

OF A UNIFORMLY-CHARGED ELLIPSE
SITUATED BETWEEN A SET OF
CONDUCTING HYPERBOLIC SURFACES
L. J. Laslett
I. INTRODUCTION

In considering the significance, for the transport of intense chargedparticle beams, of image fields arising from charges induced in nearby conducting surfaces, attention has previously been given to boundary surfaces that are circular or that have a fundamental rotational symmetry period of 180 degrees -- so that terms of the form $r^{2}$ sins (20) can readily arise in the image-field potential and linear contributions to the image-field components can readily be present. Results for some such cases have been presented elsewhere by the oresent writer. (1,2)

As non-linear aspects of such image fields may become important, there may be utility in extending work of this nature to treat the case of significantly extended beams, such as has been done for an elliptical beam (of constant charge density) co-axially situated within a circularly-cylindrical conducting wall (Appendix C). It also may be of interest to examine image fields that are present for slightly displaced extended distributions, in order to examine the possible "coherent" effects that act on the beam as a whole.

A situation of particular interest -- and that has motivated the work described in the present Note -- is that in which the boundary surfaces have the shape of (four) hyperbolic sections $\left[x^{2}-y^{2}= \pm c^{2}\right]$, such as would be
provided by the electrodes of an electrostatic quadrupole-focussing system (and that, in this application, of course could not be shielded from the beam). We accordingly have undertaken to treat the 2 D electrostatic problem of an elliptical beam (with semi axes $\underline{a}$ and $\underline{b}$, oriented in the $x$ and $y$ directions, respectively) situated inside conducting cylindrical boundaries of hyperbolic cross-section $x^{2}-y^{2}= \pm c^{2}$. The analysis will cover the case in which the elliptical beam may be displaced, by distances $\delta_{x}, \delta_{y}$ along the $x$ and $y$ axes, so that its center lies at the point $\delta_{x}$, $\delta_{y}$. [These conditions, that still are somewhat special -- namely the orientation of the elliptical beam boundary with respect to the four hyperbolic electrodes -- are adopted in the interests of simplicity, but are believed to refer to situations of greatest practical interest.] With respect to the charge distribution within the elliptical beam boundary, we furthermore assume the charge density to be constant across the beam cross-section, although it may be difficult to reconcile this assumption with a stationary distribution for a beam significantly affected by the image fields whose characteristics we seek.

In the work that follows the linear charge density of the beam will be taken to be $\lambda=1$ esu/cm and results will be stated in e.s.u. for that linear density. ${ }^{(3)}$ With respect to dimensional (geometric) scaling, we anticipate that fields will be of the form

$$
\vec{E}=\frac{1}{c} \frac{q}{f}\left(\frac{a}{c}, \frac{b}{c}, \frac{\delta_{x}}{c}, \frac{\delta_{y}}{c} ; \frac{x}{c}, \frac{y}{c}\right) .
$$


II. THE TRANSFORMATIONS

The conformal transformations that we have found suitable for solution of the present problem are described in some detail in Appendix A. The "Green's Function" from which one can construct the fields of the elliptical beam (even if displaced, as shown) by (numerical) integration is that of a line charge $\lambda$ situated at a point whose location we shall denote at this stage by ( $a, b$ ). It has proven convenient to regard the solution of this problem to be formed as the sum of four problems (see Appendix A).

For each Case, the appropriate transformation or transformations lead to new coordinate values for the source points (and correspondingly for field points)
that may be denoted by primes (corresponding to whichever new plane is being considered). Such transformations have been programmed as a Sub-routine, for subsequent use. The results of such programmed transformations can be checked by observations of conformality between traces made in each of two different planes, by checking the correctness of the Cauchy-Riemann conditions, or (equivalently) by examining the values of $\nabla^{2} \operatorname{Re}\left(z^{\prime}\right) \& \nabla^{2} \operatorname{Im}\left(z^{\prime}\right)$, or etc.
III. THE POTENTIAL FUNCTIONS

Following the appropriate transformations, the potential functions for each of the cases may be evaluated (in terms of coordinates for their respective final planes) and the results, when summed, provide the desired total potential for the Green's-Function problem posed above. By subtraction of the "direct" potential (i.e., for the isolated source), the associated "image-field" potentíal also is obtained.

Such results, as obtainable at this stage, of course can be subjected to some checks of correctness -- thus:
(i) The total potential should approach zero as the field-point approaches the hyperbolic boundary surfaces.
(ii) The image-field potential should appear to be such that its gradient is divergence-free in the interior, while the total potential should exhibit an incipient singularity $(V \cong-2 \lambda \ln |\Delta r|)$ in the immediate vicinity of a line source; and
(iii) A pair of sources close to the $x$-axis and close to the pole tip at ( $c, o$ ) likewise should exhibit in that neighborhood potential or field characteristics close to those which would be expected for an image charge ( $-2 \lambda$ ) situated behind the pole tip by approximately the same distance as these charges are in front of this pole tip.

With such checks performed, to the extent deemed desirable, the corresponding results for the full (possibly displaced) ellipse are evaluated by integration over the area of the elliptical beam. Initially, for simplicity, this integration was performed computationally by a Monte-Carlo integration, but this procedure was soon replaced by a more economical (and, in practice, more precise) procedure employing a double Gaussian integration (using our LBL source routine, GB (developed by Gene Golub), and normally employing $n=32$ in our work).

Again such final results can be subjected to certain checks (some similar to those mentioned for the Green's function), of which we mention the following:
(i) The total potential should approach zero as the field point approaches the hyperbolic boundary surfaces;
(ii) For a small ellipse displaced so as to be situated close to the pole tip at ( $c, 0$ ) of one of the boundary hyperbolae, the potential or field quantities in that neighborhood should exhibit characteristics close to those expected for a similar image charge, of opposite charge, a similar distance behind the pole tip;
(iii) For a centered beam of very small dimensions, the image-field potential should approach that expected (save for an arbitrary constant) from an independent analytic examination of the specific case of a centered line charge; (4) and
(iv) The "direct" field, or its associated potential function $\left(V^{(T)}-V^{(I)}\right)$ should have the character expected for a uniformly charged ellipse -- say, most particularly, within the beam itself. ${ }^{(5)}$

With this description of our analysis and of the types of tests to which our computational work has been subjected, we turn now to certain results that have thereby been obtained.

## IV. RESULTS

In operating the Program GBIMG or its succesor GB4MG it is convenient to make one or more of three types of scan, once the relevant dimensional parameters are specified (namely, $\underline{c}$, the semi-axes $\underline{a} \& \underline{b}$, and $\delta_{x}, \delta_{y}$ ):
(i) A scan along the x-axis,
(ii) A scan along the y-axis, \&/or
(iii) A scan around a circle in the z-plane (centered on the origin, and with the radius typically taken to be $R=0.9 \mathrm{c}$ ). In any such scan the image potential at a succession of field points is printed (in e.s.u., for $\lambda=1.0$ statcoulomb/cm) and (in the most modern version of the Program) also the total potential. In the scan with respect to angle (\#iii), a "standard" scan may be chosen, in which the angles of the field. points are the thirty-six values

5 Deg., 15. Deg., 25. Deg., . . . 355. Deg. in Program GB4MG. If this option is elected, one then may ask the program to print the Fourier coefficients of the image-field potential, developed in the form

$$
v^{(I)}=c_{0}+\sum_{k=1}^{17} c_{k}\left(\frac{r}{c}\right)^{k} \cos k \theta+\sum_{k=1}^{18} s_{k}\left(\frac{r}{c}\right)^{k} \sin k \theta
$$

-- in which some of the higher-order coefficients may be expected to have somewhat lesser accuracy than those of lower order. In this case the Program also evaluates and prints the inferred field strength at the centroid of the ellipse (point $\delta_{x}, \delta_{y}$ ), as computed from the negative gradient of this trigonometric development evaluated at the point $\delta_{x}, \delta_{y}$. Also (optionally) the average image-field components, $\left\langle E_{x}{ }^{(I)}\right\rangle_{A v}$. and $\left\langle E_{y}{ }^{(I)}\right\rangle A v$., are obtainable by means of a double Gaussian integration of $E_{x}{ }^{(I)}$ and $E_{y}{ }^{(I)}$ over the area of the ellipse.

## A. The Centered Beam

The characteristics of the image fields of a centered beam perhaps are best described in terns of the Fourier coefficients of the image-field potential

$$
v^{(I)}=c_{0}+\sum_{k=1}^{17} c_{k}\left(\frac{r}{c}\right)^{k} \cos k \theta,
$$

of which only coefficients $c_{k}$ with $k$ even will be non-zero in this case. Accompanying Tables present such results (only for $c_{k}$ with $k \leq 12$ )
(i) For $a / b=3 / 2$ (and, in one case, for $a / b=\frac{1}{3 / 2}$ ),
(ii) For a/b close to unity (actually 16/15), and
(iii) For $a / b=2$.

Clearly the change of the value of the ratio $a / b$ to its reciprocal will result only in a reversal of sign of the coefficients $c_{2}, c_{6}$ and $c_{10}$ (and so forth; if the tabulation were continued), while the remaining coefficients would remain unaffected.

The striking feature of all these results (in contrast to that frequently found for other image configurations) is the pronounced presence of fourthorder coefficients $\left(c_{4}, c_{8}, c_{12}\right)$, attributable to the variation of the boundary (with its four-fold symmetry). These fourth-order coefficients in fact do not vary greatly with the size (or shape) of the beam, and for beams of moderate dimensions approach values ${ }^{(4)}$ characteristic of a line charge at the origin

$$
\left[c_{4} \rightarrow-\frac{\pi^{2}}{48} \stackrel{\vdots}{=}-0.205617, c_{8} \rightarrow-\frac{7 \pi^{4}}{23040} \doteq-0.029595^{-}\right]
$$

$c=1.0 \quad \delta=0$.
Cases with $a / b=3 / 2$ (or $\frac{1}{3 / 2}$ )

|  | $\begin{aligned} & a=0.15 \\ & b=0.10 \end{aligned}$ | $\begin{aligned} & 0.30 \\ & 0.20 \end{aligned}$ | $\begin{aligned} & 0.45 \\ & 0.30 \end{aligned}$ | $\begin{aligned} & 0.60 \\ & 0.40 \end{aligned}$ | $\begin{aligned} & 0.75 \\ & 0.50 \end{aligned}$ | $\left[\begin{array}{l}0.50 \\ 0.75\end{array}\right]$ | $\begin{gathered} 0.80 \\ 0.533333 \end{gathered}$ | $\begin{aligned} & 0.90 \\ & 0.60 \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{c}_{0}$ | +0.2415605 | +0.2415002 | +0.2412389 | +0.2405338 | +0.2390389 | +0.2390389 | +0.2382890 | +0.2362921 |
| ${ }^{\text {c }}$ 2 | -0.0025702 | -0.0102822 | -0.0231469 | -0.0412083 | -0.0645817 | +0.0645817 | -0.0735908 | -0.0935155 |
| $c_{4}$ | -0.205620 | -0.205672 | -0.205898 | -0.206511 | -0.207825 | -0.207825 | -0.208492 | -0.210291 |
| $c_{6}$ | -0.000423 | -0.001692 | -0.003817 | -0.006831 | -0.010829 | +0.010829 | -0.012411 | -0.016018 |
| ${ }^{\text {c }} 8$ | -0.02960 ${ }^{-}$ | -0.02962 | -0.02972 | -0.02998 | -0.03057 | -0.03057 | -0.03087 | -0.031705 |
| ${ }^{\text {c }} 10$ | -0.0001 | -0.0004 | -0.0009 | -0.0016 | -0.0026 | +0.0026 | -0.00303 | -0.00400 |
| ${ }^{\text {c }} 12$ | -0.0051 | -0.0051 | -0.0052 | -0.0053 ${ }^{-}$ | -0.0055 | -0.0055 | -0.0056 | -0.0059 |

$$
\dot{c}=1.0 \quad \delta=0 .
$$

almost - CIRCULAR beams

$\lambda=1 .(e . s . u$.
$c=1.0 \quad \delta=0$.
CASES WITH $\mathrm{a} / \mathrm{b}=2$.


The remaining significant Fourier coefficients in the image-field potential (i.e., $c_{2}, c_{6}, \& c_{10}$ ), for any fixed value of $a / b$, evidently scale fairly closely in direct proport'on to the square of the transverse linear dimensions of the beam relative to $c$ (see following Tables) -- e.g., $\tilde{\propto}\left(\frac{a b}{c^{2}}\right)$-- and of course become small as the centered beam approaches circularity.

| $a / b=2$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| $\frac{a}{c}$ | $\frac{b}{c}$ | $\frac{c_{2}}{a b / c^{2}}$ | $\frac{c_{6}}{a b / c^{2}}$ | $\frac{c_{10}}{a b / c^{2}}$ |
| 0.8 | 0.4 | $-0.31218_{5}$ | -0.05378 | $-0.0135_{6}$ |
| 0.6 | 0.3 | -0.30959 | -0.05166 | -0.0124 |
| 0.4 | 0.2 | $-0.3086_{5}$ | -0.05091 | -0.012 |
| 0.2 | 0.1 | $-0.3084_{4}$ | $-0.0507_{5}$ | -0.012 |


| $\mathrm{a} / \mathrm{b}=1.5$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| $\frac{a}{c}$ | $\frac{b}{c}$ | $\frac{c_{2}}{a b / c^{2}}$ | $\frac{c_{6}}{a b / c^{2}}$ | $\frac{c_{10}}{a b / c^{2}}$ |
| 0.90 | 0.60 | -0.17318 | -0.0297 | -0.0074 |
| 0.80 | $0.53333 \ldots$ | -0.17248 | -0.0291 | -0.0071 |
| 0.75 | 0.50 | -0.17222 | -0.0289 | -0.0069 |
| 0.60 | 0.40 | -0.17170 | $-0.0285^{-}$ | -0.0067 |
| 0.45 | 0.30 | -0.17146 | -0.0283 | -0.0067 |
| 0.30 | 0.20 | -0.17137 | -0.0282 | -0.0067 |
| 0.15 | 0.10 | -0.17135 | -0.0282 | -0.0067 |

$a / b=16 / 15$

| $\frac{a}{c}$ | $\frac{b}{c}$ | $\frac{c_{2}}{a b / c^{2}}$ | $\frac{c_{6}}{a b / c^{2}}$ | $\frac{{ }^{c} 10}{a b / c^{2}}$ |
| :---: | :---: | :---: | :---: | :---: |
| 0.80 | 0.75 | -0.02657 | $-0.004377^{-}$ | -0.0010 |
| 0.64 | 0.60 | -0.02656 | -0.004372 | -0.0010 |
| 0.48 | 0.45 | -0.02656 | $-0.00437_{0}$ | -0.0010 |
| 0.32 | 0.30 | -0.02656 | $-0.00436_{5}$ | -0.0010 |
| 0.16 | 0.15 | -0.02656 | $-0.0043_{7}$ | -0.001 |

For $\underline{a}$ and $\underline{b}$ interchanged, the signs of these coefficients reverse.

To extend this discussion we may now inquire how the coefficients $c_{2}$, $c_{6}$, and $c_{10}$ scale with respect to the ratio $a / b$. A cursory examination of the data already presented suggests that the quantities $\frac{c_{2}}{\left(a b / c^{2}\right)}$, etc. may scale approximately in direct proportion to $\ln (a / b)$-- a behavior that would lead to these coefficients vanishing when $a=b$ and reversing in sign when $a / b$ is replaced by its inverse. To examine this issue in some greater detail we have performed computations for a sequence of cases in which the product $a b$ has the constant value $0.2520 c^{2}$, while various values are assumed by the ratio $a / b$. The fourier coefficients found for these cases are presented in tabular form below, followed by a tabular summary of the quantities $\frac{{ }^{C_{2}}}{\left(a b / c^{2}\right)}, \frac{{ }^{C} 6}{\left(a b / c^{2}\right)}$, and $\frac{{ }^{C} 10}{\left(a b / c^{2}\right)}$. These latter quantities, plotted against $\ln (a / b)$, yield the graphs shown on the Figures that follow and suggest a very close to linear dependence upon $\ln (a / b)$ in each case -- at least for the interval $0.625=\frac{5}{8} \leq \frac{a}{b} \leq \frac{8}{5}=1.6$, approximately.

We accordingly might suggest that, for approximate practical work, one may represent these coefficients of the image-field potential of a centered ellipse by the handy formulas

$$
\begin{aligned}
c_{2} & =-0.426759\left(\frac{a b}{c}\right) \ln \left(\frac{a}{b}\right) \\
& =-0.98265\left(\frac{a b}{c^{2}}\right) \quad \log _{10}\left(\frac{a}{b}\right) \\
c_{6} & =-0.07097 \quad\left(\frac{a b}{c}\right) \ln \left(\frac{a}{b}\right) \\
& =-0.16342 \quad\left(\frac{a b}{c}\right) \quad \log _{10}\left(\frac{a}{b}\right), \\
c_{10} & =-0.01695\left(\frac{a b}{c}\right) \ln \left(\frac{a}{b}\right) \\
& =-0.03902 \quad\left(\frac{a b}{c}\right) \log _{10}\left(\frac{a}{b}\right)
\end{aligned}
$$

-- or, more simply,

$$
\begin{aligned}
& c_{2}=-0.98\left(\frac{a b}{c^{2}}\right) \quad \log _{10}\left(\frac{a}{b}\right), \\
& c_{6}=-0.16\left(\frac{a b}{c^{2}}\right) \quad \log _{10}\left(\frac{a}{b}\right), \text { and } \\
& c_{10}=-0.039\left(\frac{a b}{c^{2}}\right) \log _{10}\left(\frac{a}{b}\right) .
\end{aligned}
$$

$$
c=1.0 \quad \delta=0 .
$$

CASES WITH a $\mathrm{b}=0.2430 \times \mathrm{c}^{2}$, cont' d

|  |  |  |  |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathrm{a}=0.504$ <br> $\mathrm{~b}=0.50$ | 0.5 | 0.504 | 0.45 | 0.40 | 0.35 | 0.30 | 0.84 |
| $c_{0}$ | 0.2415641 | 0.2415641 | 0.2412470 | 0.2401169 | 0.2374956 | 0.2315825 | $0.2315825^{+}$ |  |
| $c_{2}$ | $-0.0008258^{-}$ | $0.0008258^{-}$ | 0.0228585 | 0.0488521 | 0.0820725 | 0.1291658 | $-0.1291658^{-}$ |  |
| $c_{4}$ | -0.2056170 | -0.2056170 | -0.2058913 | -0.2068757 | -0.2092024 | -0.2146843 | -0.2146843 |  |
| $c_{6}$ | -0.0001358 | 0.0001358 | 0.0037690 | 0.0081242 | $0.0139265^{+}$ | 0.0229729 | -0.0229729 |  |
| $c_{8}$ | -0.0295939 | -0.0295939 | -0.0297130 | -0.0301456 | $-0.0311983^{-}$ | -0.0338541 | -0.0338541 |  |
| $c_{10}$ | -0.0000319 | 0.0000319 | 0.0008883 | 0.0019399 | 0.0034303 | 0.0060938 | -0.0060938 |  |

$c=1.0 \quad \delta=0$
CASES WITH $\mathrm{a} \cdot \mathrm{b}=0.02520 \times \mathrm{c}^{2}$

|  |  |  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $a=0.28$ <br> $b=0.90$ | 0.90 <br> 0.28 | 0.80 <br> 0.315 | 0.75 <br> 0.336 | 0.70 <br> 0.36 | 0.60 <br> 0.42 |  |  |  |
| $c_{0}$ | $0.2273171^{+}$ | 0.2273172 | 0.2339056 | $0.2363015^{-}$ | $0.23819843^{-}$ | $0.2406963^{-}$ |  |  |
| $c_{2}$ | 0.1548658 | -0.1548658 | $-0.1129270^{-}$ | -0.0934314 | -0.0746071 | -0.0378169 |  |  |
| $c_{4}$ | -0.2188537 | $-0.2188537^{-}$ | -0.2124908 | -0.2102829 | -0.2085726 | -0.2063697 |  |  |
| $c_{6}$ | 0.0285348 | -0.0285347 | -0.0197118 | -0.0160024 | -0.0125911 | -0.0062614 |  |  |
| $c_{8}$ | -0.0360484 | $-0.0360483^{+}$ | -0.0327610 | -0.0317019 | $-0.0309090^{+}$ | -0.0299223 |  |  |
| $c_{10}$ | 0.0080129 | -0.0080129 | -0.0050753 | -0.0039992 | -0.0030753 | -0.0014851 |  |  |
| $c_{12}$ | -0.0077804 | -0.0077804 | -0.0063288 | -0.0059039 | -0.0055998 | $-0.0052380^{-}$ |  |  |

$$
\begin{aligned}
\delta & =0 . \\
\text { CASES UITH } a \cdot b & =0.2520 \times c^{2}
\end{aligned}
$$

| $a, b$ <br> $\ln (a / b)$ | $0.50,0.504$ <br> -0.007968 | $0.45,0.56$ <br> -0.218689 | $0.40,0.63$ <br> -0.454255 | $0.35,0.72$ <br> -0.721318 | $0.30,0.84$ <br> -1.029619 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\frac{c_{2}}{\left(\frac{a b}{c^{2}}\right)}$ |  | 0.003277 | 0.090708 | $0.193857_{5}$ | $0.325684_{5}$ | $0.512563^{-}$ |
| $\frac{c_{6}}{\left(\frac{a b}{c^{2}}\right)}$ | 0.000539 | 0.014956 | 0.032239 | 0.055264 | 0.091162 |  |
| $\frac{c_{10}}{\left(\frac{a b}{c^{2}}\right)}$ |  | 0.0001266 | 0.003525 | 0.007698 | 0.013612 | 0.024182 |

### 3.97

| $a, b$ <br> $\ln (a / b)$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $c_{2}$ <br> $\left(\frac{a b}{c^{2}}\right)$ | $0.90,0.28$ <br> 1.167605 | $0.80,0.315$ <br> 0.932039 | $0.75,0.336$ <br> 0.802962 | $0.70,0.36$ <br> 0.664976 | $0.60,0.42$ <br> 0.356675 |
| $c_{6}$ <br> $\left(\frac{a b}{c^{2}}\right)$ <br> $\frac{c}{10}$ <br> $\left(\frac{a b}{c^{2}}\right)$ | -0.614547 | -0.448123 | $-0.370759_{5}$ | -0.296060 | -0.150067 |





With respect to the fourth-order coefficients $c_{4}, c_{8}$, . . . for such a centered ellipse, on the other hand, these might be taken simply as having values identical to those for a central line charge (as a lowestorder approximation) -- namely

$$
\begin{aligned}
& c_{4} \cong-0.2056 \\
& c_{8} \cong-0.0296, \text { and } \\
& c_{12} \cong-0.0051
\end{aligned}
$$

## B. The Displaced Beam

In the case that the elliptical beam is displaced, as a whole, we have concentrated our attention on the effect that a displacement has on the development of the following quantities:
(i) the Fourier coefficients $c_{k}$ and $s_{k}$ in the image-field potential.
(ii) the components of the image field evaluated at the centroid of the displaced ellipse, obtained from the Fourier coefficients as
$E_{x}(I)\left(\delta_{x}, \delta_{y}\right)=-\frac{1}{c} \sum k\left(\frac{r}{c}\right)^{k-1}\left[c_{k} \cos (k-1) \theta+s_{k} \sin (k-1) \theta\right]$
$E_{y}(I)\left(\delta_{x}, \delta_{y}\right)=-\frac{1}{c} \sum k\left(\frac{r}{c}\right)^{k-1}\left[s_{k} \cos (k-1) \theta-c_{k} \sin (k-1) \theta\right]$,
where (in this application) $r$, $\theta$ are the polar coordinates of the centroid and summations extend from $k=1$ through $k=17$ or 18 for terms proportional to $c_{k}$ or $s_{k}$, respectively.
(iii) the average image-field components, $\left\langle E_{x}(I)\right\rangle$ av., arid $\left\langle E_{y}^{(I)}\right\rangle$ av., obtained by integrations, over the area of the ellipse, of expressions similar to those written immediately above.

## 1. For Displacements Exclusively in the x Direction

Before describing and discussing results obtained when non-zero displacements are present in both the $x$ and $y$ directions, we first present some results (obtained with the simpler program GBIMG) for cases in which the displacement is only in the $x$ direction $\left(\delta_{x}=\delta, \delta_{y}=0\right)$. One finds that the three quantities $-c_{1} /{ }_{c}, E_{x}{ }^{(I)}(\delta, 0)$, and $\left\langle E_{x}{ }^{(I)}\right\rangle a v$. are all comparable and are odd functions of $\delta$. For a circular beam ( $a / b=1$ ), moreover, these quantities are independent of beam size, and the values of $E_{x}{ }^{(I)}(\delta, 0)$ and $\left\langle E_{x}^{(I)}\right\rangle$ av. are identical--as is to be expected, since the external direct field of a circular beam is independent of its radius. For this circuilar beam, however, the quantities $E_{x}^{(I)}(\delta, 0)$ and $\left\langle E_{x}^{(I)}\right\rangle$ av., while remaining equal to one another for a circular beam, exhibit noticeable non-linearity as a function of $\delta / c$.

Values of the quantities $c_{1}$, and $E_{x}(I)(\delta, 0)$, and $\left\langle E_{x}(I)\right\rangle_{a v}$. for the image fields have been computed and tabulated for several combinations of values for the parameters $a / b, a b / c^{2}$, and $\delta / c$. We recognize that the quantity $c_{1}$ should be a function simply of these dimensionless ratios, while the remaining two (field-like) quantities similarly should be $\frac{1}{c}$ times functions of these same ratios - and all are for $\lambda=1$ (e.s.u.). The attached tabulations of this nature (for $c=1$ ) accordingly should be of some utility in themselves for application to specific cases. In addition, however, it appears that -- for cases in which a/b does not differ greatly from unity, and the ratios $a b / c^{2}$ and $\delta / c$ are each reasonably small -- one may write the approximate handy formulas

$$
\begin{aligned}
c_{1} & \cong-1.6\left[1.0+0.21\left(\frac{a b}{c^{2}}\right) \ln \left(\frac{a}{b}\right)\right] \frac{\delta}{c} \\
& =-1.6\left[1.0+0.48\left(\frac{a b}{c^{2}}\right) \log _{10}\left(\frac{a}{b}\right)\right] \frac{\delta}{c}, \\
E_{x}^{(I)}(\delta, 0) & \cong 1.6\left[1.0+0.73\left(\frac{a b}{c^{2}}\right) \ln \left(\frac{a}{b}\right)\right] \frac{\delta}{c^{2}} \\
& =1.6\left[1.0+1.68\left(\frac{a b}{c^{2}}\right) \log 10\left(\frac{a}{b}\right)\right] \frac{\delta}{c^{2}}, \\
\left\langle E_{x}^{(I)}\right\rangle_{a v .} & \cong 1.6\left[1.0+1.71\left(\frac{a b}{c^{2}}\right) \ln \left(\frac{a}{b}\right)\right] \frac{\delta}{c^{2}} \\
& =1.6\left[1.0+3.94\left(\frac{a b}{c^{2}}\right) \log 10\left(\frac{a}{b}\right)\right] \frac{\delta}{c^{2}} .
\end{aligned}
$$

The extent to which these formulas provide values differing somewhat from the more exact values obtained from runs with Program GBIMG--when $\delta / c$ differs significantly from zero, $a / b$ differs significantly from unity, and $a b / c^{2}$ is significant--is illustrated by the following tabulation of results for cases that might be regarded as typical of situations of interest. Agreement is found amongst all these cases substantially within 10 percent, and chiefly with an error appreciably less than this amount.

| $c=10$. |  |  | ${ }^{\text {c }}$ |  | $E_{x}^{(1)}(\delta, 0)$ |  | $\left\langle E_{x}^{(1)}\right\rangle_{\text {ava }}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| a. | b. | $\delta$ | COMPUTER | FORMULA | COMPUTER | FORMULA | COMPUTER | FORMULA |
| 4. | 3. | 1. | -0.1584 | -0.1612 | 0.01645 | 0.01640 | 0.01702 | 0.01695 |
| 3. | 4. | 1. | -0.1562 | -0.1588 | 0.01564 | 0.01560 | 0.01510 | 0.01505 |
| 4. | 3. | 2. | -0.3183 | -0.3223 | 0.03499 | 0.03281 | 0.03620 | 0.03389 |
| 3. | 4. | 2. | -0.3136 | -0.3177 | 0.03326 | 0.03119 | 0.03213 | 0.03011 |
| 3. | 2. | 1. | -0.1581 | -0.1608 | 0.01633 | 0.01628 | 0.01673 | 0.01667 |
| 2. | 3. | 1. | -0.1565 | -0.1592 | 0.01575 | 0.01572 | 0.01537 | 0.01533 |
| 3. | 2. | 2. | -0.3176 | -0.3216 | 0.03473 | 0.03257 | 0.03559 | 0.03333 |
| 2. | 3. | 2. | -0.3142 | -0.3184 | 0.03350 | 0.03143 | 0.03269 | 0.03067 |
| 6. | 4. | 1. | -0.1609 | -0.1632 | 0.01724 | 0.01714 | 0.01897 | 0.01866 |
| 4. | 6. | 1. | -0.1545 | -0.1568 | 0.01426 | 0.01486 | 0.01345 | 0.01334 |
| 6. | 4. | 2. | -0.3236 | -0.3265 | 0.03669 | 0.03427 | 0.04046 | 0.03733 |
| 4. | 6. | 2. | -0.3099 | -0.3135 | 0.03145 | 0.02973 | 0.02868 | 0.02667 |
| 7.5 | 5.0 | 1. | -0.1633 | -0.1651 | 0.01796 | 0.01778 | 0.02086 | 0.02016 |
| 5.0 | 7.5 | 1. | -0.1533 | -0.1549 | 0.01433 | 0.01423 | 0.012085 | 0.01184 |
| 6. | 3. | 1. | -0.1623 | -0.1642 | 0.01768 | 0.01746 | 0.02012 | 0.01942 |
| 3. | 6. | 1. | -0.1537 | -0.1558 | 0.01455 | 0.01454 | 0.01260 | 0.01258 |
| 6. | 3. | 2. | -0.3267 | -0.3283 | 0.03765 | 0.03491 | 0.04302 | 0.03883 |
| 3. | 6. | 2. | -0.3081 | -0.3117 | 0.03097 | 0.02909 | 0.02691 | 0.02517 |

## 2. For Possible Displacements in both the $x$ and $y$ Directions

The displacement of the beam center, from the origin, is now represented by $\delta_{x}$, $\delta_{y}$. The lack of generality thus consists only in restricting the results to be cited here to cases in which (for simplicity) the principal axes of the elliptical beam are taken to be parallel to the $x, y$ co-ordinate axes.

Values of $\left\langle E_{x}{ }^{(I)}\right\rangle_{a v}$. and $\left\langle E_{y}(I)\right\rangle$ av. have been computed (Program GB4MG, stored in Library JACKSON), for various values of $\delta_{x}$, $\delta_{y}$, for several combinations of values of $a$ and $b$. If all dimensions of the problem ( $c ; a, b ; \delta_{x}, \delta_{y}$ ) are scaled by a common factor, we expect the fields to vary in proportion to $\frac{1}{c}$; also an interchange of $\underline{b}$ with $\underline{a}$ and of $\delta_{y}$ with $\delta_{x}$ will be expected to lead to an interchange of $E_{y}{ }^{(I)}$ with $E_{x}{ }^{(I)}$. The image-field potential and the components of the image field itself moreover may be expected to be respectively even or odd functions of $\delta_{x}$ and of $\delta_{y}$. Finally, if $b=a$ (circular beam), the average field values $\left\langle E_{x}{ }^{(I)}\right\rangle a v$. and $\left\langle E_{y}(I)\right\rangle$ av. should be independent of the common value of $a, b$. Results for the cases that have been run (esp., with $c=1$. and $a / b$ equal to $1.25,1.35$, or 1.50 ) can be seen in tabular form. We have attempted to describe these results for $\left\langle E_{x}(I)\right\rangle_{a v}$ and $\left\langle E_{y}(I)\right\rangle_{a v}$. as derivable (approximately) as the gradient (with respect to $\delta_{x}, \delta_{y}$ ) of a function - POT (denoted POTM in a Least-Squares fitting routine FITD2 of Library JACKSON)

$$
\left\langle_{E_{x}}(I)\right\rangle_{a v .}=\frac{\partial}{\partial \delta_{x}}(-P O T), \quad\left\langle E_{y}(I)\right\rangle_{a v .}=\frac{\partial}{\partial \delta_{y}}(-P O T),
$$

where

$$
\begin{aligned}
-P O T & =A_{1}\left(\frac{\delta}{c}\right)^{2}+A_{4}\left(\frac{\delta}{c}\right)^{2} \\
& +A_{2}\left(\frac{\delta}{c}\right)^{4}+A_{7}\left(\frac{\delta}{c}\right)^{4}+A_{5}\left(\frac{\delta^{\prime}}{c}\right)^{2}\left(\frac{\delta}{c}\right)^{2}
\end{aligned}
$$

[It was not judged desirable, in this effort to represent -POT, to go beyond terms of 4 th order. Greatest utility may be expected to accrue for situations in which $\left|\delta_{x} / c\right|$ and $\left|\delta_{y} / c\right|$ each are less than (or do not exceed) 0.15].

We thus attempt the representation of our results in the form

$$
\begin{aligned}
& \left\langle E_{x}(I)\right\rangle_{a v .}=\frac{1}{c}\left[2 A_{1}\left(\frac{\delta^{\prime}}{c}\right)+4 A_{2}\left(\frac{\delta^{\prime}}{c}\right)^{3}+2 A_{5}\left(\frac{\delta^{\delta}}{c}\right)\left(\frac{\delta^{\delta} y}{c}\right)^{2}\right] \\
& \left\langle E_{y}^{(I)}\right\rangle_{a v .}=\frac{1}{c}\left[2 A_{4}\left(\frac{\delta^{\prime}}{c}\right)+4 A_{7}\left(\frac{\delta^{\delta}}{c}\right)^{3}+2 A_{5}\left(\frac{\delta^{\delta}}{c}\right)^{2}\left(\frac{\delta y}{c}\right)\right]
\end{aligned}
$$

For convenience in possible future dynamical computations, finally, we have attempted to represent the coefficients $A_{1}, A_{2}, A_{4}, A_{5}$, and $A_{7}$ by simple approximate functions of the parameters $a b / c^{2}$ and $a / b\left(o r \log _{10}\left(\frac{a}{b}\right)\right.$ ) as follows:

$$
\begin{gathered}
A_{1} \cong 0.785+3 \frac{a b}{c^{2}} \log _{10} \frac{a}{b}, \quad A_{2} \cong 0.834+3 \frac{a b}{c^{2}} \log 10 \frac{a}{b}, \\
A_{4} \cong 0.785-3 \frac{a b}{c^{2}} \log _{10} \frac{a}{b}, \quad A_{7} \cong 0.834-3 \frac{a b}{c^{2}} \log 10 \frac{a}{b}, \\
A_{5} \cong-\left[2.4864+\left(6.5 \frac{a b}{c^{2}} \log _{10} \frac{a}{b}\right)^{2}\right] .
\end{gathered}
$$

Thus for $c=10 . \mathrm{cm}, \mathrm{a}=4.32 \mathrm{~cm}, \mathrm{~b}=3.20 \mathrm{~cm}$

$$
\left(a b / c^{2}=0.13824 \text { and } a / b=1.35\right)
$$

and with $\delta_{x}=1 . \mathrm{cm}, \delta_{y}=0.5 \mathrm{~cm}\left(\delta_{x} / c=0.1, \delta_{y} / c=0.05\right)$, we would compute from the "handy formula" for $\left\langle E_{x}^{(I)}\right\rangle$ the result $\left\langle E_{x}^{(I)}\right\rangle$ av. $=$ $\frac{1}{10} .[1.701126 \times 0.1]=\frac{0.1701126}{10 .}=0.01701126\left(\right.$ for $\left\langle E_{x}(I)\right\rangle$ av.
expressed in statvolts $/ \mathrm{cm}$ when $\lambda=1.0$ statcoulomb/cm), while if all
physical (spatial) dimensions had been one-tenth as great ( $c=1.0$ )
we would obtain an image field ten times greater--namely 0.1701126 for $\left\langle E_{x}^{(I)}\right\rangle$ av.
For this latter case (c being unity) the program GB4MG prints

$$
\left\langle E_{x}^{(I)}\right\rangle_{a v .}=0: 1709450
$$

The adequacy of the handy (approximate) formulas just proposed may be indicated by the following table, in which for $c=1$ and $\delta_{x} / c=\delta_{y} / c=0.15$ we list first the values of $\left\langle E_{x}^{(I)}\right\rangle$ av. and $\left\langle E_{y}^{(I)}\right\rangle$ av. from GB4MG computations and then (on the line that follows) the same quantities as estimated by the handy formulas.

$$
c=1.0
$$



| 0.432 | 0.32 | 0.2481 | 0.2128 |
| :--- | :--- | :--- | :--- |
|  |  | 0.2468 | 0.2129 |
| 0.54 | 0.40 | 0.2587 | 0.2034 |
|  |  | 0.2562 | $0.2033^{-}$ |
| 0.675 | 0.50 | $0.2761^{-}$ | $0.1889^{+}$ |
|  |  | 0.2708 | $0.1881^{-}$ |


| 0.45 | 0.30 | 0.2544 | 0.2072 |
| :---: | :---: | :---: | :---: |
| 0.60 |  | 0.2522 | $0.2075^{-}$ |
|  | 0.40 | 0.2747 | 0.1900 |
|  |  | 0.50 | 0.3033 |
|  |  | 0.2908 | 0.1897 |
|  |  |  | 0.1684 |
|  |  |  | 0.2301 |


$c=1.0$
$a_{m 1}=0.40, b_{m}=0.32$

$\& \quad\left\{\begin{array}{l}\left\langle E_{x}^{(I)}\right\rangle_{a v .} \\ \left.E_{y}^{(I)}\right\rangle_{a v} .\end{array}\right.$
$R=0.96$

|  | 0. | 0.05 | 0.10 | 0.15 | 0.20 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0. |  | $\begin{gathered} .08288833 \\ 0 . \end{gathered}$ | $\begin{gathered} .1683879 \\ 0 . \end{gathered}$ | $\begin{gathered} .2592025 \\ 0 . \end{gathered}$ |  |
| 0.05 | $\begin{gathered} 0 . \\ .07514553 \end{gathered}$ | $\begin{aligned} & .08226903 \\ & .07452655 \end{aligned}$ | $\begin{aligned} & .1671447 \\ & .07266513 \end{aligned}$ | . 2573251 <br> .06954687 |  |
| 0.10 | 0. .1526708 | .08041053 .1514322 | $\begin{array}{r} .1634146 \\ .1477079 \\ \hline \end{array}$ | $\begin{aligned} & .2516940 \\ & .1414711 \end{aligned}$ |  |
| 0.15 | $\begin{gathered} 0 . \\ .2350174 \end{gathered}$ | $\begin{aligned} & .07731037 \\ & .2331569 \end{aligned}$ | $\begin{aligned} & .1571944 \\ & .2275646 \end{aligned}$ | $\begin{aligned} & .2423092 \\ & .2182049 \end{aligned}$ |  |
| 0.20 |  |  |  |  |  |
| 0.25 |  |  |  |  |  |

$c=1.0$

$$
\begin{aligned}
& \left\langle E_{x}^{(I)}\right\rangle_{a v .} \\
& \left\langle E_{y}^{(I)}\right\rangle_{a v .}
\end{aligned}
$$

| $\mathrm{a}_{\mathrm{nI}}=0.55, \mathrm{~b}_{\mathrm{m}}=0.44$ |  |  |  | $\mathrm{R}=0.96$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\ddots_{y}^{\delta_{x}}$ | 0. | 0.05 | 0.10 | 0.15 | 0.20 |
| 0. |  | $.08652265$ $0 .$ | $.1757875$ <br> 0. | $\begin{gathered} .2706475 \\ 0 . \\ \hline \end{gathered}$ |  |
| 0.05 | 0. <br> .07184918 | .08589880 <br> .07122595 | $\begin{aligned} & .1745332 \\ & .06934983 \end{aligned}$ | $\begin{aligned} & .2687484 \\ & .06620037 \end{aligned}$ |  |
| 0.10 | $\begin{gathered} 0 . \\ .1459979 \end{gathered}$ | $\begin{aligned} & .08402831 \\ & .1447524 \end{aligned}$ | $\begin{aligned} & .1707732 \\ & .1410037 \end{aligned}$ | $\begin{aligned} & .2630572 \\ & .1347130 \end{aligned}$ |  |
| 0.15 | $\begin{gathered} 0 \\ .2247973 \end{gathered}$ | $\begin{aligned} & .08091364 \\ & .2229306 \end{aligned}$ | $\begin{aligned} & .1645144 \\ & .2173142 \end{aligned}$ | $\begin{aligned} & .2535896 \\ & .2078948 \end{aligned}$ |  |
| 0.20 |  |  |  |  |  |
| 0.25 |  |  |  |  |  |





NOTE: If all spatial dimensions scaled simiarly, field components change in inverse proportion.

$$
\begin{aligned}
& \text { NOTE: } E_{x}(\delta),\left\langle E_{x}\right\rangle \& E_{y}(\delta),\left\langle E_{y}\right\rangle \\
& \text { are close to }{ }^{-c} c_{1 / c}^{\&-s} 1 / c \text {, respectively, } \\
& \text { and (with } \left.a_{m}=b_{m}\right) \\
& \quad\left\langle E_{x}\right\rangle=E_{x}(\delta),\left\langle E_{y}\right\rangle=E_{y}(\delta)
\end{aligned}
$$



$$
\& \begin{aligned}
& \left\langle E_{x}^{(I)}\right\rangle \text { av. } \\
& \left\langle E_{y}^{(I)}\right\rangle \text { av. }
\end{aligned}
$$



$$
\begin{aligned}
& \left\langle E_{x}(I)\right\rangle_{a v} . \\
& { }^{\&}\left\langle E_{x}(I)\right\rangle_{a v .} .
\end{aligned}
$$

$$
a_{m}=0.675, b_{m}=0.50
$$

$$
R=0.96
$$

|  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: |


|  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $a_{m}=.45, b_{m}=.30 \quad R=0.96$ |  |  |  |  |  |
|  | $0 .$ | 0.05 | 0.10 | 0.15 | 0.20 |
|  |  | $.08678270$ <br> 0. | $.1763175$ $0 .$ | $\begin{aligned} & .2714689 \\ & 0 . \end{aligned}$ | $.3753420$ $0 .$ |
| 0.05 | 0. <br> .07162080 | $\begin{aligned} & .08615843 \\ & .07099716 \end{aligned}$ | $\begin{aligned} & .1750623 \\ & .06911969 \end{aligned}$ | $\begin{aligned} & .2695679 \\ & .06596748 \end{aligned}$ | $\begin{aligned} & .3727701 \\ & .06150147 \\ & \hline \end{aligned}$ |
| 0.10 | $\begin{gathered} 0 . \\ .1455360 \\ \hline \end{gathered}$ | $\begin{aligned} & .08428678 \\ & .1442898 \\ & \hline \end{aligned}$ | $\begin{array}{r} .1712995 \\ .1405387 \\ \hline \end{array}$ | $\begin{aligned} & .2638715^{*} \\ & .1342431 \\ & \hline \end{aligned}$ | $\begin{array}{r} .3650664 \\ .1253285 \\ \hline \end{array}$ |
| 0.15 | $\begin{gathered} 0 . \\ .2240908 \end{gathered}$ | $\begin{aligned} & .08117057 \\ & .2222234 \end{aligned}$ | $\begin{aligned} & .1650369 \\ & .2166043 \end{aligned}$ | $\begin{aligned} & .2543963 \\ & .2071791 \end{aligned}$ | $\begin{aligned} & .3522637 \\ & .1938453 \end{aligned}$ |
| 0.20 | $\begin{gathered} 0 . \\ .3097377 \end{gathered}$ | $\begin{aligned} & .07681203 \\ & .3072494 \end{aligned}$ | $\begin{aligned} & .1562823 \\ & .2997649 \end{aligned}$ | $\begin{aligned} & .2411627 \\ & .2872213 \end{aligned}$ | $\begin{aligned} & .3344059 \\ & .2694986 \end{aligned}$ |
| 0.25 | $\begin{gathered} 0 . \\ .4051049 \end{gathered}$ |  |  |  |  |
| 0.30 | $\begin{gathered} 0 . \\ .5130844 \end{gathered}$ | $\delta_{x}=0.10$ |  |  |  |
| $\begin{aligned} \left.\begin{array}{rl} \delta_{y} & =0.15 \\ \text { * Reciprocally, for } a_{m} & =0.30 \\ b_{m} & =0.45 \end{array}\right\} . \end{aligned}$ |  |  | $\begin{array}{r} .1342431 \\ .2638715 \\ \hline \end{array}$ |  |  |



$$
\& \begin{aligned}
& \left\langle E_{x}^{(I)}\right\rangle_{a v .} \\
& \left\langle E_{y}^{(I)}\right\rangle_{a v .} .
\end{aligned}
$$

$$
c=1.0
$$


$\delta_{x}=0.10$
*Reciprocally, for $\left.\begin{array}{l}a_{m}=0.50 \\ b=0.75\end{array}\right\} \quad \delta_{y}=0.15$

| .1086632 |
| :--- |
| .3135957 |

$$
\begin{aligned}
& \left\langle E_{x}^{(1)}\right\rangle_{a v .} . \\
& \left\langle E_{y}^{(I)}\right\rangle_{a v} .
\end{aligned}
$$



Values below diagonal
recorded by symetry.

$$
\begin{gathered}
\left\langle E_{x}^{(I)}\right\rangle \text { av. } \\
\&\left\langle E_{y}^{(I)\rangle}\right. \text { av. }
\end{gathered}
$$

| $a_{m}=0.36, b_{m}=0.36 \quad R=0.9$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0. | 0.05 | 0.10 | 0.15 | 0.20 | 0.25 |
| 0. |  | $\begin{gathered} .07895164 \\ 0 . \\ \hline \end{gathered}$ | $\begin{aligned} & .1603891 \\ & 0 . \\ & \hline \end{aligned}$ | $\begin{gathered} .2468736 \\ 0 . \\ \hline \end{gathered}$ | $\begin{gathered} .3411269 \\ 0 . \\ \hline \end{gathered}$ | $\begin{gathered} .4461357 \\ 0 . \\ \hline \end{gathered}$ |
| 0.05 | $\begin{gathered} 0 . \\ .07895164 \\ \hline \end{gathered}$ | $\begin{aligned} & .07833419 \\ & .07833419 \end{aligned}$ | $\begin{aligned} & .1591516 \\ & .07647937 \end{aligned}$ |  |  |  |
| 0.10 | $1603891 .$ | $\begin{aligned} & .07647937 \\ & .1591516 \end{aligned}$ | $\begin{aligned} & .1554348 \\ & .1554348 \end{aligned}$ |  |  |  |
| 0.15 | $\begin{gathered} 0 . \\ .2468736 \end{gathered}$ |  |  |  |  |  |
| 0.20 | $\begin{gathered} 0 . \\ .3411269 \\ \hline \end{gathered}$ |  |  |  | . |  |
| 0.25 | $\begin{gathered} 0 . \\ .4461357 \\ \hline \end{gathered}$ |  |  |  |  |  |

Values below diagonal
recorded by symmetry

Values for
$a_{m}=b_{m}$
are identical to those
for other $a_{m}=b_{m}\left(e . g ., a_{m}=b_{m}=0.60\right)$.

## C. Illustrations

To illustrate these image effects--e.g., in relation to the "direct" field of the beam--we have considered the particular case of a $\lambda=1$ beam with $a=7.5, b=5.0$ and $f=\sqrt{a^{2}-b^{2}}=\sqrt{31.25} \cong 5.590$. Such a beam may be typical of one traversing an A-G focusing structure as adopted for an induction linear accelerator for a heavy-ion driver in a HIF research program. Curves are presented graphing $E_{x} \xrightarrow{\text { vs. }} x$ at $y=0$ and $E_{y}$ vs. $y$ for $x=0$ when such an ellipse is situated centrally between four hyperbolic grounded conductors characterized by $x^{2}-y^{2}= \pm c^{2}$ with $c=10$.

For comparison we also present similar curves for two alternative boundary surfaces:
a concentric circular boundary ( $R=10$.) , or
an elliptical boundary that fits snugly (and hence confocally) around the beam.

One should recognize that in the case in which hyperbolic boundaries are present, the distinctive feature of the image fields is perhaps not their magnitudes but rather the pronounced content of third-order terms (arising from the term $c_{4} r^{4} \cos 4 \theta$ in the image-field potential). Accordingly, for $a>b$, this can result in the image-field contribution to $\left.E_{y}{ }^{(I)}\right|_{x=0}$ remaining quite small for all $|x| \leq b$. Thus, in the present example, by the time that the contribution of $c_{2}$ to $\left.E_{y}{ }^{(I)}\right|_{x=0}$ has become somewhat significant (say at $y=4$ in this example) the contribution of $c_{4}$ may virtually cancel the $c_{2}$ contribution:

|  | $y=3.75$ | $y=4.00$ |
| :--- | :--- | :--- |
| Contribution from $c_{2}$ | -0.00484 | $-0.00517^{-}$ |
| Contribution from $c_{4}$ | +0.00438 | +0.00532 |

with, at these radii, terms of higher order individually contributing amounts less than $10^{-4}$ in magnitude.






[We recall that the coefficient $c_{2}$ in the image-field formula is present as a result of the eccentricity of the ellipse, while a significant value of $c_{4}$ will occur even when $a / b=1$ (as a result of the 4 -fold character of the . boundary structure presented by the hyperbolic surfaces.)]

A circular boundary concentrically surrounding as elliptical beam also gives rise to non-linear image fields, but such effects appear to be less dramatic--and indeed in the example treated here the image fields are seen to be rather weak. The image fields resulting from the confocal elliptical boundary (that in our example snugly surrounds the beam) appear to be reasonably pronounced in magnitude, while being linear. It may be pointed out that, as Regenstreif has already noted (CERN Report CERN/PS/DL 77-37)* the image field due to the presence of the surrounding circular chamber reduces the field arising from the isolated beam in the direction parallel to the major axis and increases the isolated-beam field in the direction parallel to the minor axis.

Returning to the case of the elliptical beam centered within the four hyperbolic boundaries, one will recognize that the cancellation we have seen to occur between the $c_{2}$ and $c_{4}$ - terms in forming $\left.E_{y}(I)\right|_{x=0}$ is associated with a corresponding very flat plot of image-field potential vs. $y$ at $x=0$. Finally, with respect to the displacement of such a beam, by an amount $\delta$ along the $x$ axis, we present here a curve of relevant fields that then arise $\left[E_{x}(\delta, 0)\right.$ and $\left.\left\langle E_{x}\right\rangle a v.\right]$ and that exhibit some non-linear character as a function of $\delta$.

[^3]


XBL 807-10721
MMAGE-FIELD POTENTIAL at $x=0$.


XBL 808-10720

MAGE-fELD POTENTAL at $\mathrm{y}=0$.


## v. SUMMARY

The problem considered was an evaluation of the 2 D image field* that arises from an elliptical charge distribution situated within four hyperbolic surfaces $x^{2}-y^{2}= \pm c^{2}$. The principal axes of the ellipse (semi-axes $a \& b)$ are taken to be parallel to the $x$ and $y$ axes of the co-ordinate system, but the semi-axis in the $x$ direction (a) need not necessarily be greater than that in the $y$ direction (b). The charge density throughout the ellipse is regarded as constant, with an overall linear density $\lambda=+1$ esu/cm and with results expressed in un-rationalized cgs electrostatic units. The elliptical charge distribution may be either centrally located between the four hyperbolic surfaces, or displaced from the center by a distances $\delta_{x}, \delta_{y}$ along the $x$ and $y$ axes. [Note: The effect of a displacement exclusively along the $y$-axis is readily inferrable from results obtained for an $x$-axis displacement with the ratio $a / b$ inverted.]

Aided by some preliminary reformulation of this problem through the use of some conformal transformations discussed in Appendices, the problem just posed has been solved computationally (Program GBIMG or GB4MG) to provide the image-field potential (as well as the approximate total--image + direct-potential) at any field point $(x, y)$ situated within the circle $r=c$, and numerical finite-differences evaluations of -grad $V$ would provide one means of obtaining the corresponding electric fields. Alternatively, however, a loop scan to evaluate potential values at a sequence of points equally spaced around a circle provides values that the program then (optionally) has been designed to analysize into a truncated trigonometric series for

[^4]the image-field potential in the form
$$
v^{(I)}=c_{0}+\sum_{k=1}^{17} c_{k}\left(\frac{r}{c}\right)^{k} \cos k \theta+\sum_{k=1}^{18} s_{k}\left(\frac{r}{c}\right)^{k} \sin k \theta
$$
--from which image fields can be obtained by evaluating the negative gradient of this expression. The same coefficients as are generated for this trignometric development then also (optionally) can be employed to evaluate both the image field at the centroid of the beam (at $\delta_{x}, \delta_{y}$ ) and the average field (obtained by Gaussian integration over the area of the possibly displaced beam)-- as may be of interest in connection with the dynamical movement of the beam as-a-whole.

Results obtained in many runs (with different values for the various relevant parameters) have been recorded in a number of Tables and several graphs have been drawn to illustrate such results. A most distinctive property of the image field for this configuration is the pronounced contribution of a $c_{4}\left(\frac{r}{c}\right)^{4} \cos 4 \theta$ term in the associated image-field potential function ( $r<c$ ) and the consequent third-order non-linearily in the components of the image field itself. Thus for a centrally-located circular beam (independent of the size of $\mathrm{a}(=\mathrm{b})$ relative to c ) one finds the image-field potential to be in excellent agreement with

$$
V^{(I)}=\text { const. }-\lambda\left[\frac{\pi^{2}}{48}\binom{r}{r}^{4} \cos 4 \theta+\frac{7 \pi^{4}}{23040}\left(\frac{r}{c}\right)^{8} \cos 8 \theta+\ldots\right]
$$

as predicted for this case by Lloyd Smith. ${ }^{(4)}$ [Note eccentricity of the ellipse can give rise to coefficients $c_{2}$ etc., and a displacement to coefficients $c_{1}, s_{1}$ etc., but coefficients $c_{4}$ etc. can always be expected as a consequence of the 4 -fold character of the boundary surfaces.]

The results obtained for image fields (or for total--direct plus image-fields) that would act on individual particles of the beam in the present configuration have been compared (or contrasted) with the corresponding fields that would arise from a few other boundary configurations that have been examined in the past. As stated previously, the distinctive feature of the configuration examined here appears to be the pronounced non-linearity-say of $\left.E_{x}{ }^{(I)}\right|_{y=0}$ vs. $x$ (as is particularly noticeable for $a>b$, when $c_{2}$ and $c_{4}$ terms add in forming $E_{X}$ rather than effect some considerable cancellation).

It will be recognized that the results presented here lack significance to some extent in that the assumed constant density of charge throughout an elliptical beam may not represent a truly stationary distribution of charge in view of the special dynamical effects that may arise from non-linear image forces acting on the particles of the beam. We are not at this time in a position to comment further concerning the dynamical consequences of the non-linear forces whose existance has been emphasized here (perhaps also, in some applications, with a distinctive $A G$ or non-AG character) and certainly not concerning the extent to which the assumed constant density distribution will differ significantly from one that has a stationary character. It may, however, be of interest to suggest that, as G. Lambertson has kindly commented, the non-linearities introduced by the 4 -fold character of the hyperbolic boundary structure considered here might be reduced or suppressed by use of a more circular structure (perhaps composed of many isolated electrodes) onto which appropriate potentials could be individually applied to create, when desired, a suitable (e.g., quadrupole) applied electric field.

Finally, for possible practical use (or for approximate dynamical computations) we have undertaken to provide some approximate handy formulas to describe in broad terms the salient results of the present work--thus (with $\lambda=1$ statcoulomb/ cm) :

For a Centered Beam:

$$
\begin{aligned}
& c_{2} \cong-0.98\left(\frac{a b}{c^{2}}\right) \log _{10}\left(\frac{a}{b}\right) \\
& c_{4} \cong-0.2056 \\
& c_{6} \cong-0.16\left(\frac{a b}{c^{2}}\right) \log _{10}\left(\frac{a}{b}\right) \\
& c_{8} \cong-0.0296 \\
& c_{10} \cong-0.039\left(\frac{a b}{c^{2}}\right) \log _{10}\left(\frac{a}{b}\right) \\
& c_{12} \cong-0.0051
\end{aligned}
$$

where $\log _{10}$ denotes the logarithm to the base 10 . Similarly
For a Beam Displaced only in the $x$ Direction:

$$
\begin{aligned}
& c_{1} \cong-1.6\left[1.0+0.48\left(\frac{a b}{c^{2}}\right) \log _{10}\left(\frac{a}{b}\right)\right] \frac{\delta x}{c} \\
& E_{x}(I)\left(\delta_{x}, 0\right) \cong 1.6\left[1.0+1.68\left(\frac{a b}{c^{2}}\right) \log _{10}\left(\frac{a}{b}\right)\right] \frac{\delta_{x}}{c^{2}}, \\
& \left\langle E_{x}(I)\right\rangle_{a v .} \cong 1.6\left[1.0+3.94\left(\frac{a b}{c^{2}}\right) \log _{10}\left(\frac{a}{b}\right)\right] \frac{\delta_{x}}{c^{2}},
\end{aligned}
$$

where we may be overlooking, however, non-linear dependencies on $\delta_{x}$ that could be significant for sufficiently great values of $\delta_{x} / c$.* Also, more generally, For a Beam Displaced by $\delta_{x}, \delta_{y}$ :

$$
\begin{aligned}
& \left\langle E_{x}(I)\right\rangle_{a v .} \cong \frac{1}{c}\left[2 A_{1}\left(\frac{\delta^{c}}{c}\right)+4 A_{2}\left(\frac{\delta_{x}}{c}\right)^{3}+2 A_{5}\left(\frac{\delta^{x}}{c}\right)\left(\frac{\delta^{\prime}}{c}\right)^{2}\right] \\
& \left\langle E_{y}(I)\right\rangle_{a v .} \cong \frac{1}{c}\left[2 A_{4}\left(\frac{\delta y}{c}\right)+4 A_{7}\left(\frac{\delta x}{c}\right)^{3}+2 A_{5}\left(\frac{\delta^{\prime}}{c}\right)^{2}\left(\frac{\delta^{\prime}}{c}\right)\right]
\end{aligned}
$$

[^5]where
\[

$$
\begin{array}{cc}
A_{1} \cong 0.785+3 \frac{a b}{c^{2}} \log _{10} \frac{a}{b}, & A_{2} \cong 0.834+3 \frac{a b}{c^{2}} \log _{10} \frac{a}{b}, \\
A_{4} \cong 0.785-3 \frac{a b}{c^{2}} \log _{10} \frac{a}{b}, & A_{7} \cong 0.834-3 \frac{a b}{c^{2}} \log _{10} \frac{a}{b}, \\
A_{5} \cong-\left[2.48_{64}+\left(6.5 \frac{a b}{c^{2}} \log _{10} \frac{a}{b}\right)^{2}\right] .
\end{array}
$$
\]
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3. If one wishes to interpert the results presented in this note in terms of MKS-C (SI) units, one may regard the results as applying to a charge density of 1 coulomb/meter, employ meters as distance units throughout, and divide reported values of potential (or field-strength) by $4 \pi \varepsilon_{0}$ to obtain results in volts (or volts/meter).

$$
\left[\frac{1}{4 \pi \varepsilon_{0}}=\frac{\mu_{o}}{4 \pi} c^{2}=10^{-7} c^{2} \cong 8.987_{554} \times 10^{9} ; 4 \pi \varepsilon_{0} \cong 1.1126_{5} \times 10^{-10}\right]
$$

4. Lloyd Smith (private communication) has kindly provided, as a result of analytic evaluation of the image-field potential of a unit line charge centrally situated between the hyperbolic electrodes $\left(x^{2}-y^{2}= \pm c^{2}\right)$, the expression

$$
\begin{aligned}
V^{(I)} & =\text { Const. }-\lambda\left[\frac{1}{4}\left(\sum_{n=0} \frac{(-1)^{n}}{(n+1)^{2}}\right)\left(\frac{r}{c}\right)^{4} \cos 4 \theta+\frac{1}{32}\left(\sum_{n=0} \frac{(-1)^{n}}{(n+1)^{4}}\right)\left(\frac{r}{c}\right)^{8} \cos 8 \theta+\ldots\right. \\
& =\text { Const. }-\lambda\left[\frac{\pi^{2}}{48}\left(\frac{r}{c}\right)^{4} \cos 4 \theta+\frac{7 \pi^{4}}{23040}\left(\frac{r}{c}\right)^{8} \cos 8 \theta+\ldots\right],
\end{aligned}
$$

so that (for example)

$$
\left.\begin{array}{rl}
E_{x} \text { (I) or }\left.y\right|_{y=0} & =\frac{\lambda}{c}\left[\frac{\pi^{2}}{12}\left(\frac{x \text { or } y}{c}\right)^{3}+\frac{7 \pi^{4}}{2880}\left(\frac{x \text { or } y}{c}\right)^{7}+\ldots\right] \\
\text { or } x=0
\end{array}\right] \quad \begin{aligned}
& \cong \frac{\lambda}{c}\left[0.822467\left(\frac{x \text { or } y}{c}\right)^{3}+0.23676^{-}\left(\frac{x \text { or } y}{c}\right)^{7}+\ldots\right]
\end{aligned}
$$

Our computational program for a small, almost circular, beam. (with $\lambda=1)$, centered at the origin ( $a=0.11 c, b=0.10 c$, and $\delta_{x}=\delta_{y}=0$ ) gives results for which the $4 \theta$ and $8 \theta$ terms in $V^{(I)}$ imply

$$
E_{x}^{(I)} \text { or }\left.y\right|_{\substack{y=0 \\ \text { or } x=0}}\left[=\frac{1}{c}\left[0.82247^{-}\left(\frac{x \text { or } y}{c}\right)^{3}+0.23675\left(\frac{x \text { or } y}{c}\right)^{7}+\ldots\right]\right.
$$

(in agreement with Dr. Smith's results for the limiting case of a centered beam), while harmonic contributions to $V^{(I)}$ other than those of the type $4 n \theta$ have been seen to tend to zero as the (centered) beam becomes small in its physical dimensions. This illustrates a case in which the 4 -fold symmetry of the boundary introduces dominant non-linear terms into the image fields that act on individual particles of the beam.
5. Within an elliptical beam (with $\lambda=1$ ), of constant charge density throughout its cross-section, one expects the "direct" self field to be ${ }^{(6)}$ the linear field noted below:

Along the $x$ axis:

$$
E_{x}=4 \frac{x}{a(a+b)} \quad \text { (e.s.u.) }
$$

Along the $y$ axis:

$$
E_{y}=4 \frac{y}{b(a+b)} \quad \text { (e.s.u.). }
$$

6. L. C. Teng, "Transverse Space-Change Effects", ANLAD-59 (Argonne National Laboratory, Argonne, Ill.; February 1, 1963). See also early papers cited in Ref. 1.

## APPENDIX A

## THE TRANSFORMATION

The starting configuration to be analyzed, and that in a sense serves as a Green's Function, is that sketched below--in which a unit line charge ( $\lambda=1$ e.s.u.) is situated at $a$, b within grounded hyperbolic cylinders $x^{2}-y^{2}= \pm c^{2}$.


The solution to this problem will permit, by subsequent integration (in practice, numerical integration), the evaluation of the electrostatic potential function for a charged beam situated within this set of hyperbolic conducting surfaces.

The electrostatic problem just posed can be taken to have the solution provided by one-fourth of the sum of the solutions to the four problems presented by the four sketches that follow:

CASE IA


CASE IB


## CASE II



CASE III


In these several cases the $x$ and $y$ axes become either equipotential surfaces ( $V=0$ ) or stream lines, as follows:

| CASE | -axis | $y$-axis |
| :---: | :---: | :---: |
| IA | Stream Line | $V=0$. |
| IB | $V=0 . \therefore$ | Stream Line |
| II | Stream Line | Stream Line |
| III | $V=0$. | $V=0$. |

We accordingly may analysize each of these individual cases by first applying a conformal transformation (or transformations) applicable directly in each case to the first quadrant.* We note, moreover, that Case IB becomes identical, with respect to the potential function, to Case IA if the source co-ordinates $a, b$ are interchanged and if the field-point co-ordinates $x, y$ also are interchanged.

We now continue by first examining Case II, for which both co-ordinate axes constitute stream lines.
*Solutions obtained for situations in which both the source point and the field point lie in the first quadrant can subsequently be so re-interpreted to account for situations in which one or both of these points may lie in any other quadrant.

CASE II.
We first apply the transformation $z^{-}=(z / c)^{2}$; i. .e.,

$$
\left.\begin{array}{l}
x^{\prime}=\left(x^{2}-y^{2}\right) / c^{2} \\
y^{\prime}=2 x y / c^{2}
\end{array}\right\}
$$

to obtain in the $z^{\prime}$ plane the situation sketched immediately below, in which the full line segment $-1<x^{\prime}<1, y^{\prime}=0$ constitutes a stream line:


Equivalent to this situation, of course, is the extension shown below,

in which (through inclusion of the second line charge, below the dashed line) the dashed line automatically constitutes a stream line.

The problem of a single unit line charge situated between a pair of parallel conducting plates is a familiar one (Appendix B), so, with reference to the preceding sketch, we may apply the result of that case (by superposition of results for unit line charges $a t a^{\prime}, b^{\prime}$ and at $a^{\wedge}, b^{\prime}$, with a field point at $x^{\prime}, y^{\prime}$ ) to obtain

$$
\begin{aligned}
& V_{I I}=-\left[\begin{array}{ll}
\ln \frac{\cosh \frac{\pi}{2}\left(y^{\prime}-b^{\prime}\right)-\cos \frac{\pi}{2}\left(x^{\prime}-a^{\prime}\right)}{\cosh \frac{\pi}{2}\left(y^{\prime}-b^{\prime}\right)+\cos \frac{\pi}{2}\left(x^{\prime}+a^{\prime}\right)}
\end{array}\right. \\
&\left.+\ln \frac{\cosh \frac{\pi}{2}\left(y^{\prime}+b^{\prime}\right)-\cos \frac{\pi}{2}\left(x^{\prime}-a^{\prime}\right)}{\cosh \frac{\pi}{2}\left(y^{\prime}+b^{\prime}\right)+\cos \frac{\pi}{2}\left(x^{\prime}+a^{\prime}\right)}\right], \\
& x^{\prime}=\left(x^{2}-y^{2}\right) / c^{2}
\end{aligned} \quad b^{\prime}=2 a b / c^{2} .
$$

where

Although this result for Case II has been derived for source and field points in Quadrant I of the original $z$ plane, it is evident from the symmetry of the original sketch describing this case that a reversal of sign of any one or more of the quantities $a, b, x$, or $y$ would affect neither the magnitude nor sign of the potential function $V_{I I}$ for this Case II. We accordingly, for this evaluation, may perform the transformation from unprimed to single-primed variables by use of $|a|,|b|,|x|$, and $|y|$ -- and then evaluate $V_{I I}$ through use of the formula presented (in terms of primed variables) above.

## CASE III:

The situation designated as Case III may be treated by again introducing the transformation $z^{\prime}=(z / c)^{2}$ for transformation of the first quadrant of the $z$ plane. In this case, however, the full line segment $-1<x^{\prime}<1$, $y^{\prime}=0$ is to be regarded as characterized by $V=0$. -- as indicated below:

or, equivalently,

where, in this latest diagram, the introduction of the line charge $\lambda=-1$ below the dashed line automatically results in this dashed line assuming the potential value $\mathrm{V}=0$.

Accordingly, for this Case III, we again may make the transformation from unprimed to single-primed variables (taking the former with positive values, as if they were in the first quadrant of the 2 plane) and then make use of the known results for a line charge between parallel conducting plates.: In this instance, however, we note the assignment of the negative value $\lambda=-1$ to the line charge at $a^{\wedge},-b^{\prime}$ and write

$$
\begin{aligned}
V_{I I I}=-[\ln & \frac{\cosh \frac{\pi}{2}\left(y^{-}-b^{\prime}\right)-\cos \frac{\pi}{2}\left(x^{-}-a^{\prime}\right)}{\cosh \frac{\pi}{2}\left(y^{\prime}-b^{\prime}\right)+\cos \frac{\pi}{2}\left(x^{-}+a^{\prime}\right)} \\
& \left.-\ln \frac{\cosh \frac{\pi}{2}\left(y^{\prime}+b^{\prime}\right)-\cos \frac{\pi}{2}\left(x^{-}-a^{\prime}\right)}{\cosh \frac{\pi}{2}\left(y^{\prime}+b^{\prime}\right)+\cos \frac{\pi}{2}\left(x^{-}+a^{\prime}\right)}\right] .
\end{aligned}
$$

With $V_{\text {III }}$ evaluated through use of primed variables derived from $|a|,|b|$, $|x|$, and $|y|$, inspection of the original z-plane sketch for Case III indicates that each change of sign of $a, b, x$, or $y$ should imply a sign reversal of $V_{\text {III }}$. With $V_{\text {III }}$ orginally evaluated as indicated above, we then append the instruction that IF $a \cdot x \cdot b \cdot y<0$, then a sign reversal of $V_{\text {III }}$ is to be imposed.

For Case IA we once again may transform from $|a|,|b|,|x|,|y|$ to the single-primed variables in the manner indicated previously--now resulting in the boundary-value problem sketched below:

$z^{\wedge}$ plane
in which the left-hand portion of the $x^{-}$axis ( $-1<x^{\prime}<0$ ) is to be at zero potential, while the right-hand portion ( $0<x^{-}<1$ ) constitutes a stream line.

A sequence of two additional transformations now serves, first, to straighten out the $90^{\circ}$ corners, and then, second, to bend upward again the portions of the boundary that are at zero potential. Thus, following the transformation to the single-prime variables, we perform the SchwartzChristoffel transformation

$$
\left.\begin{array}{c}
z^{\prime \prime}=\sin \frac{\pi}{2} z^{\prime}  \tag{i}\\
\text { i.e.. } \quad x^{\prime \prime}=\sin \frac{\pi}{2} x^{\prime} \cosh \frac{\pi}{2} y^{\prime} \\
y^{\prime \prime}=\cos \frac{\pi}{2} x^{\prime} \sinh \frac{\pi}{2} y^{\prime}
\end{array}\right\},
$$

followed by an inversely somewhat similar Schwartz-Christoffel transformation

$$
\begin{gather*}
z^{\prime \prime \prime}=\frac{2}{\pi} \sin ^{-1}\left(2 z^{\prime \prime}-1\right) \\
{\left[\text { or, equivalently, } \quad z^{\prime \prime}=\frac{1+\sin \frac{\pi}{2} z^{\prime \prime}}{2}\right]} \tag{ii}
\end{gather*}
$$

The results of these additional transformations, (i) \& (ii), then are as sketched below:

and


The resulting problem, as presented in the $z^{\prime \prime \prime}$ plane, is thus seen to be identical to that presented in the $z^{\wedge}$ plane of Case II. For the present Case IA, then, we accordingly write

$$
\begin{aligned}
V_{I A}=- & {\left[\ln \frac{\cosh \frac{\pi}{2}\left(y^{\prime \prime}-b^{\prime \prime \prime}\right)-\cos \frac{\pi}{2}\left(x^{\prime \prime \prime}-a^{\prime \prime \prime}\right)}{\cosh \frac{\pi}{2}\left(y^{\prime \prime \prime}-b^{\prime \prime \prime}\right)+\cos \frac{\pi}{2}\left(x^{\prime \prime \prime}+a^{\prime \prime \prime}\right)}\right.} \\
& \left.+\ln \frac{\cosh \frac{\pi}{2}\left(y^{\prime \prime \prime}+b^{\prime \prime \prime}\right)-\cos \frac{\pi}{2}\left(x^{\prime \prime \prime}-a^{\prime \prime \prime}\right)}{\cosh \frac{\pi}{2}\left(y^{\prime \prime \prime}+b^{\prime \prime \prime}\right)+\cos \frac{\pi}{2}\left(x^{\prime \prime \prime}+y^{\prime \prime \prime}\right)}\right] .
\end{aligned}
$$

 be reversed in sign.

Case IB.
As was noted earlier, the problem posed by Case $I B$ becomes identical to that of Case IA if we interchange the $x$-plane values of $a$ with $b$ and of $x$ with $y$. For Case $I B$, then, we accordingly first obtain new values for the single-prime variables

$$
\begin{array}{ll}
x^{\prime}=\left(|y|^{2}-|x|^{2}\right) / c^{2} & a^{\prime}=\left(|b|^{2}-|a|^{2}\right) / c^{2} \\
y^{\prime}=2|x y| / c^{2} & b^{\prime}=2|a b| / c^{2}
\end{array}
$$

and then, with these single-prime variables, proceed through the same succeeding transformations as before to obtain new values of the corresponding triple-prime variables. With these new triple-prime variables, one next evaluates $V_{I B}$ through substitution into the formula given previously for $V_{\text {IA }}$ and then reverses the sign of the result if the original z-plane coordinates are such that $b \cdot y<0$.

## SUMMARY

The total potential of the single unit line charge in the problem originally posed ( $\lambda=1$. e.s.u., at $a, b)$ then is given by

$$
V^{(T)}=\frac{1}{4}\left(V_{I A}+V_{I B}+V_{I I}+V_{I I I}\right)
$$

The associated image-field potential is then obtained by subtracting the "direct" potential--specifically by forming*

$$
v^{(I)}=v^{(T)}+\ln \frac{(x-a)^{2}+(y-b)^{2}}{c^{2}}
$$

[^6]
## APPENDIX B

## POTENTIAL OF A LINE CHARGE PARALLEL TO,

## AND BETWEEN, TWO PARALLEL GROUNDED CONDUCTING PLATES

For parallel conducting planes at $y= \pm h$ and a line charge $\lambda$ (c.g.s. e.s.u.) at $x=x_{1}, y=y_{1}$, the transformation $z^{\prime}=\exp \frac{\pi(z+i h)}{2 h}$ carries the conducting planes to the $x^{\wedge}$ axis of the $z^{\prime}$ plane. The points $z= \pm i h$ $(x=0, y= \pm h)$ lie at $z^{\prime}=\mp 1$. The source point goes to $z^{\prime}-p l a n e$ coordinates $-e^{\pi x_{1} / 2 h} \sin \frac{\pi y_{1}}{2 h}, e^{\pi x_{1} / 2 h} \cos \frac{\pi y_{1}}{2 h}$, its image then becomes -e $\pi x_{1} / 2 h \sin \frac{\pi y_{1}}{2 h},-e^{\pi x_{1} / 2 h} \cos \frac{\pi y_{1}}{2 h}$, and the field point becomes $-e^{\pi x / 2 h} \sin \frac{\pi y}{2 h}, e^{\pi x / 2 h} \cos \frac{\pi y}{2 h}$ in this $z^{\prime}$ plane.


The potential function then becomes

$$
V=-\lambda \ln \left[\frac{\left(e^{\pi x / 2 h} \sin \frac{\pi y}{2 h}-e^{\pi x_{1} / 2 h} \sin \frac{\pi y_{1}}{2 h}\right)^{2}+\left(e^{\pi x / 2 h} \cos \frac{\pi y}{2 h}-e^{\pi x_{1} / 2 h} \cos \frac{\pi y_{1}}{2 h}\right)^{2}}{\left(e^{\pi x / 2 \hbar} \sin \frac{\pi y}{2 h}-e^{\pi x_{1} / 2 h} \sin \frac{\pi y_{1}}{2 h}\right)^{2}+\left(e^{\pi x / 2 \alpha} \cos \frac{\pi y}{2 h}+e^{\pi x_{1} / 2 h} \cos \frac{\pi y_{1}}{2 h}\right)^{2}}\right]
$$

* The transformation employed in this Appendix was introduced in Appendix. B, 1 (pp. 352-353) of L. J. Laslett, "On Intensity Limitations Imposed by Transverse Space - Charge Effects in Circular Particle Accelerators," in Proc. 1963 Summer Study on Storage Rings, Accelerators and Experimentation at super-High Energies (J. W. Bittner, Ed.), pp. 324-367 (BNL 7534, Brookhaven National Lab., Upton, Long Island, N.Y.; (1963).
and after some algebraic manipulation is found to be expressible as
$V=-\lambda \ln \left[\frac{\cosh \frac{\pi\left(x-x_{1}\right)}{2 h}-\cos \frac{\pi\left(y-y_{1}\right)}{2 h}}{\cosh \frac{\pi\left(x-x_{1}\right)}{2 h}+\cos \frac{\pi\left(y+y_{1}\right)}{2 h}}\right]$

With a re-orientation of the diagram, to become

the result may be written
$V=-\lambda \ln \left[\frac{\cosh \frac{\pi}{2 h}\left(y-y_{1}\right)-\cos \frac{\pi}{2 h}\left(x-x_{1}\right)}{\cosh \frac{\pi}{2 h}\left(y-y_{1}\right)-\cos \frac{\pi}{2 h}\left(x+x_{1}\right)}\right]$

It is this last form of which we have made use in Appendix $A$ of the present work, with allowances of differences in notation and with recognition of the fact that (in these applications) more than one line charge may need be considered present.

# APPENDIX C <br> IMAGE FIELDS FROM AN ELLIPTICAL BEAM 

SURROUNDED BY A CONFOCAL ELLIPTICAL CYLINDER
OR BY A COAXIAL CIRCULAR CYLINDER

For comparison with some of the results presented in the body of the present report, we summarize here results for cases in which a uniform elliptical beam is surrounded either (1) by a confocal elliptical cylinder or (2) by a coaxial circular cylinder.

## 1. Surrounding Confocal Elliptical Cylinder*

We consider here a uniform elliptical beam with semi-axes $\underline{a}$ and $\underline{b}$ (focal length $f=\sqrt{a^{2}-b^{2}}$ ) surrounded by a confocal elliptical conducting cylinder. In this case it is found that the image fields are strictly linear. The result has been briefly included in some of our early transport computations, but appeared to be of little consequence in that work.

The electrostatic potential problem in this case may be analyzed in terms of elliptical co-ordinates generated by the transformation

$$
z=x+i y=f \operatorname{Cosh}(u+i v)
$$

namely

$$
\left.\begin{array}{lll}
x=f & \cosh u & \cos v \\
y=f & \sinh u & \sin v
\end{array}\right\}
$$

[^7]The major and minor semi-axes of the beam boundary then are

$$
a=f \cosh u_{E} \text { and } b=f \sinh u_{E}
$$

where $u_{E}$ refers to the edge of the beam. From the weil known* expression for the "direct" field of such a beam (when isolated),

$$
E_{x}^{(D)}=4 \lambda \frac{x}{a(a+b)} \text { and } E_{y}^{(D)}=4 \lambda \quad \frac{y}{b(a+b)} \quad \text { (e.s.u.) }
$$

within the beam, we may write the associated direct potential function as

$$
\begin{aligned}
v^{(D)} & =-2 \lambda\left[\frac{x^{2}}{a(a+b)}+\frac{y^{2}}{b(a+b)}\right]+\text { const. } \\
& =-2 \lambda \frac{f^{2}}{a+b}\left[\frac{1}{a} \cosh ^{2} u \cos ^{2} v+\frac{1}{b} \sinh ^{2} u \sin ^{2} v\right]+\text { const. } \\
& =-\lambda \frac{f}{a+b}\left[\frac{\cosh 2 u+1}{2 \operatorname{Cosh} u_{E}}(1+\cos 2 v)+\frac{\cosh 2 u-1}{2 \sinh u_{E}}(1-\cos v)\right]+\text { const. }
\end{aligned}
$$

within the beam ( $u \leq u_{E}$ ), and correspondingly
$\frac{\partial V^{(D)}}{\partial u}=-\lambda \frac{f}{a+b}\left[\frac{\sinh 2 u}{\operatorname{Cosh} u_{E}}(1+\cos 2 v)+\frac{\sinh 2 u}{\operatorname{Sinh} u_{E}}(1-\cos 2 v)\right]$
at the boundary. This direct internal potential and normal derivative may be matched to a harmonic external direct potential function
$v^{(D)}=-\lambda \frac{f}{a+b}\left[e^{u_{E}-2 u} \cos 2 v+2 e^{u_{E}} \cdot u\right]+$ const. for $u \geq u_{E}$.

[^8]The image field required to make the surrounding elliptical conductor ( $u=u_{w}$ ) an equipotential then must be characterized by the supplementary potential function

$$
\begin{aligned}
v^{(I)} & =+\lambda \frac{f}{a+b}\left[\frac{e^{u_{E}}-2 u_{w}}{\operatorname{Cosh} 2 u_{w}} \cosh 2 u \cos 2 v\right]+\text { const. , } \\
& =\lambda \frac{f}{a+b} \frac{e^{u_{E}-2 u_{w}}}{\cosh 2 u_{w}}\left[2 \frac{x^{2}-y^{2}}{f^{2}}+1\right]+\text { cost., }
\end{aligned}
$$

or simply by

$$
V^{(I)}=\frac{2 \lambda}{a+b} \frac{e^{u_{E}-2 u_{w}}}{f \cosh 2 u_{w}} \cdot\left(x^{2}-y^{2}\right) \quad\left[u \leq u_{w}\right]
$$

It is noted that this potential implies exclusively linear image fields in this case.

In the special case that the elliptical tube fits snugly around the beam $\left(u_{w} \rightarrow u_{E}\right), v^{(I)}$ becomes

$$
v^{(I)}=2 \lambda \frac{a-b}{a+b} \frac{x^{2}-y^{2}}{a^{2}+b^{2}}
$$

(since $e^{-u_{E}}=\cosh u_{E}-\sinh u_{E}=\frac{a-b}{f}$ and
$\left.\cosh 2 u_{E}=\cosh ^{2} u_{E}-\sinh ^{2} u_{E}=\frac{a^{2}+b^{2}}{f^{2}}=\frac{a^{2}+b^{2}}{a^{2}-b^{2}}\right)$.
In this case, then, the image fields become
$E_{x}^{(I)}=-4 \lambda \frac{a-b}{a+b} \frac{x}{a^{2}+b^{2}}$ and $E_{y}^{(I)}=+4 \lambda \frac{a-b}{a+b} \frac{y}{a^{2}+b^{2}} \quad\left(u_{w}=u_{E}\right)$.

To obtain, finally the total space-charge field for this special case, we add

$$
E_{x}{ }^{(D)}=4 \lambda \frac{x}{a(a+b)} \quad \text { or } \quad E_{y}^{(D)}=4 \lambda \frac{y}{b(a+b)}
$$

to obtain

$$
E_{x}=4 \lambda \frac{b}{a} \cdot \frac{x}{a^{2}+b^{2}} \quad \text { and } \quad E_{y}=4 \lambda \frac{a}{b} \frac{y}{a^{2}+b^{2}} \quad\left(u \leq u_{E}=u_{w}\right)
$$

with $\nabla \cdot \vec{E}=\frac{4 \lambda}{a b}=4 \pi \frac{\lambda}{\pi a b}=4 \pi \rho$ (as required). It was these components of space-charge field that were employed in some brief tests of beam transport and that led to the conclusion that image fields introduced no pronounced effects in such a configuration as that just discussed.

## 2. Surrounding Coaxial Circular Cylinder*

With the elliptical beam again characterized by semi-axes $a, b$ and with the focal length $f=\sqrt{a^{2}-b^{2}}$, the surrounding conducting surface is now taken to be a co-axial circular cylinder of radius $R$. In this case the imagefield potential at a point $r, \theta$ can be written conveniently in the multipole form

$$
v^{(I)}=2 \lambda \ln \left[2\left(\frac{R}{f}\right)^{2}\right]-\lambda \sum_{n=1} c_{n}\left(\frac{f}{R}\right)^{2 n}\left(\frac{r}{R}\right)^{2 n} \cos 2 n \theta
$$

where

$$
c_{n}=\frac{(2 n-1)!}{2^{2 n-1} n!(n+1)!}
$$

Thus the image field at points along the $x$-axis can be written

$$
\begin{aligned}
E_{x}^{(I)} \mid y=0 & =-\left.\frac{\partial V(I)}{\partial r}\right|_{\theta}=0 \\
& =\lambda \sum_{n=1} 2 n c_{n} \frac{f^{2 n} r^{2 n-1}}{R^{4 n}}=\lambda_{n=1}^{\sum_{1} 2 n c_{n} \frac{f^{2 n} x^{2 n-1}}{R^{4 n}} \text { (e.s.u.), }}
\end{aligned}
$$

where the $c_{n}$ are as before. The form just shown exhibits most explicitly the occurrence of fields of various harmonic orders. The closed form presented by Regenstreif gives this same result as

[^9]$$
\left.E_{x}^{(I)}\right|_{y=0}=4 \lambda \frac{R^{4}}{f^{2} x^{3}}\left[1-\sqrt{1-\left(\frac{f x}{R^{2}}\right)^{2}}-\frac{1}{2}\left(\frac{f x}{R^{2}}\right)^{2}\right]
$$
in our units:
The corresponding forms for the image field along the $y$ axis are
\[

$$
\begin{aligned}
\left.E_{y}^{(I)}\right|_{x=0} & =\lambda \sum_{n=1}(-1)^{n} 2 n c_{n} \frac{f^{2 n} y^{2 n-1}}{R^{4 n}} \\
& =-4 \lambda \frac{R^{4}}{f^{2} y^{3}}\left[1-\sqrt{1+\left(\frac{f y}{R^{2}}\right)^{2}}+\frac{1}{2}\left(\frac{f y}{R^{2}}\right)^{2}\right]
\end{aligned}
$$
\]



```
634MG.12.4000.52003.45600..LASLETT
*660:.NOTADES.PSS
FGOOR(3)
LI3COPY(LASLETT,LI3/R3F,FATYY)
LIBCOPY(SOURこE.FEL/FBR.GB)
COPY(INOJT,12M,LIB,1RM,FIL.1F,DECK/PBR)
₹ETUPN,LうO.
マJN7E(SCマ,NL15000.I=JECK)
T!Y.
GO(TADETTY,TAPETTY)
ExIT.
JMP.
34P(16200)
TEXT,TAPETTY,GXEQ EFROPI.
こxIT.
TEXT,TAPETTY,ICOMO. EFKCP1.
FIN.
SESAME.
        DROERGY G3-MS(INPET, OUTPUT)
        COMMJN / COFJL / C, DX, DY, RADIJS, VBEG, VFND,
        F KASES, STEP, VISAV(3E)
            ZO4MJV / GOLJg / N, 4M, BH, UG(129). WG(129)
            JIMENSION SG(128), YG(128), CE(128), ENDPIS(2)
            JIMEVEION IRAY(?!
            34TG xaडTDJ. DI /
        5 171737517002305926J55,: i72162207732504205519 /
        OATA OOT, =2O /
        & 172052?0:732504205513, 171750574603334671043 /
        TATA KIND, <DTS / 1. J /
        NMAY = 12j S NSAVE = 0
        ROJ = PI/:90. S DOR=1@O.10I
        gail grvtty
        PRINT jOGO & GALL JOFE(l) 5 PRINT OOC3, L
=>>> JIAJVOSTIC PRIVT CF PJT (=PI/2) A TJP(=?/0I)
    PRINT 3OC~, DCT, DOT, TOR, TOO 5 ORINT 900J
10 PRINT 3010 CALL EATA(C,I) C = A3S(C)
:2 IF (こ.LE. J.) 60'0 10 5 PPINT 9011, こ
14 ORINT 3000 OEIN: j112 CAL: JATA{AM,1, EM,1)
    AM = 635(AM) B 3Y = 43S(9M)
15 PRINT 9111 F CALL TATAIOK,1,OY,1)
        IF ((ay+\Delta3S(J))).GF.C) GO PO 14
        IF((34+\DeltaヨS(OY)).G5.C) GO TO 14
        DRINT 700J F PINT 9011, C
        DQIV! Э000 s PEINT 7115, AM, SM, OX, JY
        PRIVR 302: DEAJ 7001,0
        IF (? . =0. INN) GC i2 800
        २AM = 1./AM S PEM = 1.164
*
19 bOJO = 0 LINE = 1
    DRINI 31ED S FE4D 3001. O
        IF (2.E3. 1fx) GC T= 20
        IF (2.EQ. 14r) GC - O 30
        IF (2.EO. 1+J) GC IN &0 & GO IJ 100
20 ORINT 9161 % CALL JATA(VBEG.I.VEND,I,KASES,1)
        PEINT ilGL & CALL IATA(r,i)
        LOJP=1 E GC TO 104
```



```
        PRINT Э&E三 % CALL EATA!X,1)
```

```
    LOJJ=2 60 IC 104
* KEES=O KKSES=3E VEND=355. & VBEG=5.
    PRINT 31?0 $ FFLJ 9001, 2
    IF (2 .NE. IHY) GC TE 41
    PRINT 31G7 % रिEAJ 9001. 2
    IF (2.EQ. IHN) LINE=O
    KEEP=1 I GO VC 42
&1 ORINT GIEE3 % CSLL OATA(VJEG.1.VENJ.I.KASES.1:
*2 ORINT ЭIGO F CALL JATA(FAJIUS.1)
    LOSO = 3 $ GC TS 104
*
100 JRINT 30DE G FEINT 9222 S CNLL JATA(X,1,Y,I)
```



```
    SRIVI 7011. こ SO TO 100
    CALL TरANS (X,Y,X1,Y1,X2,Y2,X3,Y3,C,MALJ)
    IF (YGLJ EO. 1) GC ro 100 
    SALL TEANS(Y,Y,XP:,YP1,XPZ,YD2,XP3,YP3,C,MILO)
    IF (YALO.ES. 1) GこTO 130
    PRIVI 3000 PCINY 9025. X, Y, C
    ORINT GCZÉ, K:, YI
    PRINT FO27, X2, Y2
    SRIVT 3023, <3, Y3
    PRINT 30OO & DEINT T12C & EEAU FOO1, O
    ORINT FCOO & IF (O.NE. IHY) SOTO 800
    ORINT 3OCC S FFINT G125 B CNLL JATA(N,1)
    IF (ILSS(NI.ET. NMAY) GO rO 10.
    -OJ< S PETNO 9130 E DEAO 3001. 0
    IF (2.EO. 1+Y) LOOK=1 b PRIN% 9350
    N= 4AXO(YINJ(IASE(N),NMEX),1)
    IF (V.EO.NS:VE) GO TO:OS E NSAJE=N
    ZALL SAJSSJIKINE,H,LLPHA, SETA.
    $KPTS,ENTJOTS,5G,XG,CC)
    IF (<IVJ.GT.&) GC IJ 102
    IF(<PTS NE. J) GO*C 10g
    L =N/2 S IF (L -EJ. O) 50 TO 10S
    If ((L+:-N),NE, O):G(L+1)=0.
    2010E 4=1,L b K=N-N+1
    XG(<) = 0.5*(x;(K)=XG(M)) * XG(M)=-XF(<)
    ZG(x)=CG(4)={.\Sigma*(こG(K) + CG(M))
10% SONIINJ:
109 IF (&OJK ES. 1) DP:NT 子00#
    OO 110M=1,N & LG(*)=XE(*) & NG(M)=CG(N)
```



```
11J CONTINJE
115 IF 1.0J2.EQ. 0) TO FO 200
    KASES = MAYO(:AZS(KASES),2)
    IF((LOOP.EO.3).ANS.(KFEO.EO.1))KASES=MAYO(KASES.6)
    STEO=(VENJ-V3EG)/(KASES-2.)
    JO 240<S=1.KASEE & MALO=J
    GO\J (12:,12E,12?):כOP
121 K=VミES + (KE-1.)*こ「60 b GO TV 130
122 V = VEES + (KJ-1.)=5T=P GN VC 130
123 AFj= 2JO*(v3!j* (Kミ-i.)*STEC)
```



```
-GOrJ130
130 IF (( (X*Y-Y*Y)**2) L! ( (C**4) =0 10 132
    MA:O=1 & FE:A: 91:1 & FOTO 23E
```



```
        IF (4alO .EQ. 0) GO 10 133
        PKINT 3190 S COTO 235
133 CAL- TRGNS(Y,X,XO:,YP1,XP2,YP2,XP3,YP3,C,MALO)
        IF (MALJ EEO. O) GO TO 200
        PRINT 9190 & GO IO 235
200 IF G.INE .EO. 11 PRIN! 7000
                SUMS = 0. & SLMVTS = 0.
    30 2?0 J=1,N SJMT = O. SUMVTT = 0.
    *S = こう(J) % う = xこ(J)
    30 210 I=1.N
    WT=こう(I) B T = KE(I) E ARG = DI*IT+I.)
    A = 0.E*AM*(S+1.)*2OS(AFG) + חX
    3 = 0.5*EM*(S*1.)*SIN(ARG) + DY
    If (A .vE. X) GO TC 202 E IF (3.NE. Y) GO TC 2:?
    PRINT 9120
    IF (LOOO.NE. 3) GO RC 23E % 50 TJ 250
202 CAL. TFANS(A,3,A:,91,A2,92,43,93,C,\ALO)
    IF (4ALJ .EQ. 0) GO TO 203 $ PRINT O190
    IF (.J32 .NS. 0) GC TO 235 E GO iO 259
203 こALL TRAH5(3,L,AD1,5P1,AD2,BP2,AD3,jP3,C,MALO)
    IF IMALU .EQ. O) GO TS 2OL & DRINT Q130
    IF (LTOJ.NE, O) GO TO 235 GO TO 250
204 SALL SETLVIA,P,X,Y,A1,31,X1,Y1,A3,B3,X3,Y3,
    $AP3,3P3,XD3,YO3,R,VTOT,VIMG,MALJ)
    SJMT = SUMT + WT"VIMG
    SUMVTT = SUMITT * NTEVTGT
210 SONTINJE
    SJ4S = SJMS + WS*(IE41.)*SUNT
    SUMVTS = SUMJTS WS*(S+1.)*SUMVT!
    CONTINJE & VIMG = 0.25*SUMS
                                VTOT = 0.2j.SUMVTS
    IF ILINE.EQ. OI GO ro 2és
    PRINT Э151, K, Y, E, N, VIY⿱幺人
    ORINT 3252. x. Y. C.N, VIMS, VTOT
    IF (.CJP .NE. 3) GO !O 235
    IF (<EEP.NE. 1) GO TO 235
    VIs@v(<う) = VIMG
*
235 こONTINJE & IF (MALO.NE. O) <EE2=0
    IF {-OJS .EA. OI GC IO 250
24O こONTINJE
-
    IF (.こうO .NE. 3) GO 10 25, 
    IF (<EEO .NE. 1) GO !O 250
    PRINT j1>1 & REAJ 3001, 2
    IF (2.E?. 1ny) C&LL FOUVI
250
    DRINT 3000 FEINT 3140 EEAJ F001.0
    IF (a .\XiO. :HY) GC TO IC4
    G0 12 フ75
-
フT5 SRINT FOOO CELL STATUSIIRAYI
    EUSミ = 0.001*FLCET(IFAY(3)) & SR!NT 9700. CUSF
300 ORINT 301F FEDO 3001, O
    IF (2.E0. 14T) GC !% 73n
92J PRIVI 7030 & RELS Э NCi, %
    IF 1O ESO. IHCI GC TC :O
    IF (2.EQ. InE| 50 P% 12
    IF 12 .NE. 14FI GC TC EOS
    2FINT 3000 5 PFINT 3II5, AM, 3M, JX, gY
    ORINTGOCD GCTE 19
```

```
330 2RIVT 3000 : CALL STATUS(IRAY)
    SUSP = 0.001*FLOAT(IRAYIS)IS PRINT 3700, CUSF
330 PRIVT 3900
3000 FORMATI**)
3001 FORMAT(41)
9002 FORMAT(O20)
3003 FORMATI**.29x.010.1/1
```



```
    3*TJO=*F17.1L****.J2C.*.[OCTAL]**/)
3010 FOरMAT(* FYDE S*)
3011 FORMAT(* C=FF15.:C)
F012 FORMATI***/** TYPE A A S*I
3015 FORMAT(* A =*F1E.10.* Q =*F15.10.
    3* こ =*F15.:(C)
*)JEFORMAT(* A1=*FIE.10.*. B1 =*F15.10)
* O17. FORMAT(* A2 =*F15.10.* 32 =*F15.10)
*9013 = OR44T(* A3=*F15.1:,* g3=*F15.1J./1
Э01Э FJRMAT(* MOFE JF TEFNINMTE? -- - O? T*)
3020 FORMAII* EEVISEC? -. Y OF N*)
ЭO22* FORMATI* COHTYNUT WITH THESE SOURCE LOCATIJIS?*.
    8* - - Y OR N*)
Эコ22FORYAT& ENTEFFFITLS-DOINT こO-ORJINATSS. x A Y*)
9025 FORM4I(* X=*FIE.10.* Y=*F15.10,
    ま* こ=*F1E.10!
9026 FORMAT(* xI =*F:E.IC.* Y! =*F:E.1J)
302' FORMAT(* X2 = FFIE.10.* Y2 =*F15.10)
3023 FGZMAT(* XZ=*FL5.1:,* Y3 =*F15.13,1)
3029 FORMA!(***/.
    $* PJTENTIALG FOF LANEJA=1.0 1E.S.U.I*./,
    **VTJT =*Fis.10.1.* VIME =*F15.10./1
3030 FORMAT(* NEW FIELE-PCIIT, SOLFCF POINTS. OR C?*.
    3* --F, S, J२ =*)
7111 FORMAT(* TYOE JELTAA A DELTAY*I
Э112 FORMATI* TYPE SEMIA A SEMIZ*)
3115 FCRMAT(* SEMI-NXES*.14*./.
```



```
    s* Jx =*F15.10** Or =*F15.10.1)
3120 FORMATG*PERFGRM GALSSIGN INTEGRCTIJN?**
    3* -- Y JF N*)
3125 FORMAT(* TYPE:V (LF 123--EF, 32)*)
#139 FORMATI* OPINT NCOEJ a HEIGHTS? -- Y CR N*)
#135 EOマप4T!* Xこ1*!3.*)=*E22.14.* CGI*:*.
    **) =* こ22.14)
31:J FORMAT(* EEPELT WITH NEWN? -. Y Oर N*)
Э1jJ = O२MAT(* *,i3,* OFOIE. IMLGE*.
    5* PJIENTIAL =*F15.10.* (E.S.l'.1*.1)
```



```
    ***,IE,*OROE=,*,F23.10.
    &* IMSGE POTENT:ALL(E.S.L.)**/1
```



```
    ** *.I6.* OR2ミF.**F23.10.
    **IMAGE OOTEN+IAL (E.S.LU.)*.I.
    $* *.13x,F23.10.* TJTAL PJTENT:AL*.IJ
3160 FORMGT(* LOOO FIELD-DOINT X. Y, OEF, NQ.NOT?**
    %* - (, Y, J. JR N*)
3101 FORMAT(* TYDE FIPET. FINAL, MNOJKLSES FOR, *I
3152 FORMATI* TYPE FICST, FINAL, ANOKASES FTFY*)
#1G3 FORMATI* TYOE FIDST, FIVAL, ANO KASES FOE JFGOE(S*)
3154 FORMAT(* PYPE Y*)
```

```
315= FORMAT1* TYOEX*)
9155 FO\44T(* TYFE रADIUS*)
3167 FORMAT(* PDINT DOTEHITALS FROM SCAY? -- Y OF N*)
3170 FORYAT1* USE STANDAFD DEGPEE VALUES? -- Y OR N*)
Э1T1 FORHAT(* COMOUTF. AND TABULATE FOURIER*.
    ま* こJEFF:CIENTS? -- Y OR N*)
\exists15J FORMAT(**,', SOU&CE A FIELD POINTS COINCIOE*,
    $oH ***,M
```



```
    3* こOTNEIDE*,4- **E.11
7130 FOरMAT1* *.1,* NEGATIVE APGUMENT*.
    5* JF SQUAPE RGJT*,4t ***,II
9700 FORYAT!**FII.3.* CJOS REMAIN*./I
9703 5ORYATI* *,25y.19F*** END OF RU:N ***,ノI
*
    ST30
    ミNJ
```



```
    Jata pJI, TOP /
    $ 172J6220.7732504205513. 17175057460333667104Q (
        2こう = 1.1(C*C)
    4A:3 = 0
    IF 130 .50. J.1 GC T2 40
    IF (VO.E0. 0.1 GO TE 50
    j: = २こう*(J0*J0 - vj*v0)
    v1 = 2.*FCS*43S(u%*v))
    EV = EXP(POT*V1) B REV = 1.REV % ARGIS = POT*じ!
    J2 = 0.E-SIN(A2GU)*(EV+2EV)
    vz=0.E*Cos(E?GU)*(Ev-EEy)
```



```
        S = 1.+2.*(EES-ALS)*(BES+\DeltaLS)=*2
    IF (5.5E.0.1)60 10 05
    MASO = 1
    RETURN
    S5 = 32пTTE)
    A&S = 3.E*(1. + 4LS + 3ES - SS)
        4=0.E*(5j - 1. * AL5 * SFS)
```



```
    *aLJ = 1
    RETURN
    SH= SJRT(n)
    J3 = TJOAASIH(SGet(A=S))
    IF (AL.EE. O.) ET TO 10 5 C3 = - J3
    V3 = TOP*2LOj(SOJT(H+1.0)+SH)
    2ETJ2N
* C v2= v1 = 0. & :13 = - 1.
    J1 = -(v0*v0)*RCS
    J2 = SIf(001*U!)
    ARF=1. - 2.*J2 & ARGSM = ARS*ATJ - 1.
    IF 1APS5M.GE. O.1 GO TO 4j
    MA:3 = 1
    zerJ?*
    V3 = TOP*ALCG(AFR, + SORT(IRGSN))
    2EIJON
j0 J1 = (J0*U0)47es s v3= v2=*1=0.
    J2 = SIN(OOT*U1)
    J3=100.45:N(2.**2-1.)
    QETJマv
    ENO
```



```
    3AP3.303.#03.YP3.C.VIJT.VIMG.MALOI
    DATA OJT / 1/20E220'73250-2iER13 /
```

```
    E = EXP(POT*(3P3-YP3)) & BHM3=0.5*(E + 1./E)
    E=EXP(DOT*(EDJ+YPZ))
    E = ExP(OOY*(SZ-YZ))
    E = EXP(rOT*(E3+Y3))
```



```
    E = EXP(POT*(S1+Y1))1
    3C43 = COS(POTE{AF3-YP3))
    3CP3=CCS(OJT*(AD3+XOS))
    CCM3 = CCS(P)T*(AJ-<3))
    CCP3=COS(POT* (A 3* 准))
    CC41 = COS(POT*(A1-x1))
    CCOI = COS(PJT* (A1+KI) 
    E3)=(3MM3-3CM3)/(EトM3+EC`3)
    E3I=(3HP3-3C43)/(3HD3+3CP3)
    F3)=(SMM3-Cこ43)/(CNM3+CCP3)
    F31 = (CHP3-CCM3)/(CMD3*CCO3)
    F10=(CNM1-ECN1)/(CH41+CCD:)
    F1I = (CMP1-CNM1)/(CHO1+CCP1)
    P19=E30*E3I
    P11 = F3J*F3I
    P2 = F1O*FII
    P3=F3J/F3I
    IF (ASX .LT. C.) PIA=1./P:L
    IF (3*Y.LT.C.) OIB=1./D1B
    IF (A*x*E*Y &1. 0.) P3=1./P3
    VT2T = - 0.25*A_OG(P1A*DI?*F?*F3)
    OR)=((A-X)**2+(E-Y)**2)/(N**2)
    VIMJ = VTOT ALQE(P= ))
*
    RETJ२N
    ENJ
    SUSOJJTINE FONVI
Z>> FOJRIER ANALYEIS OF IYAJF-FIELD PO*ENPIAL.
    SOMMOV / COFOU / C. JX, OY, FADIUS, VJEG. VEN',
    F KASES, STEP,VISLVI351
    COYMON, GOLUE,NN,AY, am, UG(129),WG(120)
    OIMEVSION CK(19), SK(13)
    DATA PI. PJT /
    $1721E?207732E34205513.172062207732504205517,
    ROJ = PI/190. S NKASES = 3E
    IF (KASES -GT. NKASISI RETURI'
    IF (KASES.LE. 4) EETIJRN
    KH=KASES/2 KM = KH-1 QKASES = 1./KASES
    PRINT 302 = こK(18)=こ<C=S<18=0. FS=F=1.
*
\>> OSTAIV FOUPIEF COEFFICIENTS OF IMAGE PCTEATYBL
    DO 100 LS=1,K&SES
    CKJ=3<0 +VISAV(LS)
    SKIG = SKIM FSSVISCV(LS) F FS'= -FS
    SCNT{NJE
    EKO = 2KASES*CKO SK(Ig) = RKASES*SK19
    PRINT 303. C<0
    IF (RAJIUS EO. 0.) QETJRN
    २AJFAこ=RADIUS/C % KRAJFAC=C/RAJIUS
    DO 250 KS=1.KN F F = GFLDFEC*F
    SU4SI = SUMこ. = D.
    OO 203 &S=1.KASES
    ARJ=2OD*(V3E5*(LS-1.)*STFD)
    SUMこう = SUMCO VISLV(LS)*COS(KS*ARF)
    SUMSI = SUYSI + VISAVILSI*SINIKS*APFI
    SONTINJE
    CK(<S) = 2.*F*2KASES*SUMCO
```

```
    SK(KS) = E.*F*RKASES*SUMSI
    PRINT FOL, KS. CK(KSI, KS. SK(KS)
250 SONTINUE & SK(KN) = RDADFAC*F*SK(KH)
    כRINT 307, K4. SK(KH)
*
    DOL = (SORT(JX**2 + Jr**2))/C s rt= 0.
    IF ((DX,NE.D.).OR.,(DY,NE.O.)) TH = ATAN2(OY,DX)
    EYOEL = EXOEL=0. F F = 1.
    JO290 & =1,KH
    COLM= 2CS(IL-1.)*TH)&SILM=SIN((L-1.)*IN)
    EXJEL = EXDEL * L*F*(CK(LI*COLM + S<(L)*SILM)
    EYJEL = EYCEL*L*F*(SK(L)*CCLM-Cく(L)*SILM)
    IF (. EQ. <H) GC TO 260
    F=F*JOC
280 CONTINJE
28! CONTINJE
    EXJミL= -EXSEL/C E EYOEL = -EYDEL/C
    ORINT 310.EXEEL. EYOEL
    PRINT 300 EFINT כ95 CEAD 301. O
    IF (2.EQ. 14H) GC * CJC & PRINT 706
2 >> JBTAIN (OOTIJNALLY) CHECK SUME
    OO 350-S=1,K\triangleSES F F = 1.
    ARJ= RJJ*IVBEF* (LS-1.I*STED) S SJM = EKO
    JO 300<S=1,<t & F=RAJFAC*F
    SUY = SJM*F*(CK(KS)*COS(KS*ARG)*SK(<S)*SIN(KS*AFG))
30J こONTINJE
    ORINT HOQ, LS, VISAVILSI, SJM
3E0 SONTINJE &RINT GEJ & PRINT YOE
*
GOO 2RINT 32O S REAC FOI, O & IF (O EO. IHN) RETLPN
Z >>> INTEGRATEFIELO OVEF (DISPLACEO) ELLIPSE
    SU4SY = SUMSX = C.
    OO450 J=1.N S SUMTV = SUMTY=0.
    WS = WG(J) % S = LG(J)
    OO&& I=1, &
    WT = WJ(I) & T=UG(I) S ARF = DI*(T*1.)
    \Delta = 0.5*AN*(S+1.)*COS(AFG)*DX
    3=0.5*3M*(S+1.)*SIN(22G) © OY
    FON=(SOFT(A*A S*SN)/C S GNJ = ATAN2(B,A)
    EY=Ex=2. b F=1.
    20+30LL=:,K1
    COLM= こOS((L-I.)*ANS) S SILM=SIN(IL-1.I*ANG)
    EX=EX*L*F*(CK(L)*COLM*SK(L)*SILM)
    EY=EY*L*F*ISK(L)*COLM-CK(LI*SILM)
    IF (L.E?. <H) GO TC 420
    F= = - २JC
420 OONTINUE
430 OONTINJE
    SUMTK= SリMTK*WYEsY
    SUyrY = SUMTY * WT*LY
-& SONTINJE
    SUySK = SUMS% + HS*(S*1.)*SJMTX
    SUMSY = S\MSY + HS*(E*1.)*SJM*Y
45O CONIINJE
    ミx\V5=-0.25*5UNSX/5
    EYAVJ=-0.25*SUMSY/E
    DRINT 321, EKAVG. EYEVG
    २ETJこV
*
300 FORMAT(*)
301 FOPM4T(A1)
```

```
302 FOR44T(**,/1.* VIMG = CX(0)+SUM((2AOIUS/C)*.
    55H**L)***((CK(L)*,7H*COS(L***TH)+5K(L)**
    $114*SIN(L*TH)!,11)
    FORMAT:* FCJRIEQ COEFFICIENTS*.1/.
    z* =<(0)=*E{5.9)
    EOP4AT(* CK(*I2,*) =*&16.9.* Sk(*I2,*) =*F16.8)
    FORMATI* TAZULATE CHECK SUMS? -. Y OQ.N*I
    FORMAT(* *,//.* ORIGINAL COMPUTEO VALUES*.
    57X.* FJJKIEマ 5JM*.11
    FO२44「(***25x.* Sk(*I2.*) =*E16.5.1)
    FORMAT(* VI(*I2,*)=&EIG.*.
    f* SJM =*ミ16.g)
    FORMAT1* *,N,* CCHEFENT FIELDAT OX,DY IS Ex=*,
    8E14.j.*, EY =*E1%.ミ.1)
    FORMATI* INEEGPATE FCR AVG. FLD.**
    $" (OR SOHERENT FCFCE PEZ UNIT LAMBJA)?**
    &" -- Y Of N+)
    FORMATI* *,/." AVG IMAGE FIELD DN 3EA4. EXAV =**
BE1*.5.*, EYAV=*F:4.E./1
    ENJ
```

```
2222.22222.222222222.222222222.222222222.222222223.222222222.2.22223222.22222222?.
222222222.222222222.222222222.222222222.222222222.222c22222.222222?22.2222222.2?.
222222222.222222,2?.222222222.2222%2222.222222222.2с2<22?22.?2?22?2?2.2?2??222?.
```

```
222222222.222222222.222222222.222222222.222222222.222222?2?.22?222222.222222222.
```



```
222222222.222222222.222222222.222222222.222222222.222222?22.222222222.222222222.
222222222.222222222.22222こ222.222222222.222222222.222222222.222222222.222222222.
```



```
    HIVOS11
    **BKY72J*= 03 A.PR SO 12.54.08.
; 0.25: 1J PAGES: 521 PRINT LINES: PRINTEP 12, E?
BILLB OLRO WRITEUPS SUBSET BEYNEMS WAS LAST CHANGEG MAR 31
                                HANDZOOK SJBSET CHANGES WAS LAST CHANEEJ MAR OS
ARR2
    NO SQUARE PEGS
YOJ HAVE AN JNOAFALLELED COPORTUNITY TO HEAR THE PEGS.
BKY*S A こAPELLA MUSIC MASTEFS. AT A GALA ALL FOOL'S OAY CONEERT AT 3 OO SM
ON FRI APRIL & IN THE 5OS TRLINING ROCM (509/2255). WHEV THE DEGS WILL
SING ALL NEW MATERIAL, SOME OF IT TKANSこRISED ESPECIGLLY FOR THE
JCCASION. a GOOD TIYE WILL SE HAO BY ALL.
APR 2 EOOOS CAChe UP
THE GODJS GSS CACHE IS NOW RGAOY FOR JSE. SEE PRE WRITEUPS SJJSET GSS
FOR INFJRYATION. WRITEUPS SUGSET GSS NILL BE UPDATEL ON MOYJGY. 7 ADRIL,
TO INCLJOE EXAMPLES OF USING THE CACHE CONTROL GADJS IFETCHES. ENTERGS.
AvJ ERASEGSI.
MAR 31 SOURCE LISRARY HIT LIST
GS ANNOJNEEJ IN THE MAPCH, 1G8O. NEWSLETTER, MANY QOLTINES
FROM THE SOURCE LIERAFY WILL GE REMOVEG FROM THE PSS IOMOREOW.
APDIL 1. ANJ PLACES ON GSS TAPE 13214. SEE HRIIEUSS EIBEET ANPIOJE
ANOIOR THE CONSULTANTS FOF DETAILS.
MAR O6 CHANGES FOR VAX USERS OF THE ZETA PLOTTER
ON TUESJAY. MARCM II. THE GRAFPAC JRIVERS FOR THE ZETA OLSTTER JN VAX
こOMPUTEVS LGLG ANJ LELH WILL GE SIGNIFIこANTLY MOCIFIED. ZETA TADES CREATEJ
JN LBLG OR LSLH ON JF AFTEP TMIS DATE MUST SE FEAJ ON BEY WITH THE ARGUMEVY
MaSKYVAX IN IHE CJOE9 CONTOOL CARO--
    C5OE9,NF=0, M=BKYVAX....
PLEASE OIREET ANY QJESTIONS TO DEGFIE CATN, X5849.
FES 25 NEW FTN& COMPILER AVAILABLE FOR TESTING.
A NEW FTNG CGMPILEF (FTNA.S. LEVEL SUS), CJNTAINING MANY ETN& JUG FIXES.
WILL SF PJT JN THE T5OO SYETEM JNLY ON TUESJAY NAOCH &O WE ENEJURAGE
YOU TJ TEST:T IN THE MEANTIME, ESOECIALLY IF YOUE DKOGRAMS HAVE CAJSEJ
THE CJRFENT FTHA TC ARORT. THE T&ST VERSION IS AVAILAE.E ON DSS AS FOLLJWS -
    FETCHPS,FTN4,FTN4,FTN4.
    F3SIZE,FTN4EO.
```



```
    T) CALL G CONS:LTANT, CIAL XEG61, (415) 436-5091 CF451-5981 (FTS)
```



```
FITO2,12.4000,51000.45600L,LASLETT
-6500.NOTADES,PSS
FLOOR(3)
LIBCOPY(LASLETT,LIG/RBC,FATTY)
COPY(INPJT,IRM.LI3,1R,DECK/R.gP)
२ミTURH,LSJ.
RJN76(SCマ.NL15000.I=JECK)
rir.
LSO(TADETTY,TADETTY)
ExI!.
34P.
3MP(13500)
TEXT,TAPETTY,TYEQ EFRJPI.
こx!T.
TEKT,TAOETTY,(COMD. ERCCRI.
FIN.
SESAME.
    QRJGRAM FITJ?(INPLT,CLTPUT)
    OIMENSION Dr(3J), Or(30), Ex(30). Er(30)
    OIMEVEION U(5), V(5)
    JIMEVSION4(F), [(5,E), SC२(5,i)
    JIMENSION IRAY(7)
    EAGL orntíy
    -PRINT 9000 CELL JATE(L) & FINT ggN3.L
10 DRINT 3000
    ORIVT ЭJ10 S CALL DATA(AM,1,B:4,1,こ,1)
    QRINT 301:. AM, BM. C
    PRINT 3000 PFINT FO2O S CALL JATA(KASES.1)
    IF ((K{SES.LT.5) .OF. (K&SES.GT.30)) GO TO 11
    PRINT 3021, KASES
    3012<<1.KASES
    PQINT 3022, <,K E CALL JATL(V1,1,V2.1)
    Ox(<) = v1 s or(x) = v2
    ORIVT 30z3, K, K CALL Jata(VI,1,VZ.1)
    Ex(<) = V1 & EY(K) = V2
    CONIINJE & PEIN: 7000
    ORINT 9000 S KM= C
    2O 1+ K=1,KASES
    PRINT ;O2E, <, OY(x), OY(x), EX(<), 三Y(<)
    CONTINJE PRINT TOOD
    DRINT FO30 F CALL DATA(K,1)
    IF (< .こ0. 0) GO TO 1%
    IF ((KOLT.1).CR.(K.GT.KASES)) GJ TJ 15 % KM= = 1
    PRINT 7OZ2, K.K S CALS JATA(VI,1,V2,1)
    3x(<) = V1 % DY(K) = v2
    ORINT 9023,K,K GALL JATA(VI,I,V2,1)
    Ex(<)= V1 5 EY(K)=V2 i GO is 15
    IF (<M.NE. D) GCTO 13
    ORINT FODO PRINT 3032 S RESOTOCI. O
    IF (2.EQ. 14N) CCTE 10 F PRIt" 9000
    LOJK = 1 POINT 9033 & READ 3001. Q
    :F (2.EO. 14N) LOJK=0
    OO W) N=1.j & E(N,E)=A(N)=0.
    30 30 Y=1.5 E(N,M)=0.
30 SONTINJE
```

```
    30 100 K=1,K&SES
    OXS = Jx(K)*Dx(K) & OYS = Or(K)*OY(K)
    j(1) = 2.40x(k)
    u(2)=4.0*0x(k)*0xs
    J(3) = 0.
```



```
    J(5)=0. viv(5)=4.*)YY(K)*OYS
    00 60 N=1.5
    E(N,5)=A(N)=A(N) +U(N)*EX(K) +V(N)*FY(K)
    00 50 Y=N,5
    E(M,N)=E(N,M)=E(N,M),U(N)*U(M), V(N)*V(M)
    CONTINJE
    CONTINJE
    IF (K.LT. KASES) GO TO 80
    IF (LOJK .EQ. J) GC TO 80
    0O 65 N=1.5 & PFINT 9835,N. Q(N)
    ZONTINJE DFINT 9000
    30 75 N=1.5
    DO 7O Y=N,5 PFINT QOZR, N, Y, E(N,Y)
    SONTINJE
    CONTINJE & PFINT FOOO
    CONTINJE
    ZONTINJ:
O
    CAL: MATINV(E.5,1,0ET.5.SCマ)
*
*
*
    IF (JET .EO. C.) GO TS 99C $ PFINT 9000
    PRINT ЭO11, AM, gN. C
    30210 L=1,5 5 IN2 = L
    IF (L.EQ. 3) IND =:
    IF (. .EJ. & INN= =
    IF (L .EQ. j) INT = '
    PRINT ЭO&5, INJ. E (L,5)
    SONTINSE SOINT TOJO
    IF (AM.NE. gM) GO TO 250
    E(3,6)= E(1,6) = 0.5*(E(1,6) + E(3,5))
    E(5,5)= 三(2,t)=0.浯(三(2,6) + E(5,6))
    30 220 L=1,5 IN: = L
    IF (L EEQ. 3) :NO = 4
    IF (L.EO. &) IND = =
    IF (L ODO. S) ING =;
    PRINT 子0.5, IN), E(L,E.l
    SONTINJE G DEINTGDOO
*2O OONTINJ
250 DRINT }700
    JO 230 K=1,KLSES
    \partialxj = Jx(k)**? s Orj = OY(K)**2
    OOTM= E(1,E)*TYS + E(2,6)*0%S*JxS
```



```
    FLJX=2.*(E(4,6)*JYS*2.*E(2;5)*nxS*E(1,6))*JY(k)
    FLJY= 2.*(E(L,E)*JAS+2.*E(5,E)*OYS*E(3,E)!*)Y(k)
    PRINT 3050.DX(K),OY(K),EX(K),EY(K),K,FLOX,FLJY,FJTM
    2ONTINJE PEINT QODO
230
3T0 ORINT 3090 CALL STATUSIIFLYI
    こUSQ = 0.301*F:O4TMEAY(3)) DR:NT 3?OO. CLSF
980 DRINT 7002 PDIN F500 READ F001. C
    IF (2 .NE. 1+T) GO TE 10
    PRINT 3000 S CALL SATE(L) & PRENT ?OOB. L
```

```
930
*
7000
3001 FORMAT(A1)
9002 FORMAT(**,1.**.17(6H****),/)
3003 FORMAT(* *.29Y,A10,/1)
9013 FORMAT(* *,',* TYPE (FOR RECORD) A. B, . C*)
9011 FORMAT(**./.* A =*F15.10.
    3* 3 =*F15.10,* C = = F15.10,11
3015 FOR4af(* I(*II**)=*I2.* J(*II**) =*I2)
7020 FORYAT(* TYPE KASES (GE 5, LE 30)*)
Э021 FORMAT(* *,EOY,IZ.* KASES*)
3022 FORMET(* TYPE JX(*I2.*) ^ OY(*I2,*)*)
3023 5OR44T(* TYPE Ex(*I2,*) A`EY(*I2,*)*)
9025 FO२4a\i* K=*I3.* Jx=*F7.4.* or =*F7.4.
    ** Ex =*F11.8,* EY =*F11.g)
3030 FOPYAT(* TO SORRECT, TYPE K INDEY -- OTHEDNISE O*I
Э032 FORMAI(* PROCSED WITH THESE DATA? -- Y OD N*)
Э033 FORY4TI* PRINT VECTOR A MATRIY ELENENTS?*,
    s* -- Y OR N*)
3035 FOQMAT(* रHS(*IM**)=*E18.10)
3033 FOR4AT(* E(*I1.***I1.*)=*E18.10)
Э0*O FORMAT(* DETEEMINANT =*E18.10)
90*5 FOR44T1**,9X.*A*II,* =*E14.6)
9050 FORY4T1* OX=*F8.L." DY =*Fg.4.I,
```



```
    $12x."INPLT DATA*.I,
    5* FX=*F12.8,* FY =*F12.9,
    $* -DJT =*F13.R.* FRON FIT*./l
9500 FORMATIF MORE JF TEFMINATE? -- Y 02 T*I
9700 FORMAT(* *,FI1.3.*CJ*S REMAIN*,N
#ᄏ00 FORMAT(**,25x,18H*** END OF FUN ***./I
*
    ST0%
    ENJ
    SUGRJJTINE MATINV(V,N,M,DET,IDIM,Sこマ)
    DIMENSION V(IJIM.I),SSR(IOIM,I)
    CALL MATIN (V,N,V(1,N+1),M,OET,IOIM,SCP,SCE(1,3),S2E(1,6))
    २ETJRN
    ミNJ
    SUGRJUTINE MATIN (A,N,G,M, DETERM,IJIM,INOEX,IPIVOT,PIVJT)
= MATRIX INVERSION WITH ACCOYPANYING SOLUTIOV OF LINEAR SOIATIONS
    JIMENSION A(IOIM,1),Z(IDIM,I),INDEX(IJIM,I),IPIVCT(I),OIVOT(1)
    EOJIVAGENCE (IROW,JFJW). (ICCLUY,JこJLJ4), (AMAX, T, SNAP)
    INITIALIZATION
    DETEマM=1.0
    30 \geq0 J=I.N
    20 IPIVJ「(J)=0
    20 550 I=1.N
    SEARこH FOR PIVOT ELEMENT
    MAK=0.0
    00 105 J=1,N
    IF (IPIVOT(J).EQ. 1) GO TO 105
    50 100<<1.N
    IF (IPIVOT(x)-1) $0, 100, 1L0
    30 IF (ABS(AMAX) .GF. AES(G(J,K))) GOTO 100
    IRJN=J
    ICOLUM=K
    AMAX=A(J.K)
    100 cONTINJE
    135 CONTINJE
```

```
    IF (AMAX .EQ. O.O) GO TO 900
    IPIVJT(ICOLUM)=IPIVOT(ICOLUM)+1
C INTERCHANGE RCWS PO PUT PIVOT ELEMENT ON OILGONLL
    IF (IRON .EQ. ICOLUM) GO TO 260
    DETEマM=ーDETミマM
    30 200 t=1,N
    SHAD=A(IROW.L)
    A(IRJW,L)=A(ICJLUM,L)
    200 A(IこJLUM,L)=SWAO
    IF(4.LE. O) 50 TC ESO
    30 250 L=1.4
    SWA2=3(5KOW,W)
    3(IRJW,L)=B(ICOLUM,L)
    250 3(ICJLJM,L)=SWAP
    250 INOEX(I.I)=IRON
        INJEx(I,2)=IこJLUM
        PIVOT(I)=A(ICOLUM.ICCLUM)
        JETERM=DETERM*OIVCT(I)
: JIVIJE PIVOT DON EY PIVCT ELEM[NT
        A(ICJLJM,ICOLUM)=1.0
        30 350 L=1.N
    3j0 A(IEJLJM.L)=A(ICCLUM.L)/PIVOT(I)
        IF (4 .LE. O) 30 10 3E0
    30 370 L=1.M
    370 3(IEJLJM,L)=3(ICOLUM.LI/RIVOT(I)
C PEJJこE NON-PIVOT ROWE
    300 30 550 LI=1.N
        IF (LI.EQ. IEJLUM) =0 TO 550
        T=1(LI,ICOLUM)
        A(LI,IこJLUM)=0.U
        30450 b=1.N
    450 A(LI.L)=A(L&,L)-E(ICCLUM.L)*T
        IF (Y.LE. 0) 50 %O 550
        30 500 t=1.M
```



```
    550 2ONTINJ:
C INTERこHANGE こOlUMNS
    OO 716 I=1.N
    L=v+1-I
    IF IINJEX(L,I) ,FO. INDEX(L,2)) GC TO T1O
    JROW=IVOEY(L,I)
    JCJLJM=INDEx(L,E)
    00705 K=1.N
    SWAP=A(K,JRON)
    A(R,J२JW)=A(K,JCOLUM)
    A(K.JCJLUY)=SHAD
    705 CONTINJE
    T10 SONTINJE
    740 RETJरv
    300 DETEマN = 0.
    2ETjZN
    ミN2
```

 33333333.33333333 ． 33333333.333333333 .33333333 .33333333 .33333333 .333333333 ．






```
    1 2 < 3 % 4 0
    HIVO311
                                    3
    **9KY72J*C O S APR SO 12.55.36.
3 0.24: 6 PAFES; 305 PRINTLINES: PRINTER 12, E2
3ILLE OARDD NRITEUPS SUBSET BKYNEMS WAS LAST CHANJEJ YAR 3I
    HANOPOOK SJPSET CHANGES WAS LAST CHANSES MAR OU
APR 2 NJ SQUARE PEGS
YOU HAVE AY JNPARALGELED CPPORTUNITY TO HEAR THE PEGS,
SKY*S A EAPELLA MUSIC MASTERS. AT A GALA ALL FOOL'S LAY CONEEYV AT 3 OO DM
ON FRI AORIL YIN THE 503 TRAINING ROOM 150日/2265I. WHEN FHE DEGS WILL
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"The Image-Field Potential of a Uniformly Charged Ellipse Situated Between A Set of Conducting Hyperbolic Surfaces"
L. Jackson Laslett

March 1985

In an earlier report [HI-FAN-117 (LBID-244), July 1980] we analyzed the image-field potential that arises from the image charges induced, by a (possibly displaced) elliptical beam, in a set of 2-D quadrupole electrodes

$$
x^{2}-y^{2}= \pm c^{2}
$$

The beam was taken to be of uniform charge density ( $\lambda=1$, in electrostatic units) and the semi-axes were denoted "a" and "b" (for the $x$ and $y$ directions, respectively).

Computational options (e.g., in version GB4MG, as stored in library Jackson) included the analysis of this image-field potential into Fourier components or multipole coefficients in terms of $r, \Theta$ variables taken with respect to the origin. Dr. Lloyd Smith has recently expressed an interest, however, in certain similar multipole coefficients, for the image-field potential, computed with respect to an $r, \otimes$ origin situated at the center of the displaced beam. Such coefficients (as well as correct values for image fields at the beam center) can be readily obtained by only minor modifications to Program GB4MG -- viz:

> Values of $x$ and $y$ evaluated on line 121 should be augmented respectively by DX and DY; the DO-LOOP index KH on 1 ine 382 should be replaced by 1 (unity); and the quantities DX and DY should be deleted from the expressions on the respective lines 411 and 412 .

Such results for $c_{1}, s_{1}, c_{3}$, and $s_{3}$ moment coefficients are summarized on the attached Table for a circular beam displaced (i) along the $x$-axis or (ii) at $45^{\circ}$ to the $x$-axis.


## 4

## Coherent Collective Instabilities

| Charge | Distance from Field Point |
| :---: | :---: |
| Original $\lambda_{1}$ | $y_{1}-y$ above |
| $-\lambda_{1}$ | $2 h-y_{1}-y$ above |
| $-\lambda_{1}$ | $2 h+y_{1}+y$ below |
| $+\lambda_{1}$ | $4 h-y_{1}+y$ below |
| $+\lambda_{1}$ | $4 h+y_{1}-y$ above |
| $-\lambda_{1}$ | $6 h-y_{1}-y$ above |
| $-\lambda_{1}$ | $6 h+y_{1}+y$ below |
| $\cdots$ | $\cdots$ |

The upward-directed electric field due to the images alone then is:

$$
\begin{equation*}
E_{\text {image }}=2 \lambda_{1}\left[\frac{1}{2 h-y_{1}-y}-\frac{1}{2 h+y_{1}+y}+\frac{1}{4 h-y_{1}+y}-\frac{1}{4 h+y_{1}-y}+\frac{1}{6 h-y_{1}-y}-\frac{1}{6 h+y_{1}+y}+\ldots\right] \tag{B.4a}
\end{equation*}
$$

$$
\begin{equation*}
=4 \lambda_{1}\left[\frac{y_{1}+y}{4 h^{2}-\left(y_{1}+y\right)^{2}}+\frac{y_{1}-y}{16 h^{2}-\left(y_{1}-y\right)^{2}}+\frac{y_{1}+y}{36 h^{2}-\left(y_{1}+y\right)^{2}}+\ldots\right] \tag{B.4b}
\end{equation*}
$$

$$
\doteq \frac{\lambda_{1}}{h^{2}}\left\{\left[\left(y_{1}+y\right)+(1 / 9)\left(y_{1}+y\right)+(1 / 25)\left(y_{1}+y\right)+\ldots\right]\right.
$$

$$
\left.+\left[(1 / 4)\left(y_{1}-y\right)+(1 / 16)\left(y_{1}-y\right)+\ldots\right]\right\}
$$

$$
\begin{equation*}
=\frac{\lambda_{1}}{h^{2}}\left[\left(y_{1}+y\right)\left(1^{-2}+3^{-2}+5^{-2}+\ldots\right)+(1 / 4)\left(y_{1}-y\right)\left(1^{-2}+2^{-2}+3^{-2}+\ldots\right)\right] \tag{B.4d}
\end{equation*}
$$

$$
\begin{equation*}
=\frac{\lambda_{1}}{h^{2}}\left[\left(y_{1}+y\right) \frac{\pi^{2}}{8}+\left(y_{1}-y\right) \frac{\pi^{2}}{24}\right] \tag{B.4e}
\end{equation*}
$$

$$
\begin{equation*}
=\frac{\pi^{2} \lambda_{1}}{12 h^{2}}\left(y+2 y_{1}\right) \tag{B.4f}
\end{equation*}
$$

in agreement with Eq. (B.3).
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#### Abstract

Coherent electromagnetic fields arising from an azimuthally modulated beam are considered. The beam is completely enclosed in a toroidal vacuum tank of rectangular cross section and highly conducting walls. Expressions are given for the image currents arising from low harmonics of the beam circulation frequency. These expressions are then used to evaluate resistive losses in the walls of the chamber. Expressions are given for fields arising from harmonics of the revolution frequency high enough that the beam may be in resonance with a characteristic mode of the vacuum chamber. The results are generalized to provide a description of the electric field in the neighborhood of a resonance. Numerical examples of resistive losses are given, indicating that these effects will not be serious for circulating currents of the order of 1 amp . Some properties of high-order Bessel functions, required for a description of the resonant chamber modes and the energy lost in their excitation, are developed in an appendix.


## I. INTRODUCTION

IN most particle accelerators currently in use, the total number of particles is not sufficiently large to produce coherent effects that warrant special consideration. As the number of particles and thus the circulating current in the machine is increased, some of these accompanying phenomena may become troublesome.

In this paper we investigate the electromagnetic fields arising from the current and charge distributions of a beam of particles in an accelerator vacuum tank. ${ }^{1}$ In general, such a beam of high velocity particles will have an azimuthal variation in density which will give rise to large coherent electromagnetic fields. It is noted that these fields contain "resonant" and "nonresonant" parts, the former arising from a resonant excitation of the cavity modes at a multiple of the particle circulation frequency. ${ }^{2}$ These resonant fields are of particular interest because of the forces they exert on coasting beams, which may produce instabilities. ${ }^{3}$ This problem will be treated in Part III of the series, where use will be made of the results presented here.

The electromagnetic fields associated with the particles provide a mechanism for loss of energy from the beam. These losses are of two types. The first is the resistive loss

[^10]arising from image currents in the walls of the vacuum chamber and is largely due to the low harmonics of the beam circulation frequency. This loss may be calculated to a good approximation by neglecting the curvature of the vacuum tank. The second loss is due to wall currents specifically associated with resonant modes which may be excited by a high harmonic of the orbital frequency. Expressions are given for the power dissipated by each of these effects, and numerical examples are given which indicate that such losses are negligible in many practical instances.

Sections II, III, and IV are devoted to determining the nonresonant fields, resonant fields, and fields near resonance, respectively. Section V contains numerical examples of energy loss, while the Appendixes are devoted to a discussion of the properties of the resonant modes.

## II. NONRESONANT FIELDS

For the lower-order harmonics, the wall currents are substantially divergence-free image currents (i.e., uninfluenced appreciably by time dependent induced charges), distributed in such a manner that the normal component of the magnetic field vanishes at the boundaries. Since the field configuration will be substantially that found in a straight pipe of rectangular cross section and transverse dimensions small in comparison to a wavelength, the distribution of image currents can be found readily by methods analogous to those employed in corresponding two-dimensional electrostatic problems. ${ }^{1}$ Therefore, we employ a coordinate system $(x, y, z \equiv R \theta)$ in which the toroid is straightened.

The current distribution

$$
\begin{equation*}
I=\sum_{n} I_{n} \cos n\left(\theta-\omega_{0} t\right), \tag{2.1}
\end{equation*}
$$

Reprinted by permission of the American Institute of Physics.
centrally located within a metallic chamber enclosing the region

$$
-w / 2 \leqslant x \leqslant w / 2, \quad-h / 2 \leqslant y \leqslant h / 2
$$

gives rise to an image current distribution as follows: On the top and bottom we have

$$
\begin{align*}
& I_{\mathrm{surf}}=-\frac{1}{w} \sum_{n} I_{n}\left[\sum_{m} \operatorname{sech}(2 m+1)^{\pi}-\frac{h}{2}\right. \\
& \times \cos (2 m+1) \pi \underset{w}{x}] \cos n\left(\theta-\omega_{0} t\right) ; \tag{2.2a}
\end{align*}
$$

and on the sides,

$$
\begin{align*}
& I_{\mathrm{surf}}=-\frac{1}{h} \sum_{n} I_{n}\left[\sum_{m} \operatorname{sech}(2 m+1) \frac{\pi}{2} \frac{w}{h}\right. \\
&\left.\times \cos (2 m+1) \pi \frac{y}{h}\right] \cos n\left(\theta-\omega_{0} t\right) \tag{2.2~b}
\end{align*}
$$

directed azimuthally. For $h \ll w$, the expression for the surface current in the top and bottom boundaries may be simplified by writing it in the approximate form ${ }^{4,5}$

$$
\begin{align*}
I_{\mathrm{sur}} & \cong-\frac{1}{w} \sum_{n} I_{n}\left[\int_{0}^{\infty} \operatorname{sech}(\pi h / w) t \cos (2 \pi x / w) t d t\right] \\
& \quad \times \cos n\left(\theta-\omega_{0} t\right)  \tag{2.3}\\
& =-\frac{1}{2 h} \sum_{n} I_{n} \operatorname{sech} \frac{\pi x}{h} \cos n\left(\theta-\omega_{0} t\right) .
\end{align*}
$$

The nonresonant contribution to the resistive loss is immediately obtained from Eqs. (2.2a and b) in terms of the surface resistances appropriate to the frequencies of the individual harmonics, ${ }^{6}$ as

[^11]\[

$$
\begin{aligned}
I_{\text {surif }} & =-\frac{1}{\pi} \sum_{n} I_{n}\left\{\frac{d}{d x}\left[\tan ^{-1}\left(\tanh \frac{\pi x}{2 h}\right)\right]\right\} \cos n\left(\theta-\omega_{0} t\right) \\
& =-\frac{1}{2 h} \sum_{n} I_{n} \operatorname{sech} \frac{\pi x}{h} \cos n\left(\theta-\omega_{0} t\right)
\end{aligned}
$$
\]

as found in our Eq. (2.3). This result also follows from the analysis by W. K. H. Panofsky and M. Phillips in their Classical Electricity and Magnetism (Addison Wesley Publishing Company, Inc., Reading, Massachusetts, 1955), Chap. 3, Sec. 6, p. 45 ff.
${ }^{6}$ The surface resistance is defined as the resistivity $\rho$ divided by the skin depth $\delta$. It may be written $\left\{=n^{\frac{1}{*} R_{1}}\right.$, where the surface resistance for the fundamental frequency is in mks units,

$$
\mathcal{R}_{1}=\rho / \delta_{1}=\left(\mu_{0} \omega_{0} \rho / 2\right)^{\frac{1}{2}}=\mu_{0} \omega_{0} \delta_{1} / 2 .
$$

Correspondingly, the skin depth for the fundamental frequency is

$$
\delta_{1}=\left(2 \rho / \mu_{0} \omega_{0}\right)^{\frac{1}{2}}
$$

$$
\begin{align*}
& P=\pi \mathfrak{R}_{1}\left[\frac{R}{w} \sum_{m} \operatorname{sech}^{2}(2 m+1) \frac{\pi}{2} \frac{h}{w}\right. \\
&  \tag{2.4}\\
& \left.\quad+\frac{R}{h} \sum_{m} \operatorname{sech}^{2}(2 m+1) \frac{\pi}{2} \frac{w}{h}\right]\left[\sum_{n} n^{\left.\frac{3}{4} I_{n}^{2}\right],}\right.
\end{align*}
$$

in which $R$ denotes the radius of the accelerator. If $h \ll w$, the first of the two sums over $m$ distinctly dominates, and one may write

$$
\begin{align*}
& P \cong \pi \mathcal{O}_{1} \frac{R}{w}\left[\int_{0}^{\infty} \operatorname{sech}^{2}(\pi h / w) t d t\right] \cdot \sum_{n} n^{\frac{1}{2}} I_{n}{ }^{2} \\
&=\mathscr{R}_{1} \frac{R}{h} \sum_{n} n^{\frac{1}{2}} I_{n}{ }^{2} . \tag{2.5}
\end{align*}
$$

Equation (2.5) could have been obtained directly from the approximate expression, Eq. (2.3), which in this limit was given for the surface-current density in the upper and lower surfaces.

If desired the expressions just derived for the resistive loss may alternatively be expressed in terms of the Fourier coefficients of the linear charge density or of the number of particles per radian at the orbit radius $R_{B}$. Thus we may write

$$
\begin{equation*}
\lambda=\sum_{n} \lambda_{n} \cos n\left(\theta-\omega_{0} t\right) \text { charge per unit length } \tag{2.6a}
\end{equation*}
$$

and

$$
\begin{equation*}
N=\sum_{n} N_{n} \cos n\left(\theta-\omega_{0} t\right) \text { particles per radian } \tag{2.6b}
\end{equation*}
$$

by use of the relations

$$
\begin{equation*}
I_{n}=\omega_{0} R_{B} \lambda_{n} \tag{2.7a}
\end{equation*}
$$

and

$$
\begin{equation*}
\lambda_{n}=e N_{n} / R_{B} \tag{2.7b}
\end{equation*}
$$

The electromotive force per turn associated with the resistive loss, furthermore, is given by

$$
\begin{equation*}
V=\left(2 \pi / e \omega_{0}\right)\left(P / N_{t}\right) \tag{2.8}
\end{equation*}
$$

where $N_{t}$ denotes the total number of particles in the beam. Thus the nonresonant resistive loss alternatively may be expressed conveniently in the forms

$$
\begin{align*}
V=2 \pi^{2} e \omega_{0} \mathcal{R}_{1} & {\left[\frac{R}{w} \sum_{m} \operatorname{sech}^{2}(2 m+1) \frac{\pi}{2} w\right.} \\
& \left.+\frac{R}{h} \sum_{m} \operatorname{sech}^{2}(2 m+1)-\frac{\pi}{2} \frac{\pi}{h}\right]\left[\sum_{n} n^{\frac{N_{n}}{2}} \frac{N_{t}}{N_{t}}\right], \tag{2.9}
\end{align*}
$$

or for $h \lll w$,

$$
\begin{equation*}
V \cong 2 \pi e \omega_{0} \mathscr{R}_{1} \frac{R}{h} \sum_{n} n^{\frac{i}{2}} \frac{N_{n}^{2}}{N_{t}} \tag{2.10}
\end{equation*}
$$

## III. FIELDS ASSOCIATED WITH A RESONANT MODE

It is well known that in a straight wave guide, all electromagnetic modes have phase velocities greater than the velocity of light $c$. As shown in Appendix I, at any radius within a toroidal cavity it is possible to find modes that have, at that radius, azimuthal phase velocities less than $c$. Such modes have eigenfrequencies that are very high harmonics of the beam circulation frequency. It is therefore possible for an azimuthally modulated beam of relativistic particles to excite one or more electromagnetic modes of the chamber. ${ }^{2}$ The fields of such high-order modes may be large. The concomitant resistive losses then warrant separate evaluation, despite the relatively low magnitudes of the Fourier components responsible for the excitation of these modes. The curvature of the chamber is essential for the excitation of the resonant modes, and these high-order solutions may well show a radial dependence that differs materially from that of a simple circular function. It is expedient, therefore, to use cylindrical polar coordinates ( $r, \theta, z$ ) and to consider the fields expressed in terms of solutions ( $Z$ ) of Bessel's equation, with the imposition of boundary conditions at $r=a, b$ appropriate to the type of mode under consideration.
Rather than commencing with a general solution for the electromagnetic fields excited by the beam and then extracting a particular resonant term, it is convenient to employ from the start only the field components that are associated with the resonant mode of interest. Power will be supplied to such a mode by the work that the beam current performs against the longitudinal electric field $E_{\theta}$. Excitation will be strongest if $E_{\theta}$ is precisely out of phase with the beam current. In the steady state, this power may be equated to the resistive losses in the chamber walls. Both the level of the electromagnetic excitation and the power loss are thereby determined in terms of the appropriate Fourier component of the beam current. In what follows, we employ this procedure to obtain expressions for the power loss associated with a resonant TE mode and, independently, for the loss arising from a resonant TM mode. In each case the results are expressed in terms of the loss factor $Q$ of the chamber for the particular mode under consideration.

We assume that the beam has a negligible cross-sectional area and is located at $r=R_{B}, z=0$. For a resonant mode of angular frequency $\omega_{r}$, the power is given by

$$
\begin{equation*}
P=\int_{\text {circumference }} I\left(-E_{\theta}\right) d s=2 \pi R_{B}\left\langle-E_{\theta} I\right\rangle_{\mathrm{av}} . \tag{3.1}
\end{equation*}
$$

The loss factor is defined by

$$
\begin{equation*}
Q=\omega_{r} \frac{[\text { stored energy }]}{P}, \tag{3.2}
\end{equation*}
$$

so that the power may be written as ${ }^{7}$

$$
\begin{equation*}
P=\frac{\left(2 \pi R_{B}\right)^{2}\left\langle-E_{\theta} I\right\rangle_{\mathrm{av}}{ }^{2}}{\omega_{r}[\text { stored energy }]} Q . \tag{3.3}
\end{equation*}
$$

For a resonant TE mode within a chamber of inner and outer radii $a$ and $b$, one may employ a field configuration of the form (mks units):

$$
\begin{align*}
& B_{\theta}=-A n k \frac{Z}{r} \sin k z \cos n\left(\theta-\omega_{0} t\right)  \tag{3.4a}\\
& B_{r}=-A k \frac{d Z}{d r} \sin k z \sin n\left(\theta-\omega_{0} t\right)  \tag{3.4b}\\
& B_{z}=A q^{2} Z \cos k z \sin n\left(\theta-\omega_{0} t\right)  \tag{3.4c}\\
& E_{\theta}=-A \omega_{r} \frac{d Z}{d r} \cos k z \cos n\left(\theta-\omega_{0} t\right)  \tag{3.4d}\\
& E_{r}=-A n \omega_{r} \frac{Z}{r} \cos k z \sin n\left(\theta-\omega_{0} t\right)  \tag{3.4e}\\
& E_{z}=0 . \tag{3.4f}
\end{align*}
$$

Here $Z$ represents a solution of Bessel's equation, $d / d r[r(d Z / d r)]+\left[q^{2} r-\left(n^{2} / r\right)\right] Z=0$, subject to the Neumann boundary conditions $[d Z / d r]_{a}=[d Z / d r]_{b}=0 ; q^{2}+k^{2}$ $=\omega_{r}^{2} / c^{2} ; k$ is an odd multiple of $\pi / h ; \omega_{r}=n \omega_{0}$; and the phase intentionally has been chosen so that $-E_{\theta}$ is in phase with the current $I_{n} \cos n\left(\theta-\omega_{0} t\right)$.

With these fields, then, we have

$$
\begin{equation*}
\left\langle-E_{\theta} I\right\rangle_{\mathrm{av}}=\frac{I_{n}}{2} A \omega_{r}\left[\frac{d Z}{d r}\right]_{B}, \tag{3.5}
\end{equation*}
$$

the subscript $B$ denoting that the derivative is to be evaluated at $r=R_{B}$. The stored energy is

$$
\begin{align*}
& \frac{\epsilon_{0}}{2} \iiint E^{2} d v+\frac{1}{2 \mu_{0}} \iiint B^{2} d v \\
&=\frac{\pi A^{2} h}{2 \mu_{0}} q^{2}\left(\frac{\omega_{r}}{c}\right)^{2} \int_{a}^{b} r Z^{2} d r \tag{3.6}
\end{align*}
$$

Accordingly, we have

$$
\begin{align*}
P_{\mathrm{TE}} & =2 \pi \mu_{0} c^{2} I_{n}{ }^{2}-\frac{R_{B}{ }^{2}}{\omega_{r} q^{2} h} \frac{[d Z / d r]_{B}{ }^{2}}{\int_{a}^{b} r Z^{2} d r} Q_{\mathrm{TE}}  \tag{3.7}\\
& =2 \pi z I_{n}{ }^{2} \frac{R_{B^{2}}}{\left(\omega_{r} / c\right) q^{2} h} \frac{[d Z / d r]_{B}{ }^{2}}{\int_{a}^{b} r Z^{2} d r} Q_{\mathrm{TE}},
\end{align*}
$$

where $z$ denotes $\left(\mu_{0} / \epsilon_{0}\right)^{\frac{1}{2}}=\mu_{0} c=120 \pi=377$ ohms. In cases for which the annular width of the chamber is small in

[^12]comparison to the diameter $(w \ll 2 R)$, this last result may be written conveniently in the approximate form
\[

$$
\begin{equation*}
P_{\mathrm{TE}} \cong 16 \pi z I_{n}^{2} \frac{R}{\left(\omega_{r} / c\right) q^{2} w^{3} h} \frac{[d Z / d u]_{B^{2}}}{\int_{-1}{ }^{1} Z^{2} d u} Q_{\mathrm{TE}}, \tag{3.8}
\end{equation*}
$$

\]

where the dimensionless variable $u$ is such that

$$
\begin{equation*}
r \equiv \frac{1}{2}(b+a)+(w / 2) u, \tag{3.9}
\end{equation*}
$$

with

$$
w \equiv b-a .
$$

The loss factor $Q_{\text {te }}$ may also be evaluated ${ }^{8}$ in the conventional way from these fields and expressed in terms of the relevant properties of the characteristic solution $Z$ :

$$
\begin{align*}
& Q_{\mathrm{TE}}=\frac{z}{4 \Omega} \frac{\left(\omega_{r} / c\right)^{3} h}{k^{2}}\left\{1+\frac{h}{4 q^{2}}\left[\frac{n^{2}}{b}\left(1+\frac{b}{a} \frac{[Z(a)]^{2}}{[Z(b)]^{2}}\right)\right.\right. \\
&\left.\left.+\frac{q^{4} b}{k^{2}}\left(1+\frac{a}{b} \frac{[Z(a)]^{2}}{[Z(b)]^{2}}\right)\right] \frac{[Z(b)]^{2}}{\int_{a}^{b} r Z^{2} d r}\right\}^{-1} . \tag{3.10}
\end{align*}
$$

Again some simplification results for $w \ll 2 R$, for which we have

$$
\begin{align*}
Q_{\mathrm{TE}} \cong \frac{z}{4 \Omega} \frac{\left(\omega_{r} / c\right)^{3} h}{k^{2}} & \left\{1+\frac{h}{2 q^{2} w}\left(\frac{n^{2}}{R^{2}}+\frac{q^{4}}{k^{2}}\right)\right. \\
& \left.\times\left(1+\frac{[Z(-1)]^{2}}{[Z(1)]^{2}}\right) \frac{[Z(1)]^{2}}{\mathcal{S}_{-1} Z^{2} d u}\right\}^{-1}, \tag{3.11}
\end{align*}
$$

where the arguments of $Z$ are now understood to represent values of the dimensionless variable $u$.

Under potentially resonant conditions, the required properties of the characteristic function $Z$ can depend in a fairly sensitive way on the parameters of the structure and are best determined by computation. Typical values (cf. reference 8, Table IX) in a resonant situation are

$$
\frac{[Z(-1)]^{2}}{[Z(1)]^{2}} \simeq 0.85, \frac{[Z(1)]^{2}}{\int_{-1}{ }^{1} Z^{2} d u} \cong 0.52,
$$

and, for a beam centrally located within the aperture (at $u=0$ ),

$$
\frac{[d Z / d u]_{B}^{2}}{\mathcal{S}_{-1}{ }^{1} Z^{2} d u} \cong 0.42
$$

For a resonant TM mode, similarly, one may employ a field configuration of the form (mks units) :

$$
\begin{align*}
& B_{\theta}=-A \frac{\omega_{r}}{c^{2}} \frac{d Z}{d r} \sin k z \cos n\left(\theta-\omega_{0} t\right)  \tag{3.12a}\\
& B_{r}=-A \frac{n \omega_{r}}{c^{2}} \frac{Z}{r} \sin k z \sin n\left(\theta-\omega_{0} t\right) \tag{3.12b}
\end{align*}
$$

[^13]\[

$$
\begin{align*}
& B_{z}=0  \tag{3.12c}\\
& E_{\theta}=-A n k \frac{Z}{r} \cos k z \cos n\left(\theta-\omega_{0} t\right)  \tag{3.12d}\\
& E_{r}=-A k \frac{d Z}{d r} \cos k z \sin n\left(\theta-\omega_{0} t\right)  \tag{3.12e}\\
& E_{2}=-A q^{2} Z \sin k z \sin n\left(\theta-\omega_{0} t\right), \tag{3.12f}
\end{align*}
$$
\]

in which the solution $Z$ of Bessel's equation now must conform to the Dirichlet boundary conditions

$$
\begin{equation*}
Z(a)=Z(b)=0 . \tag{3.13}
\end{equation*}
$$

With these fields we have

$$
\begin{equation*}
\left\langle-E_{\theta} I\right\rangle_{\mathrm{av}}=\frac{I_{n}}{2} A n k\left[\left.\frac{Z}{R}\right|_{B},\right. \tag{3.14}
\end{equation*}
$$

and the stored energy is

$$
\begin{align*}
\frac{\epsilon_{0}}{2} \iiint E^{2} d v+\frac{1}{2 \mu_{0}} \iint & \int B^{2} d v \\
& =\frac{\pi A^{2} h q^{2}}{2 \mu_{0} c^{2}}\left(\frac{\omega_{r}}{c}\right)^{2} \int_{a}^{b} r Z^{2} d r \tag{3.15}
\end{align*}
$$

Accordingly, we may write

$$
\begin{equation*}
P_{\mathrm{TM}}=2 \pi z I_{n}^{2} \frac{n^{2} k^{2}}{\left(\omega_{r} / c\right)^{3} q^{2} h} \frac{Z_{B}{ }^{2}}{\int_{a}^{b} r Z^{2} d r} Q_{\mathrm{TM}}, \tag{3.16}
\end{equation*}
$$

and for $w \lll 2 R$,

$$
\begin{equation*}
P_{\mathrm{TM}} \cong 4 \pi \delta I_{n}^{2} \frac{n^{2} k^{2}}{\left(\omega_{r} / c\right)^{3} q^{2} R w h} \frac{Z_{B}^{2}}{\int_{-1}{ }^{1} Z^{2} d u} Q_{\mathrm{TM}} . \tag{3.17}
\end{equation*}
$$

Finally, the loss factor $Q_{\text {тм }}$ may be evaluated ${ }^{8}$ for this mode, with the result

$$
\begin{align*}
& Q_{\mathrm{TM}}=\frac{z}{4 R} \frac{\omega_{r}}{c}-h\left\{1+\frac{b h}{4 q^{2}}\left[1+\frac{a(d Z / d r)_{a}^{2}}{b(d Z / d r)_{b}^{2}}\right]\right. \\
&\left.\times \frac{(d Z / d r)_{b}^{2}}{\int_{a}^{b} r Z^{2} d r}\right\}^{-1}, \tag{3.18}
\end{align*}
$$

which, for $w \ll 2 R$, may be written

$$
\begin{align*}
& Q_{\mathrm{TM}} \xlongequal{\frac{z}{4 \Omega} \frac{\omega_{\tau}}{c} h\left\{1+\frac{2 h}{q^{2} w^{3}}\left\lfloor 1+\frac{(d Z / d u)_{-1}{ }^{2}}{(d Z / d u)_{1}{ }^{2}}\right]\right.} \\
& \left.\times \frac{(d Z / d u)_{1_{2}^{2}}}{\mathcal{S}_{-1}{ }^{1} Z^{2} d u}\right\}^{-1} . \tag{3.19}
\end{align*}
$$

The required properties of the characteristic function $Z$ are again best determined by computation. Illustrative values (reference 8, Table VIII) are

$$
\frac{(d Z / d u)_{-1}{ }^{2}}{(d Z / d u)_{1}{ }^{2}} \cong 0.04, \frac{(d Z / d u)_{1}{ }^{2}}{\mathcal{J}_{-1}{ }^{1} Z^{2} d u} \cong 8.4
$$

and, for a centrally located beam,

$$
\frac{Z_{B^{2}}}{\mathcal{J}_{-1}^{1} Z^{2} d u} \cong 0.79
$$

Because $q$ is of the order of $n / b$ (or $n / R$, for $w \ll 2 R$ ), and $n^{2}(w / 2 R)^{3}$ is normally of the order of unity under resonant circumstances, it may be seen that the second term in the denominator of $Q_{\text {TM }}$ will be very much smaller than unity. In contrast, the second term in the denominator of $Q_{T E}$ could play a strong or even dominating role. This situation may be regarded as arising in the following way. In the TE mode, the $B_{z}$ field component is (for $n$ sufficiently large to attain resonance) by far the largest of the three components of $\mathbf{B}$. The associated current, which is in the side walls only, consequently dominates. For a TM mode, on the other hand, component $B_{z}$ vanishes and there is no such dominance as occurs in the TE mode. For the TM resonance, the factor $\int_{-1}{ }^{1} Z^{2} d u$ enters in estimating energy stored and the resistive loss in the upper and lower surfaces. It thus effectively cancels, in the evaluation of $Q_{\text {TM }}$. With the TE fields, the energy involves this integral and the loss is determined by the quantities $[Z(-1)]^{2}$ and $[Z(1)]^{2}$ which serve to specify the current density $I_{\theta}$ associated with $B_{z}$ at $r=a, b$.

It is appropriate, therefore, to simplify Eqs. (3.11) and (3.19), which were applicable only for $w \ll 2 R$, as

$$
\begin{equation*}
Q_{\mathrm{TE}} \cong \frac{z}{16 \Omega} \frac{\left(\omega_{r} / c\right)^{3} w^{4}}{R \eta^{3} n^{2}} \frac{\mathcal{S}_{-1}{ }^{1} Z^{2} d u}{[Z(-1)]^{2}+[Z(1)]^{2}} \tag{3.20}
\end{equation*}
$$

and

$$
\begin{equation*}
Q_{\mathrm{TM}} \cong \frac{马}{4 \Omega} \frac{\omega_{r}}{c} h . \tag{3.21}
\end{equation*}
$$

Here $\eta$ denotes $w / 2 R$ and the product $\eta^{3} n^{2}$ is a convenient quantity to employ in estimating the location of the resonances that may be excited in a chamber of small transverse dimensions. Finally, if Eqs. (3.20) and (3.21) are combined, respectively, with Eqs. (3.8) and (3.17), the following resistive losses result:

$$
\begin{align*}
& P_{\mathrm{TE}}=\pi \frac{\mathfrak{b}^{2}}{\Omega} I_{n}{ }^{2} \frac{\left(\omega_{0} R / c\right)^{2}}{\eta^{3} n^{2}} \frac{w}{h} \frac{[d Z / d u]^{2}}{[Z(-1)]^{2}+[Z(1)]^{2}},  \tag{3.22}\\
& P_{\mathrm{TM}}=(2 m+1)^{2}\left(\frac{\pi}{2}\right)^{3} \frac{\partial^{2}}{\Omega} I_{n^{2}}{ }^{2} \frac{(w / h)^{2}}{\left(\omega_{0} R / c\right)^{2} \eta^{2} n^{2}} \frac{Z_{B^{2}}^{\delta_{-1}^{1} Z^{2} d u}}{} . \tag{3.23}
\end{align*}
$$

## IV. FIELDS NEAR RESONANCE

The stability of an intense beam will be influenced by the self-generated electric fields which are enhanced by proximity to resonance. For the purposes of Part III of
this series, we extend the results of Sec. II to obtain required expressions for the longitudinal electric field. Under resonant conditions, the longitudinal electric field of a TE mode is of the form of Eq. (3.4d) in which coefficient $A$ is expressible through use of Eqs. (3.1) and (3.5) as

$$
\begin{equation*}
A=\frac{P}{\pi I_{n} R_{B} \omega_{r}[d Z / d r]_{B}} \tag{4.1}
\end{equation*}
$$

By use of Eqs. (3.7) and (4.1), the longitudinal electric field at resonance is found to be

$$
\begin{equation*}
E_{\theta}=-2 \supsetneqq I_{n} \frac{Q_{\mathrm{TE}} R_{B}}{\left(\omega_{r} / c\right) q^{2} h} \frac{[d Z / d r]_{B}^{2}}{\int_{a}^{b} r Z^{2} d r} \cos \left(n \theta-\omega_{r} l\right) . \tag{4.2}
\end{equation*}
$$

Equation (4.2) may be generalized for frequencies near the resonant frequency by replacing

$$
Q_{\mathrm{TE}} \cos \left(n \theta-\omega_{r} t\right)
$$

by

$$
\omega^{2} \frac{\left(\omega_{r}^{2} / Q_{\mathrm{TE}}\right) \cos (n \theta-\omega t)+\left(\omega_{r}^{2}-\omega^{2}\right) \sin (n \theta-\omega t)}{\left(\omega_{r}^{2}-\omega^{2}\right)^{2}+\left(\omega_{r}^{2} / Q_{\mathrm{TE}}\right)^{2}}
$$

wherein we have not distinguished between $\omega$ and $\omega_{r}$, except in the arguments of the circular functions and in the resonant term $\left(\omega_{r}^{2}-\omega^{2}\right)$. With this substitution, Eq. (4.2) may be written

$$
\begin{align*}
E_{\theta}= & z I_{n} \frac{R_{B}}{\left(\omega_{r} / c\right) q^{2} h} \frac{[d Z / d r]_{B}^{2}}{\mathcal{S}_{a}{ }^{b} r Z^{2} d r} \\
& \times\left[\frac{i \omega^{2} e^{i(n \theta-\omega t)}}{\left(\omega_{r}^{2}-\omega^{2}\right)-i\left(\omega_{r}^{2} / Q_{\mathrm{TE}}\right)}-\frac{i \omega^{2} e^{-i(n \theta-\omega t)}}{\left(\omega_{r}^{2}-\omega^{2}\right)+i\left(\omega_{r}{ }^{2} / Q_{\mathrm{TE}}\right)}\right] \tag{4.3}
\end{align*}
$$

and gives the field generated by a current $I_{n} \cos (n \theta-\omega t)$, or by $\frac{1}{2} I_{n}\left[e^{i(n \theta-\omega t)}+e^{-i(n \theta-\omega t)}\right]$. For the perturbation analysis of Part III, it is convenient to employ specifically the complex field associated with a perturbation of the number of particles per radian, expressed in the form of a complex number. A perturbation

$$
\delta N=N_{n} e^{i(n \theta-\omega t)},
$$

or an associated perturbed current

$$
\delta I=e \omega_{0} N_{n} e^{i(n \theta-\omega t)}
$$

should thus, from Eq. (4.3), have associated with it the longitudinal field

$$
\begin{align*}
& E_{\theta}=2 i \partial e N_{n} \frac{c R_{B}}{n q^{2} h} \frac{[d Z / d r]_{B}{ }^{2}}{\int_{a}^{b} r Z^{2} d r} \omega^{2} \\
& \times \frac{e^{i(n \theta-\omega t)}}{\left(\omega_{r}{ }^{2}-\omega^{2}\right)-i\left(\omega_{\tau}^{2} / Q_{\mathrm{TE}}\right)} . \tag{4.4}
\end{align*}
$$

When $w \ll 2 R, q \approx n / R$ and Eq. (4.4) may be written in the
somewhat simpler approximate form

$$
\begin{align*}
& E_{0} \cong 16 i z e N_{n} \frac{c R^{2}}{n^{3} w^{3} h} \frac{[d Z / d u]_{B}^{2}}{\mathcal{J}_{-1} Z^{2} d u} \omega^{2} \\
& \times \frac{e^{i(n \theta-\omega t)}}{\left(\omega_{r}^{2}-\omega^{2}\right)-i\left(\omega_{r}^{2} / Q_{\mathrm{TE}}\right)} . \tag{4.5}
\end{align*}
$$

To proceed in a similar way to evaluate the longitudinal electric field of a TM mode near resonance, we have

$$
\begin{equation*}
A=P / \pi I_{n} n k Z_{B} \tag{4.6}
\end{equation*}
$$

from Eqs. (3.1) and (3.14). By use of Eqs. (3.16) and (4.6), the resonance longitudinal electric field, Eq. (3.12d) is

$$
\begin{equation*}
E_{\theta}=-2 \xi I_{n} \frac{Q_{\mathrm{TM}} n^{2} k^{2}}{\left(\omega_{r} / c\right)^{3} q^{2} R_{B} h} \frac{Z_{B}^{2}}{\int_{a}^{b} r Z^{2} d r} \cos \left(n \theta-\omega_{r} t\right) . \tag{4.7}
\end{equation*}
$$

For frequencies near the resonant frequency, Eq. (4.7) is generalized in the same manner as employed in connection with the TE resonance to read

$$
\begin{align*}
E_{\theta}= & z I_{n} \frac{n^{2} k^{2}}{\left(\omega_{r} / c\right)^{3} q^{2} R_{B} h} \frac{Z_{B^{2}}}{\int_{a}^{b} r Z^{2} d r} \\
& \times\left[\frac{i \omega^{2} e^{i(n \theta-\omega t)}}{\left(\omega_{r}^{2}-\omega^{2}\right)-i\left(\omega_{r}^{2} / Q_{\mathrm{TM}}\right)}-\frac{i \omega^{2} e^{-i(n \theta-\omega t)}}{\left(\omega_{r}^{2}-\omega^{2}\right)+i\left(\omega_{r}{ }^{2} / Q_{\mathrm{TM}}\right)}\right] \tag{4.8}
\end{align*}
$$

For a perturbation $\delta N=N_{n} e^{i(n \theta-\omega t)}$, Eq. (4.8) gives the associated field

$$
\begin{align*}
E_{\theta}=2 i \precsim e N_{n} \frac{k^{2} c}{n\left(\omega_{0} / c\right)^{2} q^{2} R_{B} h} & \frac{Z_{B^{2}}}{\int_{a}^{b} r Z^{2} d r} \omega^{2} \\
& \times \frac{e^{i(n \theta-\omega t)}}{\left(\omega_{r}^{2}-\omega^{2}\right)-i\left(\omega_{r}^{2} / Q_{\mathrm{TM}}\right)} ; \tag{4.9}
\end{align*}
$$

for $ש \ll 2 R$, with $q=n / R$ and $k=(2 m+1) \pi / h$, we have

$$
\begin{array}{r}
F_{\theta} \cong 4(2 m+1)^{2} \pi^{2} i z e N_{n} \frac{c R^{2}}{n^{3}\left(\omega_{0} R / c\right)^{2} w h^{3}} \frac{Z_{B^{2}}}{\mathcal{S}_{-1}{ }^{1} Z^{2} d u} \omega^{2} \\
\times \frac{e^{i(n \theta-\omega t)}}{\left(\omega_{r}^{2}-\omega^{2}\right)-i\left(\omega_{r}^{2} / Q_{\mathrm{TM}}\right)} \tag{4.10}
\end{array}
$$

## V. NUMERICAL EXAMPLES

We have calculated the nonresonant power loss using the parameters of the Berkeley Bevatron, a typical strong focusing machine such as the CERN proton synchrotron, and the Stanford electron storage rings. Results are given in Table I. For a proton machine in which the radiofrequency operates on a harmonic $m,(m=1$ for the bevatron, $m=20$ for AGS) we take the azimuthal distribution of particles to be

Table I. Parameters of three accelerators and the nonresonant energy loss per particle per turn. The circulating current assumed in the calculation is $I_{C}$, and $f_{0}=\omega_{0} / 2 \pi$ is the particle circulation frequency. The parameters $\alpha$ and $\left\langle\theta^{2}\right\rangle_{\mathrm{av}}$ characterize the extent of particles in rf phase.

| Machine | $\begin{gathered} \mathbb{R}_{1} \\ \text { (ohms) } \end{gathered}$ | $R / h$ | $\begin{gathered} I_{c} \\ (\mathrm{amp}) \end{gathered}$ | $\begin{gathered} f_{0} \\ (\mathrm{cps}) \end{gathered}$ | $\alpha$ | $\left\langle\theta^{2}\right\rangle_{\mathrm{av}}$ | $\begin{gathered} \delta E \\ (\mathrm{ev}) \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Bevatron | $3.14 \times 10^{-3}$ | 50 | 4 | $2.5 \times 10^{6}$ | 1 |  | 3.56 |
| CERN | $1.37 \times 10^{-3}$ | $10^{3}$ | 1 | $4.8 \times 10^{5}$ | 0.1 |  | 24.6 |
| Stanford | $10 \times 10^{-3}$ | 36 | 1 | $2.5 \times 10^{7}$ |  | 0.014 | 21.8 |

$$
N(\theta)=\frac{2 N}{\pi m \alpha}\left[1-(\theta / \alpha)^{2}\right]^{\frac{1}{2}},
$$

in which $N$ is the total number of particles. This distribution leads to Fourier coefficients of the current given by

$$
I_{n}=\frac{2 e \omega_{0} N}{\pi n \alpha} J_{1}(n \alpha)=\frac{4 I_{C}}{n \alpha} J_{1}(n \alpha)
$$

for $n$ an integral multiple of $m$. Other Fourier coefficients are zero. The total circulating current is $I_{C}$. The azimuthal distribution of particles in the Stanford storage rings will be taken as Gaussian. We thus have

$$
N(\theta)=\left(2 \pi\left\langle\theta^{2}\right\rangle_{\mathrm{av}}\right)^{-\frac{1}{2}} \exp \left[-\frac{1}{2} \theta^{2} /\left\langle\theta^{2}\right\rangle_{\mathrm{av}}\right]
$$

from which it follows that

$$
I_{n}=I_{C} \exp \left[-n^{2}\left\langle\theta^{2}\right\rangle_{\mathrm{av}} / 2\right]
$$

The resistivity $\rho$ of the conducting walls is taken somewhat arbitrarily to be $10^{-4}$ ohm-cm for all numerical examples. If the true resistivity $\rho_{t}$ of the walls is known, the results in Table I should be altered by a factor $10^{2} \rho t^{\frac{3}{2}}$, with $\rho_{t}$ in ohm-centimeters.

We have calculated the resonant power loss for the bevatron only, using Eq. (3.22). Inserting values $R_{B}=50$ $\mathrm{ft}, b=52 \mathrm{ft}, h=1 \mathrm{ft}$, and $\gamma=6$ into Eq. (A-18), we find that resonance can occur for $n=650$. The ratio $w / h$ is 4 for this machine, and the resonant energy loss $\delta E$ is of the order of 0.1 ev . For the strong focusing machine, we insert $R_{B}=100 \mathrm{~m}, b=100.15 \mathrm{~m}, h=0.1 \mathrm{~m}$, and $\gamma=25$ into Eq. (A-18), and find that resonance is possible at values of $n \sim 8 \times 10^{5}$. This is sufficiently high that the resonant energy loss is negligible.

For the electron storage rings, we use $R_{B}=142 \mathrm{~cm}$, $b=150 \mathrm{~cm}, h=5 \mathrm{~cm}$, and $\gamma=10^{3}$. Resonance is found to be possible with the 275th harmonic, but the 275th Fourier component of the Gaussian distribution is so small that resonant power losses do not warrant consideration.

## APPENDIX I

## Azimuthal Phase Velocities and Possible Resonance

The eigenfrequencies $\omega_{l}$ of the cavity modes which can be excited by the beam are given by $\left(\omega_{l} / c\right)^{2}=q^{2}+(p \pi / h)^{2}$
with $q$ the characteristic value of Bessel's equation and $p$ an odd integer. The angular phase velocity is simply $\omega_{l} / n$, and the azimuthal phase velocity $v_{\theta}$ is $\omega_{i} r / n$. We thus have

$$
\left(v_{\theta} / c\right)^{2}=(q r / n)^{2}+(p \pi r / n h)^{2}
$$

Obviously the second term may be made negligibly small by choosing $p=1$ and $n \gg \pi r / h$. For $p>1$, this term may still be made small, but only for much larger values of $n$. With this term negligibly small, we may have $\tau_{\theta}<c$ at any radius $r$ within the vacuum tank for which $q r / n<1$. It is then possible for a relativistic beam of particles to be circulating with a velocity coinciding with the phase velocity of the mode. This is the resonant condition referred to in this work. We now show that for sufficiently large $n$ it is possible to satisfy $q r / n<1$ at any radius within a toroidal cavity.

For TE modes the appropriate solution of Bessel's equation is

$$
Z_{n}(r)=Y_{n}^{\prime}(q a) J_{n}(q r)-J_{n}^{\prime}(a q) Y_{n}(q r),
$$

with the values of $q$ determined by the boundary condition $Z_{n}{ }^{\prime}(b)=0$. In Fig. 1 we have plotted qualitatively the function $J_{n}{ }^{\prime}(x) / Y_{n}{ }^{\prime}(x)$ vs $x$ for large values of $n$. The maximum of the curve occurs at $x=n$, and the half-width is of the order of $n^{\frac{1}{3}}$. The lowest characteristic value $q_{0}$ may be found approximately by selecting $q_{0} a<n$ and $n<q_{0} b<j^{\prime}{ }_{n 1}$ such that

$$
J_{n}^{\prime}\left(q_{0} a\right) / Y_{n}^{\prime}\left(q_{0} a\right)=J_{n}^{\prime}\left(q_{0} b\right) / Y_{n}^{\prime}\left(q_{0} b\right)
$$

The first zero of $J_{n}{ }^{\prime}$ is designated by $j_{n 1}{ }^{\prime}$, and occurs approximately at $x=n+0.81 n^{\frac{1}{3}}$ for large $n$. The ratio $b / a$ is fixed and determines how far down the curve we must place our values. Thus in Fig. 1, the portion of the vacuum tank for which $q_{0} r / n<1$ holds is represented by the region of the abscissa between $q_{0} a$ and $n$.

For fixed $b / a$, the portion of the vacuum tank for which $q_{0} r / n<1$ does not hold diminishes to zero as $n$ approaches infinity. This can be seen by noting that $q_{0}$ is of the order of $n / b$ and thus $q_{0} b-q_{0} a \sim n(1-a / b)$. For any $b / a$, it is possible to choose a value of $n$ such that this quantity is very much greater than the half-width of the curve, which is of order $n^{\frac{1}{3}}$. We must then place $q_{0} b$ very close to its maximum value $j_{n 1}{ }^{\prime}$, while $q_{0} a$ is located far to the left of $n$. The portion of the vacuum vessel represented by the region of the abscissa between $n$ and $j_{n 1}^{\prime}$ therefore becomes negligibly small, as $n$ increases without limit, compared to the portion between $q_{0} a$ and $n$. In the latter portion, $q_{0} r / n<1$ holds. More accurate values of $q_{0}$ will be found in Appendix II.

For TM modes, the appropriate solution of Bessel's equation is

$$
Z_{n}(r)=Y_{n}(q a) J_{n}(q r)-J_{n}(q a) Y_{n}(q r),
$$



Fig. 1. Qualitative graph of $J_{n}{ }^{\prime}(x) / Y_{n}{ }^{\prime}(x)$ for large $n$. The radial aperture of the vacuum tank is represented by the region of the abscissa between $q_{0} a$ and $q_{0} b$. The $i$ th zero of $J_{n}^{\prime}$ is $j_{n i}{ }^{\prime}$, and the $i$ th zero of $Y_{n}{ }^{\prime}$ is $y_{n i}{ }^{\prime}$.
with the values of $q$ determined by the boundary condition $Z_{n}(b)=0$. The lowest characteristic value may be found approximately by a graphical technique analogous to that used above. In Fig. 2 we have plotted qualitatively the function $J_{n}(x) / Y_{n}(x)$ vs $x$. For large $n$, the first zero $j_{n 1}$ of $J_{n}$, occurs approximately at $n+1.86 n^{\frac{2}{3}}$, while $y_{n 2}$, the second zero of $Y_{n}$, occurs approximately at $n+2.54 n^{\frac{1}{3}}$. Hence for large $n$ the first characteristic value for TM modes always has the limits $n+1.86 n^{\frac{2}{3}}<q b<n+2.54 n^{\frac{2}{3}}$. Again, more quantitative evaluation will be found in Appendix II. We merely wish to point out here that, for this first TM solution, the condition $q r / n<1$ holds for some portion of the vacuum-tank aperture.

## APPENDIX II

## High-Order Solutions of Bessel's Equation for a Narrow Annulus

## A. Introduction

The lowest characteristic values $q$, and the associated characteristic functions $Z(r)$, of interest here are those which arise from Bessel's equation when $n$ is large and when $(b-a) /(b+a) \ll 1$. As shown in Appendix I, the lowest characteristic values will be in the neighborhood of $n / b$. To find whether a resonant electromagnetic mode will be excited by a modulated beam moving within the vacuum chamber, however, the characteristic values must be determined with some accuracy, because of the strong cancellation involved in computing the quantity $k=\left[\left(n \omega_{0} / c\right)^{2}-q^{2}\right]^{\frac{1}{2}}$. This quantity assumes values which are odd multiples of $\pi / h$ in resonant modes. It is accordingly appropriate to examine directly ${ }^{8}$ the characteristic solutions of Bessel's equation, subject to our particular boundary conditions, without reference to the customary Bessel and Neumann functions $J_{n}$ and $Y_{n}$.

## B. Analysis

It is convenient to introduce the quantity

$$
\eta \equiv(b-a) /(b+a)=w / 2 R_{0}
$$

and, because of the strong cancellation mentioned above, to define

$$
\begin{equation*}
\delta \equiv \eta^{2}\left[\left(q R_{0}\right)^{2}-n^{2}\right] \tag{A.1a}
\end{equation*}
$$

and

$$
\begin{equation*}
u \equiv 2\left(r-R_{0}\right) / w \tag{A.1b}
\end{equation*}
$$

In terms of these quantities, we have $r=R_{0}(1+\eta u)$, with $-1 \leqslant u \leqslant 1$, and Bessel's equation assumes the form

$$
\begin{equation*}
\frac{d}{d u}\left[(1+\eta u) \frac{d Z}{d u}\right]+\left[\delta(1+\eta u)+\frac{(2+\eta u)}{(1+\eta u)^{3}} n^{3} n^{2} u\right] Z=0 . \tag{A.2}
\end{equation*}
$$

For $\eta \ll 1$, the characteristic values $\delta$ and the characteristic functions for this equation may be obtained ${ }^{8}$ by a perturbation method provided $n$ is not too large. In this way we find for the first Neumann solution (TE mode)

$$
\begin{gather*}
\delta \cong \frac{1}{3} \eta^{4} n^{2}-\frac{8}{15} \eta^{6} n^{4},  \tag{A.3a}\\
Z \propto 1+\eta^{3} n^{2}\left[u-\left(u^{3} / 3\right)\right] . \tag{A.3b}
\end{gather*}
$$

For the first Dirichlet solution (TM mode)

$$
\begin{equation*}
\delta \cong\left(\frac{\pi}{2}\right)^{2}-\frac{\eta^{2}}{4}+\left(1-\frac{6}{\pi^{2}}\right)\left(n^{2}-\frac{1}{4}\right) \eta^{4} \tag{A.4a}
\end{equation*}
$$

$Z \propto\left\{\begin{array}{c}\stackrel{\pi}{-} \underset{2}{\cos } \boldsymbol{\pi}+\frac{1}{\pi}\left(n^{2}-\frac{1}{4}\right) \eta^{3}\end{array}\right.$

$$
\left.\times\left[\left(1-u^{2}\right) \underset{\sin -u-\frac{2}{\pi} u}{2} \begin{array}{cc}
\pi  \tag{A.4b}\\
2 & \cos -u
\end{array}\right]\right\}(1+\eta u)^{-\frac{1}{2}} ;
$$



Fig. 2. Qualitative graph of $J_{n}(x) / Y_{n}(x)$ for large $n$. The radial aperture of the vacuum tank is represented by the region of the abscissa between $q a$ and $q b$. The $i$ th zero of $J_{n}$ is $j_{n i}$ and the $i$ th zero of $Y_{n}$ is $y_{n i}$.
and for the second Neumann solution (TE mode)

$$
\begin{equation*}
\delta \cong\left(\frac{\pi}{2}\right)^{2}+\frac{3}{4} \eta^{2}+\left(1+\frac{10}{\pi^{2}}\right) \eta^{4} \eta^{2} \tag{A.5a}
\end{equation*}
$$

$$
\begin{align*}
& Z \propto \frac{\sin -u-\frac{1}{2} \eta}{2}\left(u \sin \frac{\pi}{2} u+\frac{2}{\pi} \stackrel{\pi}{2}\right) \\
& \quad-\frac{1}{-n^{3} n^{2}}\left[\left(1+\frac{4}{\pi^{2}}-u^{2}\right) \underset{2}{\cos -u+\frac{\pi}{\pi}} \frac{2}{\pi} \frac{\pi}{2} \sin -u\right] . \tag{A.5b}
\end{align*}
$$

The region of applicability of the foregoing expressions is that for which $\eta^{3} n^{2} \ll 1$. Of greater significance for our present purposes, however, are the results for the case $\eta^{3} n^{2}>1$, which we discuss below.

Since our interest here is confined to the case $\eta \ll 1$, it is convenient to approximate the differential equation for $Z$ by

$$
\begin{equation*}
\frac{d^{2} Z}{d u^{2}}+\left[\delta+2 \eta^{3} n^{2} u\right] Z=0 \tag{A.6}
\end{equation*}
$$

Solutions of this approximate equation may then be written explicitly in terms of Bessel functions of order $\frac{1}{3}$. Specifically, we take

$$
\begin{equation*}
Z \propto \xi^{\frac{1}{2}}\left[J_{\frac{1}{2}}\left(\frac{\xi^{\frac{1}{2}}}{3 \eta^{3} n^{2}}\right)+J_{-\frac{1}{3}}\left(\frac{\xi^{\frac{3}{3}}}{3 \eta^{3} n^{2}}\right)\right], \tag{A.7}
\end{equation*}
$$

where $\xi$ denotes $\delta+2 \eta^{3} n^{2} u$. The particular ratio of the coefficients of $J_{\frac{3}{3}}$ and $J_{-\frac{1}{3}}$ is selected to ensure a decreasing exponential solution to the left of the "classical turning point," $u_{c}=-\delta / 2 \eta^{3} n^{2}$. When $\eta^{3} n^{2}$ is fairly large in comparison to unity, such a solution will drop sufficiently rapidly in that region to satisfy the boundary condition required at $u=-1$ (i.e., at $r=a$ ).

Asymptotic forms for the characteristic values of $\delta$ may then be found immediately by application of the desired boundary conditions at $u=1$, with the aid of published tables. ${ }^{9}$ The following estimates of $\delta$, applicable in cases in which $\eta^{3} n^{2}$ is at least somewhat larger than unity, are obtained. For the first Neumann solution (TE mode)

$$
\begin{equation*}
\delta \cong-2 \eta^{3} n^{2}+1.61724 \eta^{2} n^{\frac{1}{3}} \tag{A.8}
\end{equation*}
$$

for the first Dirichlet solution (TM mode)

$$
\begin{equation*}
\delta \cong-2 \eta^{3} n^{2}+3.71151 \eta^{2} n^{\frac{5}{3}} \tag{A.9}
\end{equation*}
$$

for the second Neumann solution (TE mode)

$$
\begin{equation*}
\delta \cong-2 \eta^{3} n^{2}+5.15619 \eta^{2} n^{\frac{1}{3}} \tag{A.10}
\end{equation*}
$$

The nature of the characteristic functions can be seen conveniently from a graph (Fig. 3) of

[^14]\[

$$
\begin{equation*}
Z \propto v^{\frac{1}{2}}\left[J_{\frac{3}{3}}\left(v^{\frac{1}{3}}\right)+J_{-\frac{1}{2}}\left(v^{\frac{3}{2}}\right)\right] \quad \text { vs } \quad v, \tag{A.11}
\end{equation*}
$$

\]

with $v$ defined by the relation

$$
\begin{equation*}
v \equiv \frac{\delta+2 \eta^{3} n^{2} u}{3^{3} \eta^{2} n^{\frac{4}{3}}} \tag{A.12}
\end{equation*}
$$

The various characteristic solutions of interest are then depicted by this curve, with the $u=1$ boundary appropriately located at the maximum, zero, or minimum of the function plotted. When $\eta^{3} n^{2}$ is large, the solutions are highly localized near $u=1$. Their values exceed $(1 / e) Z_{\text {max }}$ only in an interval $\Delta u$ of width $1.35 \eta^{-1} n^{-\frac{2}{5}}, 2.39 \eta^{-1} n^{-\frac{3}{3}}$, or $3.12 \eta^{-1} n^{-\frac{3}{3}}$, respectively, for the three characteristic solutions discussed here. This property, and others useful in the application of the characteristic solutions, depend only upon the value of $\eta^{3} n^{2}$ and may be estimated from the graph or evaluated computationally. ${ }^{8}$

## C. The Possibility of Resonance

The possibility that an azimuthally modulated beam may excite a resonant electromagnetic mode of a toroidal vacuum chamber may be examined by reference to the equation

$$
\begin{equation*}
k=\left[\left(n \omega_{0} / c\right)^{2}-q^{2}\right]^{\frac{1}{2}}, \tag{A.13}
\end{equation*}
$$

where $k=(2 m+1) \pi / h$. In terms of the average radius of the chamber, $R_{0}$ and the radius of the particle orbit $R_{B}$, this relation may be written

$$
\begin{equation*}
\left(q R_{0}\right)^{2}=n\left(\beta R_{0} / R_{B}\right)^{2}-(2 m+1)^{2}\left(\pi R_{0} / h\right)^{2} \tag{A.14a}
\end{equation*}
$$

or

$$
\begin{equation*}
\delta=\eta^{2} n^{2}\left[\left(\beta R_{0} / R_{B}\right)^{2}-1\right]-\left[\left(m+\frac{1}{2}\right) \pi v / h\right]^{2} \tag{A.14b}
\end{equation*}
$$

For a relativistic beam moving close to the center of the aperture, $\beta R_{0} / R_{B}$ will be close to unity. The ratio $w / h$ is normally greater than unity. For resonance to occur, therefore, $\delta$ must be somewhat negative and hence, $\eta^{3} n^{2}$ would be roughly of order unity for the lower-order resonant modes. Somewhat lower values of $n$ could give rise to resonant excitation if $R_{B}<R_{0}$, while $\beta$ materially less than unity will require larger values of $n$. There is, in fact, a limiting value for the particle energy below which resonance will not occur, even with $R_{B}=a$, as can be seen from the following argument. If we have

$$
\begin{equation*}
R_{B}=R_{0}-w / 2, \tag{A.15}
\end{equation*}
$$

we can write

$$
\begin{equation*}
\delta=\eta^{2} n^{2}\left[\beta^{2} /(1-\eta)^{2}-1\right]-\left[\left(m+\frac{1}{2}\right) \pi w / h\right]^{2}, \tag{A.16}
\end{equation*}
$$

and resonance certainly cannot occur in any mode if we have

$$
\eta^{2} n^{2}\left[\beta^{2} /(1-\eta)^{2}-1\right]<-2 \eta^{3} n^{2}
$$

i.e., for

$$
\begin{aligned}
& \beta^{2} /(1-\eta)^{2}-1+2 \eta<0, \\
& \beta^{2}<(1-2 \eta)(1-\eta)^{2}
\end{aligned}
$$



Fig. 3. Graph of the universal radial function $Z(v)$, as defined by Eqs. (A.11) and (A.12).
or

$$
\begin{equation*}
\gamma^{2}<\frac{1}{1-(1-2 \eta)(1-\eta)^{2}} \cong \frac{1}{4 \eta} . \tag{A.17}
\end{equation*}
$$

For $R_{B}=R_{0}$, however, significant resonances may arise for values of $n$ sufficiently great that $\eta^{3} n^{2}$ is in the range 4 to 30. A convenient general expression is obtained from Eq. (A.14b) by neglecting terms proportional to $\left(\eta^{3} n^{2}\right)^{\frac{2}{3}}$ which appear in Eqs. (A.8) through (A.10). The first resonance then is seen to occur for harmonic numbers such that

$$
\begin{align*}
& \quad \eta^{2} n^{2}\left[\left(\frac{\beta b / R_{B}}{1+\eta}\right)^{2}-1\right]=-2 \eta^{3} n^{2}+\left(\frac{\pi w}{2 h}\right)^{2}, \\
& n=\left(\pi R_{B} / h\right)\left[1-1 / \gamma^{2}-(1-2 \eta)(1+\eta)^{2}\left(R_{B} / b\right)^{2}\right]^{-\frac{1}{2}}  \tag{A.18}\\
& \cong\left(\pi R_{B} / h\right)\left[1-1 / \gamma^{2}-\left(R_{B} / b\right)^{2}\right]^{\frac{1}{2}} . \tag{A.18a}
\end{align*}
$$

## D. Salient Properties of the Characteristic Solution

With $\eta^{3} n^{2}>1$, the characteristic solutions differ considerably from simple circular functions. This fact affects the coupling between the beam and the electromagnetic fields and modifies the numerical values of the loss factor $Q$. For purposes of this paper it may suffice to state that computational results ${ }^{8}$ indicate

$$
[d Z / d u]_{0}{ }^{2} /\left\{[Z(-1)]^{2}+[Z(1)]^{2}\right\}
$$

does not appreciably exceed 0.40 for the first Neumann solution (for $\eta^{3} n^{2} \sim 3$ ). For the second Neumann solution, this quantity assumes the value $\pi^{2} / 8$ for $\eta^{3} n^{2}$ small, vanishes for $\eta^{3} n^{2} \sim 6$, attains a maximum value of approximately 4.0 for $\eta^{3} n^{2} \sim 20$, and decreases thereafter. The quantity $[d Z / d u] 0_{0} / \int_{-1}{ }^{1} Z^{2} d u$ for the first Neumann solution has a maximum value of approximately 0.71 at $\eta^{3} n^{2} \sim 4$, drops to 0.41 at $\eta^{3} n^{2} \sim 10$, and becomes less than 0.13 for $\eta^{3} n^{2} \geqslant 20$. For the second Neumann solution it is
$\pi^{2} / 4$ for $\eta^{3} n^{2}$ small, vanishes for $\eta^{3} n^{2} \sim 6$, attains a maximum value of approximately 4.5 for $\eta^{3} n^{2} \sim 20$, and decreases thereafter. Finally, for the first Dirichlet solution, the
quantity $[Z(0)]^{2} / \int_{-1}^{1} Z^{2} d u$ drops steadily from a value unity for $\eta^{3} n^{2}$ small, to 0.79 for $\eta^{3} n^{2} \sim 4,0.37$ at $\eta^{3} n^{2} \sim 10$, and 0.10 at $\eta^{3} n^{2} \sim 20$.
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#### Abstract

The electromagnetic interaction of an intense relativistic coasting beam with itself, including the effect of a nonperfectly conducting vacuum tank, or a quiescent rf cavity, is investigated theoretically. It is shown that the resonances that may occur between harmonics of the particle circulation frequencies and the electromagnetic modes of the cavities can lead to a longitudinal instability of the beam. A criterion for stability of the beam against such longitudinal bunching is obtained as a restriction on the shunt impedance of the rf cavity, or the $Q$ of the vacuum tank. This criterion contains the energy spread and intensity of the coasting beam, as well as the parameters of the accelerator. Numerical examples are given which indicate that, in general, the resonances with the vacuum tank will not cause instabilities, while those with an rf cavity can be prevented from causing instabilities by choosing the shunt impedance at a sufficiently low but still convenient value.


## I. INTRODUCTION

IN the second article (Part II) of this series ${ }^{1}$ it was shown that a resonance can occur between a beam of particles in an accelerator and the characteristic electromagnetic modes of the vacuum tank. It is possible that this resonance could lead to instabilities in an intense relativistic coasting beam. This problem is distinguished from the longitudinal instabilities investigated previously by a number of authors ${ }^{2,3}$ because resonance can occur


Fig. 1. Cutaway view of toroidal cavity.

[^15]only with modes characterized by short wavelengths in the azimuthal direction. Thus we shall be dealing with perturbation frequencies that are very high harmonics of the particle circulation frequency.

We shall again take a toroid with rectangular cross section as a model of the vacuum tank (Fig. 1), neglecting all windows, discontinuities, and straight sections. The conductivity of the walls is sufficiently high to allow the vanishing of the tangential electric field to be used as a boundary condition in the solution of Maxwell's equations. Therefore, we can use the results in Part II of this series.

The stability of the coasting beam may also be affected by the presence of an rf cavity through which the beam must pass. If the cavity has an eigenfrequency near a harmonic of the beam circulation frequency, a resonance condition exists between the beam and the cavity. Such a resonance generally occurs for a much lower harmonic than the resonance with the modes of the vacuum tank. For purposes of this calculation we assume that the cavity is not driven externally.

Transverse particle motion will be neglected throughout this work, except insofar as it contributes to the crosssectional area of the beam. The density of particles in the unperturbed beam is taken as being uniform azimuthally. In Sec. II we assume an infinitesimal perturbation that preserves the cross-sectional dimensions of the beam.

It is then possible to solve the linearized one-dimensional Vlasov equation to obtain a dispersion relation that gives the allowed values of the perturbation frequency. This dispersion relation contains the azimuthal electric field generated by the perturbation, and in Sec. III convenient expressions are cited for this component of the electric field, using results from Part II of this series.
Section IV is devoted to a discussion of the dispersion relation. A criterion for stability is derived that places an upper limit on the quality factor $Q$ of the resonant mode of the vacuum tank. If the beam is near a resonance with the rf cavity, this criterion can be expressed as an upper limit on the input impedance of the cavity. These criteria contain the total number of particles in the machine as well as the energy spread of the coasting beam. Numerical estimates using the parameters of two quite different accelerators are given in Sec. V and indicate that instabilities arising from excitation of vacuum tank modes will not, in general, be a serious problem. Instabilities induced by an rf cavity, on the other hand, may place significant upper limits on the input impedance of rf cavities used in beam stacking schemes.

## II. DISPERSION RELATION

It will be convenient in what follows to introduce the action variable $W$, which is defined by

$$
\begin{equation*}
W=\int_{E_{0}}^{E} \frac{d E}{f(E)} . \tag{2.1}
\end{equation*}
$$

Here $E$ is the energy of the particle and $f$ the instantaneous circulation frequency of the particle. The variable $W$ is canonically conjugate to the angle variable $\phi$ describing the particle's position in azimuth. In the absence of an applied radio-frequency voltage, the equations of motion are given by

$$
\begin{equation*}
\dot{W}=2 \pi \ell R E_{\phi} \tag{2.2}
\end{equation*}
$$

and

$$
\dot{\phi}=2 \pi f .
$$

The effective azimuthal electric field is designated by $E_{\phi}$.
We may denote the distribution function for particles in synchrotron phase space by $\Psi(W, \phi, t)$, and it can then be shown ${ }^{3}$ that $\Psi$ satisfies the one-dimensional Vlasov equation,

$$
\begin{equation*}
\frac{\partial \Psi}{\partial t}+\dot{\phi} \frac{\partial \Psi}{\partial \phi}+2 \pi e\left\langle R E_{\phi}\right\rangle \frac{\partial \Psi}{\partial W}=0, \tag{2.3}
\end{equation*}
$$

in the well-justified approximation of ignoring collisions between particles. In Eq. (2.3), $\left\langle R E_{\phi}\right\rangle$ involves the longitudinal electric field averaged over the beam cross section. For the investigation described here, we may safely replace this average by the orbit radius times the electric field at the center of the beam.

Since the unperturbed coasting beam is assumed to be uniform in azimuth, the unperturbed distribution of particles in $W-\phi$ space may be described by a function $\psi_{0}(W)$. We shall consider an infinitesimal perturbation such that the total distribution function $\boldsymbol{\Psi}(\phi, W, t)$ may be written as

$$
\begin{equation*}
\Psi(\phi, W, t)=\psi_{0}(W)+\psi_{1}(n, W, \omega) e^{i(n \phi-\omega t)} . \tag{2.4}
\end{equation*}
$$

Note that the perturbation does not affect the transverse distribution of particles. Linearizing Eq. (2.3) leads to

$$
\begin{equation*}
\psi_{1}(n, W, \omega)=-2 \pi i e\left\langle R E_{\phi}\right\rangle \frac{\partial \psi_{0} / \partial W}{(\omega-n \phi)} . \tag{2.5}
\end{equation*}
$$

The electric field in Eq. (2.5) arises from the charge and current densities of the perturbation only. The particle density associated with the perturbation is

$$
\begin{equation*}
\delta N=N_{n} e^{i(n \phi-\omega t)}, \tag{2.6}
\end{equation*}
$$

where

$$
\begin{equation*}
N_{n}=\int \psi_{1}(n, W, \omega) d W \tag{2,7}
\end{equation*}
$$

and the associated azimuthal electric field at the beam center may be written as

$$
\begin{equation*}
\left\langle R E_{\phi}\right\rangle=\epsilon N_{n} e^{i(n \phi-\omega t)} . \tag{2.8}
\end{equation*}
$$

The quantity $\epsilon$ thus defined will be investigated in the next section. If we insert Eq. (2.8) into Eq. (2.5) and use Eq. (2.7), the condition for a solution to the Vlasov equation becomes

$$
\begin{equation*}
1=-2 \pi i e \epsilon \int \frac{d \psi_{0}}{d W} \frac{d W}{(\omega-n \phi)} \tag{2.9}
\end{equation*}
$$

The particular dependence of $\psi_{0}$ upon $W$ is not important as long as $d \psi_{0} / d W$ has no discontinuities. A completely realistic distribution function would necessarily vanish for values of $W$ corresponding to particles moving faster than the velocity of light. For convenience, however, we shall take a Lorentz (resonance) line shape for $\psi_{0}$ and set

$$
\begin{equation*}
\psi_{0}(W)=\frac{N(\Delta W)}{2 \pi^{2}\left[\left(W-W_{0}\right)^{2}+(\Delta W)^{2}\right]} \tag{2.10}
\end{equation*}
$$

This function falls off as $W^{-2}$ for large values of $W$, and this behavior should not appreciably affect the results of the calculation. In Eq. (2.10), $N$ is the total number of particles circulating in the machine. The distribution is centered about the value $W=W_{0}$ and has a characteristic width $\Delta W$. The integral in Eq. (2.9) may be evaluated by integration along the $W$ axis, if we assume that $\omega$ has a small positive imaginary part, ${ }^{3}$ and we use the relation

$$
\phi(W)=\dot{\phi}\left(W_{0}\right)+2 \pi f\left(\frac{d f}{d E}\right)\left(W-W_{0}\right) .
$$

One obtains

$$
\begin{equation*}
\int \frac{d \psi_{0}}{d W} \frac{d W}{(\omega-n \dot{\phi})}=-\frac{n k N}{2 \pi} \frac{1}{\left(\omega-n \omega_{0}+i \tau\right)^{2}} \tag{2.11}
\end{equation*}
$$

in which $k=2 \pi f d f / d E$, $\omega_{0}$ is the central frequency of the beam [equal to $\left.\dot{\phi}\left(W_{0}\right)\right]$, and $\tau=n|k| \Delta W$ is $n / 2$ times the characteristic frequency spread of the distribution.

Having evaluated this integral, we have reduced Eq. (2.9) to the form

$$
\begin{equation*}
1=i e k N n \epsilon\left(\omega-n \omega_{0}+i \tau\right)^{-2} \tag{2.12}
\end{equation*}
$$

The next section is devoted to a discussion of the quantity $\epsilon$.

## III. AZIMUTHAL ELECTRIC FIELD

For resonances with the accelerator tank we may use directly the result of Part II Eqs. (4.4), (4.5), (4.9), and (4.10) to obtain

$$
\begin{equation*}
\epsilon=B_{t} \frac{i \omega^{2}}{\left(\omega_{r}^{2}-\omega^{2}\right)-i\left(\omega_{r}^{2} / Q_{\mathrm{TE}}\right)}, \tag{3.1}
\end{equation*}
$$

with

$$
\begin{equation*}
B_{t}=\frac{2 e c R^{2} z[d Z / d r]_{B_{B}^{2}}}{n q^{2} h \int_{a}^{b} r Z^{2} d r} \tag{3.2}
\end{equation*}
$$

for a resonance in the first possible mode. The notation is is that of Part II of this series.

Although the contribution to the azimuthal electric field from the resonant mode is the major contribution, other contributions also arise from current and charge distributions that vary as $\exp (i n \phi)$. These additional contributions may be attributed to the excitation of modes characterized by the same value of $n$, but having more than one wavelength in the $r$ and $z$ directions. A more general treatment of this problem, including the excitation of nonresonant modes, shows that the nonresonant contributions to the electric field have little effect on the results of the dispersion analysis. We shall therefore use the expression for $\epsilon$ of Eq. (3.1) in the dispersion relation.

For resonance with an rf cavity, we may proceed from Eq. (2.9) of Part I of this series, ${ }^{4}$ and write the effective azimuthal electric field as

$$
\begin{equation*}
E_{\phi}=-\frac{e \omega_{r} Z_{c} N_{n} e^{i(n \phi-\omega t)}}{2 \pi R n} \tag{3.3}
\end{equation*}
$$

which is a valid expression if the perturbation frequency is exactly equal to the resonant frequency of the cavity. If the cavity is being driven slightly off resonance, we may write

[^16]$$
\left\langle r E_{\phi}\right\rangle=\frac{i e \omega_{r} \omega^{2}\left(Z_{c} / Q_{c}\right) N_{n} e^{i(n \phi-\omega t)}}{2 \pi n\left(\omega_{r}^{2}-\omega^{2}-i \omega_{r}^{2} / Q_{c}\right)} .
$$

It follows immediately that

$$
\begin{equation*}
\epsilon=B_{c} \frac{i \omega^{2}}{\omega_{r}^{2}-\omega^{2}-i \omega_{r}^{2} / Q_{c}} \tag{3.4}
\end{equation*}
$$

with

$$
\begin{equation*}
B_{c}=e Z_{c} \omega_{r} / 2 \pi n Q_{c} \tag{3.5}
\end{equation*}
$$

## IV. CRITERION FOR STABILITY

Either for resonance with a tank mode or resonance with the rf cavity, we may write the dispersion relation, Eq. (2.12), in the form

$$
\begin{equation*}
-1=e k N n B \omega^{2}\left[\omega_{r}^{2}-\omega^{2}-\frac{i \omega_{r}^{2}}{Q}\right]^{-1}\left(\omega-n \omega_{0}+i \tau\right)^{-2} \tag{4.1}
\end{equation*}
$$

with $B$ given by Eqs. (3.2) or (3.5). One can see that the fourth-order equation, Eq. (4.1), has various roots corresponding to possible instabilities. One root is always stable ( $\omega \sim-\omega_{r}$ ), two correspond to the longitudinal instability of a coasting beam treated previously, and the root in which $\omega \sim \omega_{r}$ corresponds to the possible instability associated with the electromagnetic mode with eigenfrequency $\omega_{r}$. Setting $\omega=\omega_{r}+\nu$, we solve for $\nu$ by linearizing the dispersion relation in $\nu$. The imaginary part of $\nu$ is then obtained as a function of $\omega_{r}-n \omega_{0}$. The criterion for stability is $\operatorname{Im} \nu<0$, and since the $\operatorname{Im} \nu$ is largest for $\omega_{r}-n \omega_{0} \approx \pm \tau$, we make this substitution to obtain

$$
\begin{equation*}
\nu=\frac{A \omega_{r} \pm 2 \omega_{r} \tau^{2} / Q}{2\left(-\frac{\omega_{r}}{Q} \tau-A\right) \pm i\left(2 \tau+\frac{\omega_{r}}{Q}\right) \tau} \tag{4.2}
\end{equation*}
$$

where $A=e k N n B$. The plus or minus signs refer to the choice of $\omega_{r}-n \omega_{0}= \pm \tau$.

Observing that $Q \gg 1$, we have as a criterion for stability

$$
\begin{equation*}
\left[-A \omega_{r} \mp \frac{2 \omega_{r}}{Q} \tau^{2}\right]\left[\left(\frac{\tau \omega_{r}}{Q}+A\right) \pm\left(2 \tau+\frac{\omega_{r}}{Q}\right) \tau i\right]<0 \tag{4.3}
\end{equation*}
$$

or

$$
\begin{equation*}
\pm\left(-A \pm \frac{2 \tau^{2}}{Q}\right)<0 \tag{4.4}
\end{equation*}
$$

By appropriate choice of the sign, depending upon whether $k$ is positive or negative (corresponding to the beam's being below or above the transition energy), we obtain as the most stringent requirement for stability ${ }^{5}$ :

[^17]\[

$$
\begin{equation*}
Q<2 \tau^{2} / e|k| N n B \tag{4.5}
\end{equation*}
$$

\]

We now may use the definitions of $k$ and $\tau$ which, after substitution of $B$ for the case of a tank resonance yields

$$
\begin{equation*}
Q_{t}<\frac{1}{2} \frac{n^{4}\left|\frac{d f}{d E}\right|(\Delta E)^{2} h}{N f\left(m_{0} c^{2}\right) r_{0} R^{4}}\left(\frac{\int_{a}^{b} r Z^{2} d r}{(d Z / d r)_{B}^{2}}\right) \tag{4.6}
\end{equation*}
$$

where $r_{0}$, the classical electron radius, is $2.8 \times 10^{-13} \mathrm{~cm}$. For $w \lll R$ this may be written as

$$
\begin{equation*}
Q_{t}<\frac{1}{16} \frac{n^{4}\left|\frac{d f}{d E}\right|(\Delta E)^{2} h w w^{3}}{N f\left(m_{0} c^{2}\right) r_{0} R^{3}}\left(\frac{\int_{-1}^{1} Z^{2} d x}{(d Z / d x)_{B}^{2}}\right) \tag{4.7}
\end{equation*}
$$

A few illustrative values for the last bracket can be found in Part II, while tables of values are in reference 8 of Part II of this series.

For resonance with an rf cavity, we obtain as the condition of stability from Eq. (4.5) that the shunt impedance $Z_{c}$ must satisfy

$$
\begin{equation*}
Z_{c}<\frac{n c z\left|\frac{d f}{d E}\right|(\Delta E)^{2}}{\left(m_{0} c^{2}\right) r_{0} N f^{2}} \tag{4.8}
\end{equation*}
$$

The quantity $z$ is the impedance of free space, which is equal to 377 ohms in mks units, and $4 \pi / c$ in cgs units.

## V. NUMERICAL EXAMPLES

## A. rf Cavity Resonance

As an example of a resonance with an rf cavity, we take the MURA $40-\mathrm{Mev}$ electron model ${ }^{6}$ :

$$
\begin{aligned}
f(d f / d E) & =1.1 \times 10^{12} \mathrm{Mev}^{-1} \mathrm{sec}^{-2} \\
f & =25 \times 10^{6} \mathrm{sec}^{-1} \\
n & =1, \\
\Delta E & =3 \mathrm{Mev} \\
N & =1.5 \times 10^{13}
\end{aligned}
$$

[^18]The shunt impedance $Z_{c}$ must be less than 3200 ohms, to prevent a longitudinal instability. This limit is sufficiently high to ensure no difficulty.

As a second example, we might consider a hypothetical proton storage ring for $15-\mathrm{Bev}$ particles. As reasonable parameters, we take

$$
\begin{aligned}
d f / d E & =0.70 \mathrm{Mev}^{-1} \mathrm{sec}_{2}^{-1} \\
f & =10^{6} \mathrm{sec}^{-1} \\
n & =10 \\
\Delta E & =300 \mathrm{Mev} \\
N & =10^{14} .
\end{aligned}
$$

In this case the shunt impedance of an rf "maintaining cavity" must be less than $5.1 \times 10^{5}$ ohms, which would preclude the use of a very high $Q$ cavity such as otherwise might have been used in such a device. For example, the cavities at the Cambridge electron accelerator have shunt impedances of $10^{7}$ ohms. ${ }^{7}$

## B. Tank Resonances

As a first example, we consider the MURA electron model in which the vacuum tank has a height of 5 cm , an inner radius of 122 cm , and an outer radius of 224 cm . The $38-\mathrm{Mev}$ beam will be stacked at a radius of 203 cm . From Eq. (A-18) of Part II, the estimated $n$ value for the first resonance is approximately 200 , but the coupling factor

$$
\int_{-1}^{1} Z^{2} d x /\left(\frac{d Z}{d x}\right)_{B}^{2}
$$

is so small that the restriction on $Q_{t}$ is satisfied by a vacuum tank made of even the best conducting material imaginable.

As a second example, we consider a full scale FFAG accelerator for which the following parameters might be typical:

$$
\begin{aligned}
a & =7 \times 10^{3} \mathrm{~cm}, & f & =10^{6} \mathrm{sec}^{-1}, \\
b & =7300 \mathrm{~cm}, & d f / d E & =0.70 \mathrm{Mev}^{-1} \mathrm{sec}^{-1}, \\
R_{B} & =7275 \mathrm{~cm}, & E & =15 \mathrm{Bev}, \Delta E=300 \mathrm{Mev} \\
h & =15 \mathrm{~cm}, & N & =10^{14} .
\end{aligned}
$$

The first resonance is at $n=30000$, and once again there need be no concern about a longitudinal instability for any physically realizable cavity.

[^19]
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#### Abstract

The transverse electromagnetic interaction of an intense azimuthally uniform beam of particles with itself, including the effect of a resistive vacuum tank, is investigated theoretically. It is shown that a beam of particles all having velocity $v$ is unstable against the development of transverse waves having a phase velocity close to $(1-\nu / n) v$, where $\nu$ is the number of transverse free betatron oscillations occurring in one revolution and $n$ is a positive integer greater than $\nu$. The growth rate for the instability is proportional to $N / \sigma^{\frac{1}{2}}$, where $N$ is the number of particles in the beam and $\sigma$ is the conductivity of the surface material of the vacuum tank. Stabilizing mechanisms are examined by means of the Vlasovequation and it is shown that a spread in the quantity $(n-\nu) v$, evaluated for particles in the unperturbed beam, will prevent the instability. A criterion for the spread required is shown, in the limit of walls of high conductivity, to depend upon the beam intensity and energy as well as upon certain geometrical properties of the accelerator, but not upon the conductivity. Numerical examples covering a range of particle accelerators are presented, and suggest that the theory is in agreement with the coherent beam behavior recently observed in a number of accelerators.


## I. INTRODUCTION

AMPLIFICATION of longitudinal density fluctuations in an electron beam by the resistance in the surrounding walls has been predicted theoretically and demonstrated experimentally. ${ }^{1,2}$ The companion paper ${ }^{3}$ to this article treats the occurrence of this phenomenon in particle accelerators. Recently a number of particle accelerators have exhibited an instability that consists of a coherent vertical oscillation of the particle beam. ${ }^{4-6}$ The purpose of

[^20]our work is to develop a theory of the transverse instability that is conceptually related to the theory of the resistive wall amplifier. Our detailed investigation was suggested by the earlier work of de Packh, ${ }^{7}$ and is more general than any of the above analyses in that details of the particle dynamics are incorporated, although not in a strictly selfconsistent manner. This sophistication is vital in obtaining a threshold for the instability. The analysis follows that of the companion paper on longitudinal resistive instabilities ${ }^{3}$ but is complicated by the more involved electromagnetic fields associated with the transverse motion.

A beam of particles with angular-circulation frequency $\omega_{0}$ executing coherent vertical oscillations generates travel-

[^21]ing waves with angular frequency $\omega=(n \pm \nu) \omega_{0}$, where $n$ is an integer and $\nu$ is the number of betatron wavelengths per revolution. In the absence of resistivity in the surrounding walls these oscillations are stable. The associated electromagnetic force on the beam is $90^{\circ}$ out of phase with the vertical velocity of the beam, and merely shifts the betatron oscillation frequency. If this shift is sufficient to change the betatron wavelength to a value corresponding to an accelerator resonance, the beam becomes unstable. Generally a change in $\nu$ of about 0.25 is sufficient. This mechanism has been examined in detail in a recent publication. ${ }^{8}$ The resulting space-charge limit is ample in most machines.
In the presence of resistive walls, the fields associated with the wave having $\omega=(n-\nu) \omega_{0}$ exert a force on the beam that has a component in phase with the coherent vertical velocity. This is the "slow wave," or "negativeenergy" wave. It has a phase velocity less than the directed velocity of the particles, and may lead to an exponentially growing transverse oscillation of the beam. Ultimately the energy required for the transverse motion comes from the longitudinal motion of the particles. The electromagnetic force on the beam arising from the wave with $\omega=(n+\nu) \omega_{0}$ has a component $180^{\circ}$ out of phase with the coherent vertical velocity. This is the "fast wave," or "positiveenergy wave." It has a phase velocity greater than the directed velocity of the particles and leads to exponentially damped vertical oscillations.

The crucial role of a dissipative mechanism in the occurrence of an instability has been encountered in the so-called "hose instability" of a stream of particles passing through a plasma. ${ }^{9}$ In this instance it is collisions between plasma particles that render the beam unstable against transverse oscillations, and such a phenomenon could occur in particle-accelerator beams. Our treatment assumes that the beam is in vacuum so that the walls must supply the dissipative mechanism. The presence of background plasma could well have an effect upon the instability considered here.

The analysis is given for a beam with uniform density in the azimuthal direction, as is the physical situation in Ref. 4. Most experimental observations have been made with beams that are bunched by an externally driven rf cavity. It is not clear whether bunching is unimportant, but the methods invoked here are not powerful enough to

[^22]treat an azimuthally varying density in the unperturbed beam. The perturbation considered is a small vertical displacement of the beam. The displacement has the form $\exp [i(n \theta-\omega t)]$, where $\theta$ is the azimuthal angle around the machine. In Sec. II approximate expressions for the electromagnetic fields associated with the displacement are calculated for vacuum tanks of circular cross section and rectangular cross section. In the latter geometry, the conductivity of the side walls is assumed to be infinite. Finite conductivity is considered present only in the top and bottom surfaces. In Sec. III these fields are combined with the Vlasov equation so that a dispersion relation for the allowed values of the frequency $\omega$ can be derived.
Section IV is devoted to a discussion of the dispersion relation. It is shown that for a beam of particles all having the same values of $\nu$ and $\omega_{0}$, finite conductivity always leads to an instability. The characteristic growth time is given by Eq. (5.2); it is a function of the geometry and beam energy and is directly proportional to $\sigma^{\frac{3}{2}} / N$, where $\sigma$ is the conductivity of the wall material and $N$ is the total number of particles in the beam. The instability is suppressed if the particles have a sufficient spread in their values of $\nu$ and/or $\omega_{0}$. Both of these quantities are functions of particle energy and of the betatron oscillation amplitude. A criterion derived for stability shows that the requisite spread is directly proportional to $N$. The required spread is independent of $\sigma$ in the limit of highly conducting walls. In Sec. V we summarize the results of the calculation in a form convenient for application to a large number of existing and contemplated accelerators, and also present some numerical examples.

## II. ELECTROMAGNETIC FIELDS

As mentioned in Sec. I the treatment presented here is not strictly self consistent. We use a simple model of the beam as a sourcefor the fields. When the dispersion relation is discussed in Sec. IV, various equilibrium distributions of particles are considered. These do not in general give rise to the same charge and current distributions used in this section. The implications of this are discussed in greater detail below. As the major curvature of the vacuum tank has little influence on the results of this calculation, we solve Maxwell's equations in a straight waveguide.

## A. Rectangular Cross Section

The geometry we consider first is that illustrated in Fig. 1. The current and charge densities in the unperturbed beam are taken as uniform in the direction of motion ( $y$ direction). The center of the beam is located at $z=0$ and the particle density is uniform in the region $-(\tau / 2)<z<(\tau / 2)$. The position and shape of the beam in the $x$ direction is arbitrary at this stage. The equilibrium


Fig. 1. The geometry of the beam and vacuum tank for the model with rectangular cross section.
charge density $\rho$ and current density $j_{v}$ are thus

$$
\begin{align*}
& \rho= \begin{cases}\lambda G(x) / \tau, & |z|<\tau / 2 \\
0, & |z|>\tau / 2,\end{cases}  \tag{2.1a}\\
& j_{y}=v \rho,
\end{align*}
$$

with $\lambda$ the charge per unit length. The function $G(x)$ is normalized so that

$$
\int_{0}^{w} G(x) d x=1
$$

All particles move in the $y$ direction with speed $v$. For purposes of this section it is assumed that the perturbation consists of a rigid displacement of the entire beam. Every particle in the beam at position $y$ and time $t$ is displaced a distance $\Delta z$ given by

$$
\begin{equation*}
\Delta z=\xi e^{i(k y-\omega t)}, \tag{2.2}
\end{equation*}
$$

where $\xi$ is a constant and $\xi \ll \tau$. The perturbation gives rise to no azimuthal bunching. The electric and magnetic fields arising from the perturbation have the following sources

$$
\begin{equation*}
\rho_{1}=\rho_{t}-\rho, \quad j_{y 1}=j_{y t}-j_{y}, \quad j_{z 1}=j_{z t}, \tag{2.3}
\end{equation*}
$$

where a subscript $t$ indicates the total quantity and a subscript 1 a perturbed quantity. Equilibrium quantities carry no subscript. It is apparent from the preceding equations that

$$
\begin{equation*}
\rho_{1}=(\lambda / \tau) \xi G(x)[\delta(z-\tau / 2)-\delta(z+\tau / 2)] e^{i(k y-\omega t)}, \tag{2.4a}
\end{equation*}
$$

- $j_{1 y}=\rho_{1} v$,

$$
j_{1 z}= \begin{cases}i(k v-\omega)(\lambda / \tau) \xi G(x) e^{i(k y-\omega t)}, & |\dot{z}|<\tau / 2  \tag{2.4b}\\ 0, & |z|>\tau / 2\end{cases}
$$

Since the instability is characterized by frequencies and wave numbers such that $(\omega / k v)^{2} \ll 1$, we treat $\omega / k v$ as negligible and solve the following quasistatic equations
for the perturbed fields:

$$
\begin{array}{ll}
\boldsymbol{\nabla} \cdot \mathbf{E}_{1}=4 \pi \rho_{1}, & \boldsymbol{\nabla} \times \mathbf{E}_{1}=0,  \tag{2.5}\\
\boldsymbol{\nabla} \cdot \mathbf{B}_{1}=0, & \boldsymbol{\nabla} \times \mathbf{B}_{1}=4 \pi \mathbf{j} / c .
\end{array}
$$

Gaussian units are used throughout this work. Only the contribution to $\mathbf{E}_{1}$ from the finite conductivity [Eq. (2.11) below] has nonzero curl. Solutions to the complete Maxwell's equations also have been obtained, and the resulting vertical force per unit charge is presented below [Eq. (2.17b)]. Some of the numerical examples in Sec. V utilize this complete expression. We first present field expressions that satisfy the boundary conditions appropriate to walls of infinite conductivity. Expressions for the fields must satisfy Eq. (2.5) and the condition that the normal component of $\mathbf{B}_{1}$ and the tangential component of $\mathbf{E}_{1}$ vanish at the walls of the pipe $(z= \pm h / 2, x=0$, and $x=w)$. The fields must satisfy the appropriate discontinuity conditions at $z= \pm \tau / 2$. We expand the function $G(x)$ in a Fourier series

$$
\begin{equation*}
G(x)=(2 / w) \sum_{s} g_{s} \sin \eta x, \tag{2.6}
\end{equation*}
$$

with $\eta=s \pi / w$ and $s$ an integer. The dimensionless quantities $g_{s}$ are given by

$$
\begin{equation*}
g_{s}=\int_{0}^{w} G(x) \sin \eta x d x . \tag{2.7}
\end{equation*}
$$

The subscript $s$ on $\eta$ has been suppressed for brevity throughout the rest of this report.

It may be verified that Eqs. (2.5) as well as the boundary conditions are satisfied by the following expressions: In the regions $|z|>\tau / 2$ we have

$$
\begin{align*}
& \mathbf{E}_{1}=\sum_{s} A_{s}\{\sinh \ell(z \mp h / 2)[\eta \cos \eta x \hat{\imath}+i k \sin \eta x \hat{\jmath}] \\
&+\ell \cosh \ell(z \mp h / 2) \sin \eta x \hat{k}\}, \tag{2.8a}
\end{align*}
$$

and

$$
\begin{align*}
\mathbf{B}_{1}=\sum_{s} B_{s}\{\cosh \ell(z \mp h / 2) & {[\eta \sin \eta x \hat{\imath}-i k \cos \eta x \hat{\jmath}] } \\
& -\ell \sinh \ell(z \mp h / 2) \cos \eta x \hat{k}\}, \tag{2.8b}
\end{align*}
$$

where $\hat{\imath}, \hat{\jmath}$, and $\hat{k}$ are unit vectors along the coordinate axes, and $\ell^{2}=k^{2}+\eta^{2}$. The upper signs apply for $z>\tau / 2$ and the lower signs for $z<-\tau / 2$. In the region $|z|<\tau / 2$ we have

$$
\begin{align*}
& \mathbf{E}_{1}=\sum_{s} C_{s}\{\sinh \ell z[\eta \cos \eta x \hat{\imath}+i k \sin \eta x \hat{\jmath}] \\
& \quad+\ell \cosh \ell z \sin \eta x \hat{k}\},  \tag{2.9a}\\
& \mathbf{B}_{1}=\sum_{s} D_{s}\{\cosh \ell z[\eta \sin \eta x \hat{\imath}-i k \cos \eta x \hat{\jmath}] \\
& \quad-\ell \sinh \ell z \cos \eta x \hat{k}\} \\
& \quad+\frac{8 \pi i(k v-\omega)}{w_{\tau}} \lambda \xi \sum_{s} \frac{g_{s}}{\ell^{2} c}[i k \sin \eta x \hat{\imath}-\eta \cos \eta x \hat{\jmath}] . \tag{2.9b}
\end{align*}
$$

The factor $\exp [i(k y-\omega t)]$ is understood to be appended to each of the above expressions. In accordance with an
earlier remark, we neglect $\omega / k v$ compared to unity in what follows. The coefficients $A_{s}, B_{s}, C_{s}$, and $D_{s}$ are to be determined from the jump conditions at $z= \pm \tau / 2$.
With finite conductivity in the top and bottom surfaces, $\mathbf{E}_{1}$ and $\mathbf{B}_{1}$ must satisfy the conditions

$$
\begin{equation*}
E_{1 x}=(1-i) R B_{1 y}, \quad E_{1 y}=-(1-i) R B_{1 x} \tag{2.10a}
\end{equation*}
$$

on the top surface ( $z=h / 2$ ), and

$$
\begin{equation*}
E_{1 x}=-(1-i) \Omega B_{1 y}, \quad E_{1 y}=(1-i) \Omega B_{1 x} \tag{2.10b}
\end{equation*}
$$

on the bottom surface $(z=-h / 2)$, where $Q=(\omega / 8 \pi \sigma)^{\frac{1}{2}}$ and $\sigma$ is the conductivity of the wall material in $\mathrm{sec}^{-1}$. Satisfaction of these conditions can be accomplished by adding small corrections $\mathbf{E}_{1}{ }^{\prime}$ and $\mathbf{B}_{1}{ }^{\prime}$ to the fields in the regions $|z|>\tau / 2$. We may express $\mathbf{E}_{1}{ }^{\prime}$ as

$$
\begin{align*}
\mathbf{E}_{1}=\mp(1-i) R e^{i(k y-\omega t)} \sum_{s} & B_{s} \cosh \ell(z \mp h / 2) \\
& \times[i k \cos \eta x \hat{\imath}+\eta \sin \eta x \hat{\jmath}], \tag{2.11}
\end{align*}
$$

which is valid for $|z|>\tau / 2$. This contribution to the electric field has no component in the $z$ direction and thus cannot contribute to the vertical force on the beam other than through its effect on the coefficients $A_{s}$ and $C_{s}$. The effect is small compared to the contribution from $\mathbf{B}_{1}{ }^{\prime}$, and we shall in fact use only Eqs. (2.8a) to (2.9a) to deter$\operatorname{mine} A_{s}$ and $C_{s}$. The field given by Eq. (2.11) serves merely to determine $\mathbf{B}_{1}^{\prime}$ in the regions $|z|>\tau / 2$. From the equation

$$
\begin{equation*}
\boldsymbol{\nabla} \times \mathbf{E}_{1}{ }^{\prime}=-(1 / c)\left(\partial \mathbf{B}_{1}{ }^{\prime} / \partial t\right) \tag{2.12}
\end{equation*}
$$

we derive

$$
\begin{align*}
& \mathbf{B}_{1}{ }^{\prime}=\mp e^{i(k y-\omega t)} \sum_{s} B_{s} Z_{s}\{\sinh \ell(z \mp h / 2) \\
& \times[\eta \sin \eta x \hat{\imath}-i k \cos \eta x \hat{\jmath}] \\
&\quad \ell \cosh \ell(z \mp h / 2) \cos \eta x \hat{k}\}, \tag{2.13}
\end{align*}
$$

where $Z_{s}=(1+i) \Omega c t / \omega$. Note that $B_{1 x}{ }^{\prime}$ and $B_{1 y}{ }^{\prime}$ are zero at $z= \pm h / 2$, so that Eqs. (2.10) remain satisfied.

Equation (2.9b) is sufficiently general to represent the entire magnetic field (including the contribution from finite conductivity) in the region $\tau / 2>|z|$ provided the coefficients $D_{s}$ are properly chosen. Using Eqs. (2.8a) and (2.9a) for the electric field together with Eqs. (2.4a) and (2.6) for the surface-charge density at $z=\tau / 2$, we obtain

$$
\begin{align*}
& A_{s}=(8 \pi \lambda / \tau) \xi g_{s} \sinh (\ell \tau / 2) / w \ell \sinh (\ell h / 2),  \tag{2.14a}\\
& C_{s}=(8 \pi \lambda / \tau) \xi g_{s} \sinh [\ell(\tau-h) / 2] / w \ell \sinh (\ell h / 2) . \tag{2.14b}
\end{align*}
$$

Analogously, using Eqs. (2.8b), (2.9b), and (2.13) for the magnetic field, we obtain

$$
\begin{align*}
& B_{s}=\frac{8 \pi \eta \beta \lambda \xi g_{s} \sinh (\ell \tau / 2)}{\tau \ell^{2} w\left[\sinh (\ell h / 2)+Z_{s} \cosh (\ell h / 2)\right]},  \tag{2.15a}\\
& D_{s}=\frac{8 \pi \eta \beta \lambda \xi g_{s}\left\{\sinh [\ell(\tau-h) / 2]-Z_{s} \cosh [\ell(\tau-h) / 2]\right\}}{\tau \ell^{2} w\left[\sinh (\ell h / 2)+Z_{s} \cosh (\ell \hat{h} / 2)\right]} . \tag{2.15b}
\end{align*}
$$

Since the boundary conditions [Eqs. (2.10a) and (2.10b)] are valid only to first order in $\Omega$, we keep $Z_{\text {s }}$ to first order in $D_{s}$, which leaves

$$
\begin{equation*}
D_{s}=\frac{8 \pi \eta \beta \lambda \xi g_{s}}{\ell^{2} W_{\tau} \sinh (\ell h / 2)}\left\{\sinh [\ell(\tau-h) / 2]-Z_{s} \frac{\sinh (\ell \tau / 2)}{\sinh (\ell h / 2)}\right\} . \tag{2.16}
\end{equation*}
$$

In the next section we employ a vertical force per unit charge $\left\langle E_{1 z}-\beta B_{x}\right\rangle$ found by averaging the quantity $E_{12}-\beta B_{1 x}$ over the width of the beam. This average is obtained by multiplying by $G(x)$ and integrating over $x$. The result of this operation is to replace the factor $g_{8} \sin \eta x$ by $g_{8}{ }^{2}$ in the expressions for $E_{1 z}$ and $B_{1 x}$. Furthermore, we consider the products $\ell_{\tau}$ and $\ell_{z}$ to first order only in these expressions. Using Eqs. (2.9), (2.14b), and (2.16) with the definition of $Z_{s}$, and making some simplifications, we obtain

$$
\begin{gather*}
\left\langle E_{1 z}-\beta B_{1 x}\right\rangle=\frac{4 \pi \lambda \xi}{\tau w} \sum_{s} g_{s}{ }^{2}\left\{\ell \tau\left[\gamma^{-2}+\left(\frac{k \beta}{\ell}\right)^{2}\right] \operatorname{coth}\left(\frac{\ell h}{2}\right)\right. \\
\left.-2 \gamma^{-2}+(1+i)\left(\frac{c \tau}{\omega}\right) \Omega\left[\eta \beta \operatorname{csch}\left(\frac{\ell h}{2}\right)\right]^{2}\right\}, \tag{2.17a}
\end{gather*}
$$

where $\gamma^{-2}=1-\beta^{2}$. Note that the factor $\exp [i(k y-\omega t)]$ is not included. Treating $\ell h$ to all orders while keeping oniy first-order terms in $\ell_{\tau}$ and $\ell_{z}$ is valid if $\tau \ll h$. In the examples given in Sec. $V$, it turns out that it is also a good approximation to treat $l h$ to first order only; thus the restriction $\tau \ll h$ is really not imposed.

If the complete Maxwell's equations are solved with the same sources and boundary conditions as above, the following expression for $\left\langle E_{1 z}-\beta B_{i x}\right\rangle$ results:

$$
\begin{gather*}
\left\langle E_{1 z}-\beta B_{1 x}\right\rangle= \\
\frac{4 \pi \lambda \xi}{\tau w} \sum_{s} g_{s}{ }^{2}\left\{\left[\frac{\mu}{\gamma^{2}}+\frac{k^{2}}{\mu}\left(\beta_{w}-\beta\right)^{2}\right] \tau \operatorname{coth}\left(\frac{\mu h}{2}\right)\right. \\
-\frac{2}{\gamma^{2}}+(1+i) \frac{c \tau \mathcal{}}{\omega \mu^{2}}\left[\mu^{4} \beta^{2}+\mu^{2} k^{2}\left(\beta_{w}{ }^{2}-\beta^{2}\right)\right.  \tag{2.17b}\\
\\
\left.\left.+\left(\frac{k \omega}{c}\right)^{2}\left(\beta_{w}-\beta\right)^{2}\right] \operatorname{csch}^{2}(\mu h / 2)\right\},
\end{gather*}
$$

with $\mu^{2}=\ell^{2}-(\omega / c)^{2}$ and $\beta_{w}=\omega / k c$. We have kept $\mu \tau$ to first order only. Equation (2.17a) results if we set $\beta_{w}=0$ in Eqs. (2.17b).

## B. Circular Cross Section

The second geometry we consider is that of Fig. 2, in which both the beam and the wave guide have circular cross sections. If, as above, we consider a beam with uniform density rigidly displaced in the $z$ direction, it is possible to derive simple expressions for the perturbed


Fig. 2. The geometry of the beam and vacuum tank for the model with circular cross section.
fields. These expressions are valid provided second-order terms in $k b$ are negligible compared to unity; this is true if the wavelength of the perturbation is very much larger than the radius of the pipe. Except for the contribution from finite wall conductivity, the following treatment does not include components of $\mathbf{E}_{1}$ and $\mathbf{B}_{1}$ along the pipe ( $y$ components). These are indeed first order in $k r$, but since they do not enter into the transverse force on the beam, we shall not concern ourselves with them.
In cylindrical coordinates ( $r, \theta, y$ ) we have the following sources for the fields:

$$
\begin{align*}
\rho_{1} & =\rho_{0} \xi \cos \theta \delta(r-a) e^{i(k y-\omega t)}  \tag{2.18a}\\
j_{1 y} & =\rho_{1} v \tag{2.18b}
\end{align*}
$$

with $\rho_{0}$ the charge density in the unperturbed beam. It is not necessary to include $j_{1 z}$ as a source in order to obtain the transverse force within the limits of this approximation. We can in fact consider $k=0$ except in the exponential factor, since no first-order terms in $k$ occur. Inside the beam we have uniform $E_{1 z}$ and $B_{1 z}$ as the only field components needed to satisfy Eqs. (2.5). In cylindrical coordinates these components become

$$
\begin{align*}
& \mathbf{E}_{1}=E_{1 z}(\cos \hat{\theta}-\sin \theta \hat{\theta}) e^{i(k y-\omega t)},  \tag{2.19a}\\
& \mathbf{B}_{1}=B_{1 x}(\sin \theta \hat{r}+\cos \theta \hat{\theta}) e^{i(k y-\omega t)}, \tag{2.19b}
\end{align*}
$$

with $\hat{r}$ and $\hat{\theta}$ unit vectors. In the region $a<r<b$ we have

$$
\begin{align*}
& \mathbf{E}_{1}=\mathcal{E}\left\{\left[(b / r)^{2}+1\right] \cos \theta \hat{r}\right. \\
& \left.+\left[(b / r)^{2}-1\right] \sin \theta \hat{\theta}\right\} e^{i(k y-\omega t)},  \tag{2.20a}\\
& \mathbf{B}_{1}=\mathbb{C}\left\{\left[(b / r)^{2}-1\right] \sin \theta \hat{r}\right. \\
& \left.\quad-\left[(b / r)^{2}+1\right] \cos \theta \hat{\theta}\right\} e^{i(k y-\omega t)} . \tag{2.20b}
\end{align*}
$$

The procedure we employ now deviates from that used with rectangular geometry. We first evaluate the coefficients in Eqs. (2.19) and (2.20), then add contributions $\mathbf{E}_{1}{ }^{\prime}$ and $\mathbf{B}_{1}{ }^{\prime}$ arising from finite wall conductivity. The usual conditions at $r=a$ yield

$$
\begin{array}{ll}
E_{1 z}=-2 \pi \rho_{0} \xi\left[1-(a / b)^{2}\right], & \mathcal{E}=2 \pi \rho_{0} \xi(a / b)^{2} \\
B_{1 x}=\beta E_{1 z}, & \mathfrak{B}=-\beta \mathcal{E} . \tag{2.21b}
\end{array}
$$

Whereas in the pipe of rectangular cross section it was possible to satisfy the conditions Eqs. (2.10a) and (2.10b)
exactly, it is now possible to satisfy the condition

$$
\begin{equation*}
E_{1 y^{\prime}}=-(1-i) 尺 B_{1 \theta} \tag{2.22}
\end{equation*}
$$

only to first order in $\Omega$. We add a contribution $E_{1 y}{ }^{\prime}$ that satisfies Eq. (2.22), with Eqs. (2.20b) and (2.21b) inserted for $B_{16}$. In the limit $k \rightarrow 0$, the expression for $E_{1 \psi}{ }^{\prime}$ is simply

$$
\begin{equation*}
E_{1 y}^{\prime}=-4 \pi \beta \rho_{0} \xi(a / b)^{2}(1-i) \Re(r / b) \cos \theta e^{i(k y-\omega t)} \tag{2.23}
\end{equation*}
$$

which is valid for all values of $r$. We determine $\mathbf{B}_{1}{ }^{\prime}$ from Eqs. (2.12) and (2.23),

$$
\begin{align*}
\mathbf{B}_{1}{ }^{\prime}=-4 \pi \beta \rho_{0} \xi(a / b)^{2}(1+i) & (c \mathcal{R} / \omega b) \\
& \times(\sin \theta \hat{r}+\cos \theta \hat{\theta}) e^{i(k y-\omega t)} . \tag{2.24}
\end{align*}
$$

Note that $\mathbf{B}_{1}{ }^{\prime}$ is not equal to zero at $r=b$, and that is why Eq. (2.22) is satisfied to first order only. This expression is valid for all values of $r$.
The vertical force per unit charge $E_{1 z}-\beta B_{1 x}$ must now include the contributions from Eqs. (2.19) and (2.24). We again use brackets for consistent notation, although in this geometry they do not imply any averaging process. The factor $\exp [i(k y-\omega t)]$ is again omitted, and we have

$$
\begin{align*}
&\left\langle E_{1 z}-\beta B_{1 x}\right\rangle=-2 \pi \rho_{0} \xi\left\{\gamma^{-2}\left[1-(a / b)^{2}\right]\right. \\
&\left.-2(\beta a / b)^{2}(1+i)(c \AA / \omega b)\right\} . \tag{2.25}
\end{align*}
$$

## III. DERIVATION OF THE DISPERSION RELATION

In order to study the dynamics of particles in an accelerator, we employ the Vlasov equation in cylindrical coordinates $r, \theta, z$, instead of rectangular coordinates $x, y, z$. Here $\theta$ should not be confused with the notation of Sec. II.B and Fig. 2. We make the substitution $k y \rightarrow n \theta, y \rightarrow R \theta$ in the formulas for the vertical force, where $R$ is the radius at which the beam circulates. The particle-distribution function $\psi$ is a function of $z, P_{z}, \theta$, and $W$, where $W=2 \pi\left(P_{\theta}-P_{0}\right)$ is $2 \pi$ times the deviation in canonical angular momentum from the average value for particles in the beam. The equation satisfied by the total distribution $\psi_{t}$ is

$$
\begin{equation*}
\frac{\partial \psi_{t}}{\partial t}+\dot{\theta} \frac{\partial \psi_{t}}{\partial \theta}+\langle\dot{W}\rangle \frac{\partial \psi_{t}}{\partial W}+\dot{z} \frac{\partial \psi_{t}}{\partial z}+\left\langle\dot{P}_{z}\right\rangle \frac{\partial \psi_{t}}{\partial P_{z}}=0, \tag{3.1}
\end{equation*}
$$

where, as in the previous section, brackets indicate an average over the width of the beam when applicable.
In the equilibrium configuration, $W$ is a constant of the motion. We shall take the amplitude $a$ of axial betatron oscillations as the second constant of the motion, and choose the equilibrium distribution function $\psi$ of the form

$$
\begin{equation*}
\psi=N h(a) f(W) /(2 \pi)^{2} R, \tag{3.2}
\end{equation*}
$$

where $N$ is the total number of particles in the beam. The functions $h$ and $f$ are normalized so that

$$
\begin{equation*}
\int h(a) a d a=1, \quad \int f(W) d W=1 \tag{3.3}
\end{equation*}
$$

Under the influence of the perturbation, we have

$$
\begin{align*}
\psi_{t} & =\psi(W, a)+\psi_{1}(W, a) e^{i(n \theta-\omega t)},  \tag{3.4a}\\
\left\langle\dot{P}_{z t}\right\rangle & =\left\langle\dot{P}_{z}\right\rangle+e\left\langle E_{1 z}-\beta B_{1 x}\right\rangle e^{i(n \theta-\omega t)},  \tag{3.4~b}\\
\left\langle\dot{W}_{t}\right\rangle & =\left\langle\dot{W}_{1}\right\rangle, \tag{3.4c}
\end{align*}
$$

where the appropriate expression, Eq. (2.17) or Eq. (2.25), is to be used for $\left\langle E_{12}-\beta B_{1 x}\right\rangle$. We are not considering azimuthal density variations, in which case $\left\langle\dot{W}_{1}\right\rangle$ is negligible. Inserting Eqs. (3.4) into Eq. (3.1) and linearizing leads to

$$
\begin{equation*}
i(n \dot{\theta}-\omega) \psi_{1}+\dot{z} \frac{\partial \psi_{1}}{\partial z}+\left\langle\dot{P}_{z}\right\rangle \frac{\partial \psi_{1}}{\partial P_{z}}=-e\left\langle E_{1 z}-\beta B_{1 z}\right\rangle \frac{\partial \psi}{\partial P_{z}} . \tag{3.5}
\end{equation*}
$$

We now assume that $\dot{P}_{z}$ is linear in $z$ so that the equations of motion for a particle in the unperturbed beam are

$$
\begin{align*}
\ddot{z}+\nu_{z}^{2} \Omega^{2} z & =0,  \tag{3.6a}\\
\dot{\theta} \equiv \Omega & =\omega_{0}+k_{0} W, \tag{3.6b}
\end{align*}
$$

where $\nu_{\varepsilon}$ is the axial betatron wavenumber, $\omega_{0}$ is the average particle circulation frequency, and $k_{0}$ is a characteristic parameter of the accelerator. Equation (3.6a) is only approximate because $\nu_{z}$ (as well as $\Omega$ ) is actually a function of $a$ and the motion is not simple harmonic. This fact is very important, and in the next section is shown to be the major stabilizing mechanism. However, for the purpose of solving Eq. (3.5), it is sufficient to write the solutions to Eqs. (3.6) as

$$
\begin{align*}
z & =a \sin \phi,  \tag{3.7a}\\
P_{z} & =m \nu_{z} a \cos \phi,  \tag{3.7b}\\
\theta & =\Omega t \tag{3.7c}
\end{align*}
$$

in which $\phi=\nu_{z} \Omega t$, and $m$ is the average relativistic transverse mass of particles in the beam.
With the above approximations it is easy to show that Eq. (3.5) may be written
$i(n \Omega-\omega) \psi_{1}+\nu_{2} \Omega\left(\partial \psi_{1} / \partial \phi\right)=-e\left\langle E_{1 z}-\beta B_{1 \lambda}\right\rangle\left(\partial \psi / \partial P_{z}\right)$.
Furthermore, neglecting the dependence of $\nu_{z}$ on $a$, we have

$$
\begin{equation*}
\frac{\partial \psi}{\partial P_{z}}=\frac{\partial \psi}{\partial a} \frac{\partial a}{\partial P_{z}}=\frac{\cos \phi}{m \nu_{z} \Omega} \frac{\partial \psi}{\partial a} . \tag{3.9}
\end{equation*}
$$

This approximation omits terms in $\psi_{1}$ that are first order in the quantity $\left(a^{2} / \nu_{z}\right)\left(\partial \nu_{z} / \partial a^{2}\right)$. These small terms have little influence on the results. With Eq. (3.9) used in Eq. (3.8), we have a first-order equation in one variable. After some simplification, the solution may be written as
$\psi_{1}=\frac{-i e\left\langle E_{1 z}-\beta B_{1 x}\right\rangle}{m \nu_{z} \Omega} \frac{\partial \psi}{\partial a}\left[\frac{(\omega-n \Omega) \cos \phi+i \nu_{z} \Omega \sin \phi}{(\omega-n \Omega)^{2}-\nu_{z}^{2} \Omega^{2}}\right]$.

From our perturbed distribution function $\psi_{1}$ we now compute a dipole moment per unit length $P(\theta, t)=p e^{i(n \theta-\omega t)}$, where

$$
\begin{equation*}
p=e \int z \psi_{1} a d a d \phi d W \tag{3.11}
\end{equation*}
$$

Inserting Eqs. (3.10) and (3.7a) and performing the $\phi$ integration, we have

$$
\begin{equation*}
p=\left(\pi e^{2} / m\right)\left\langle E_{1 z}-\beta B_{1 x}\right\rangle \int(\partial \psi / \partial a) a^{2} d a d W . \tag{3.12}
\end{equation*}
$$

We come now to the basic approximation in our treatment. In general the distribution functions $\psi$ and $\psi_{1}$ will not lead to current and charge distributions consistent with those assumed in Sec. II. Therefore the expressions for $\left\langle E_{1 z}-\beta B_{1 x}\right\rangle$ are not strictly applicable. In particular, the perturbed force may have $z$ dependence other than the weak function $\cosh \ell z$, which we have approximated to unity. A general self-consistent analytic treatment of an arbitrary $\psi$ seems impossible. However, investigation has shown that physically reasonable axial distributions of particles in the unperturbed beam lead to a vertical force that is quite well approximated by the treatment in Sec. II, so long as the conditions $\ell_{\tau} \ll 1$ or $k a \ll 1$ are satisfied. To complete the quasi-self-consistent treatment here, we equate the dipole moment per unit length $p$ with the quantity $\lambda \xi$ in Eq. (2.17) and with $\pi \rho_{0} a^{2} \xi$ in Eq. (2.25).
Inserting $\psi$ from Eq. (3.2) and $\left\langle E_{1 z}-\beta B_{1 x}\right\rangle$ from Eq. (2.17) into Eq. (3.13), we derive the dispersion relation

$$
\begin{align*}
& 1=\frac{e^{2} N I}{m w R} \sum_{s} g_{s}{ }^{2}\left\{\left[\gamma^{-2}+\left(\frac{k \beta}{\ell}\right)^{2}\right] \ell \operatorname{coth}\left(\frac{\ell h}{2}\right)\right. \\
&\left.-\left(\frac{2}{\gamma^{2} \tau}\right)+(1+i)\left(\frac{c \Omega}{\omega}\right)\left[\eta \beta \operatorname{csch}\left(\frac{\ell h}{2}\right)\right]^{2}\right\}, \tag{3.13}
\end{align*}
$$

where

$$
\begin{equation*}
I=\int \frac{h^{\prime}(a) f(W) a^{2} d a d W}{\left[(\omega-n \Omega)^{2}-\nu_{2}^{2} \Omega^{2}\right]} . \tag{3.14}
\end{equation*}
$$

If Eq. (2.25) for $\left\langle E_{1 \varepsilon}-\beta B_{1 x}\right\rangle$ is employed, we obtain
$1=-\frac{e^{2}, I I}{2 \pi m R a^{2}}\left\{\gamma^{-2}\left[1-\left(\frac{a}{b}\right)^{2}\right]-2(1+i)\left(\frac{c Q}{\omega b}\right)\left(\frac{\beta a}{b}\right)^{2}\right\}$.

It is convenient to introduce the quantities $U_{r}$ and $V_{r}$ by the definitions
$U_{r}=\frac{e^{2} N}{\nu_{z} \omega_{0} \gamma m_{0} \tau} \sum_{s} g_{s}^{2}\left\{\left[\gamma^{-2}+\left(\frac{k \beta}{\ell}\right)^{2}\right] \ell \operatorname{coth}\left(\frac{\ell h}{2}\right)-\left(\frac{2}{\gamma^{2} \tau}\right)\right\}$,
$V_{r}=\frac{\epsilon^{2} V \Omega \beta}{\nu_{r} \gamma m_{0} m_{0} \omega_{\omega}} \sum_{s} g_{8}{ }^{2} \eta^{2} \operatorname{csch}^{2}\left(\frac{\ell h}{2}\right)$.


Fig. 3. The function $\mathfrak{F}_{1}(h / w, \Delta / h)$, which is defined in Eq. (3.23a) and expresses the long-wavelength part of the real frequency shift arising from image effects. It can be seen that $\mathcal{F}_{1}$ is almost independent of its first argument. For large $y, \mathcal{F}_{1}(0, y) \rightarrow 1$; the deviation from unity being only $5 \%$ at $y=4.0$. For small $y, y \mathcal{F}_{1}$ approaches a constant of order-of-magnitude unity.

Alternatively, for the pipe of circular cross section we introduce $U_{c}$ and $V_{c}$ by the definitions

$$
\begin{align*}
& U_{c}=-e^{2} N\left[1-(a / b)^{2}\right] / 2 \pi \nu_{2} \omega_{0} \gamma^{3} m_{0} R a^{2}  \tag{3.17a}\\
& V_{c}=e^{2} N \beta R / \pi \nu_{z} \gamma m_{0} \omega b^{3} . \tag{3.17b}
\end{align*}
$$

In Eqs. (3.16) and (3.17) we have replaced $m$ by $\gamma m_{0}$, where $m_{0}$ is the rest mass of the particle. In terms of these equations, the dispersion relation becomes

$$
\begin{equation*}
1=\nu_{z} \omega_{0}[U+(1+i) V] I \tag{3.18}
\end{equation*}
$$

If $U_{r}$ and $V_{r}$ are inserted into Eq. (3.18), it is identical to Eq. (3.13). Alternatively, if $U_{c}$ and $V_{c}$ are inserted, Eq. (3.18) is identical to Eq. (3.15).
If we employ the more general expression, Eq. (2.17b) for $\left\langle E_{1 z}-\beta B_{1 x}\right\rangle$.in the pipe of rectangular cross section, still another set of definitions for $U$ and $V$ results. We


Fig. 4. The function $\mathfrak{F}_{2}(h / w, \Delta / h)$, which is defined in Eq. (3.23a) and expresses the dominant contribution in the relativistic limit to the part of the real frequency shift arising from image effects. For most applications $x=h / w$ is small, and then $\mathfrak{F}_{2}(x, y)$ is approximately equal to $\mathscr{F}_{2}(0,0)=1$ and decreases linearly with increasing second argument.
call these $U_{g}$ and $V_{g}$. They are defined by

$$
\begin{align*}
& U_{g}=\left(e^{2} N / \nu_{z} \omega_{0} \gamma m_{0} w R\right)\left[\operatorname{Re}-\left(2 / \gamma^{2} \tau\right) \sum_{s} g_{s}{ }^{2}\right]  \tag{3.19a}\\
& V_{g}=\left(e^{2} N \mathcal{R} / \nu_{z} \omega_{0} \gamma m_{0} w R\right) \mathrm{Im}, \tag{3.19b}
\end{align*}
$$

where
$\operatorname{Re}=\sum_{s} g_{s}{ }^{2}\left\{\left[\frac{\mu}{\gamma^{2}}+\frac{k^{2}}{\mu}\left(\beta_{w}-\beta\right)^{2}\right] \operatorname{coth}\left(\frac{\mu h}{2}\right)\right\}$,

$$
\begin{align*}
\operatorname{Im}=\binom{c}{\omega} \sum_{s}\left(\frac{g_{s}}{\mu}\right)^{2} & {\left[\mu^{4} \beta^{2}+\mu^{2} k^{2}\left(\beta_{w}{ }^{2}-\beta^{2}\right)\right.} \\
& \left.+(k \omega / c)^{2}\left(\beta_{w}-\beta\right)^{2}\right] \operatorname{csch}^{2}(\mu h / 2) \tag{3.20b}
\end{align*}
$$

These general expressions may prove useful in some applications. We have evaluated them for a particular choice of $G(x)$ that has two parameters, namely a beam of width $\Delta$ with center located at $x_{0}$, as indicated in Fig. 1.


Fig. 5. The function $F_{3}(h / w, \Delta / h)$, which is defined in Eq. (3.23b) and expresses the imaginary part of the frequency shift. The function is relatively independent of its first argument, especially as in most applications $h / w<0.5 . \mathfrak{F}_{3}(0,0)$ is unity, and this affords an order-ofmagnitude estimate unless $y$ is greater than unity-which usually is not the case.

The functional form taken was

$$
G(x)= \begin{cases}(\pi / 2 \Delta) \cos \left[\pi\left(x-x_{0}\right) / \Delta\right], & \left|x-x_{0}\right|<\Delta / 2  \tag{3.21}\\ 0, & \left|x-x_{0}\right| \geqslant \Delta / 2\end{cases}
$$

and a 7094 fortran Program was developed to evaluate the quantities Re and $\mathrm{Im} .{ }^{10}$

In most applications $k \ll 1 / w$ and $1 / h$; and in this limit the formulas for Re and Im can be considerably simplified. Simple neglect of the $k^{2}$ terms in Eq. (3.20) would be valid, however, only in the nonrelativistic limit because the dominant $k$-independent term in $\operatorname{Re}$ varies as $1 / \gamma^{2}$. In order to obtain formulas valid at all energies in the small $k$ limit, we retain the $k^{2}$ correction to the $1 / \gamma^{2}$ term in Re , but neglect $k^{2}$ in all other occurrences. Thus $\mu \approx \eta$, and Eq.

[^23](3.20) yields
\[

$$
\begin{align*}
& \operatorname{Re}=\frac{1}{\gamma^{2}} \sum_{s} g_{s}{ }^{2} \eta \operatorname{coth} \frac{\eta h}{2}+k^{2}\left(\beta_{w}-\beta\right)^{2} \sum_{s} g_{s}{ }^{2}-\operatorname{coth} \frac{\eta h}{\eta}  \tag{3.22a}\\
& \operatorname{Im}=\left(c \beta^{2} / \omega\right) \sum_{s} g_{s}{ }^{2} \eta^{2} \operatorname{csch}^{2} \eta h / 2 \tag{3.22b}
\end{align*}
$$
\]

Note that Eq. (3.22a) is not a valid expansion of Eq. (3.20) through terms in $k^{2}$.

For the beam configuration of Eq. (3.21), with $x_{0}=w / 2$, and in the limit of $n \ll R / w$ and $R / h, \mathrm{Re}$ and Im depend upon the geometrical parameters in a simple way. Thus we may define functions $\mathscr{F}_{i}$ by
$\operatorname{Re}=\frac{\pi^{2} w}{8 h \Delta \gamma^{2}} \mathscr{F}_{1}\left(\frac{h}{w}, \frac{\Delta}{h}\right)+\frac{k^{2}\left(\beta_{w}-\beta\right)^{2} w^{2}}{4 h} \mathcal{F}_{2}\left(\frac{h}{w}, \frac{\Delta}{h}\right)$,
$\operatorname{Im}=\left(2 \pi c \beta^{2} w / 3 \omega h^{3}\right) \mathfrak{F}_{3}(h / w, \Delta / h)$.
There is no $\tau$ dependence in the $\mathfrak{F}_{i}$ functions, graphs of which are presented in Figs. 3, 4, and 5. In the figure captions we summarize some of the properties of the $\mathscr{F}_{i}$ functions and suggest various approximations that can be employed to obtain convenient analytic formulas for Re and Im, and hence for all of the results of this paper. Numerical comparisons of Eq. (3.23) and Eq. (3.20) are presented for four very different examples in Table I, where the agreement is seen to be excellent.

From the definition of $g_{s}$ [Eqs. (2.1a), (2.6), and (2.7)], it follows that

$$
\begin{equation*}
\sum_{s} g_{s}{ }^{2}=\frac{w}{2} \int_{0}^{w} G^{2}(x) d x \tag{3.24}
\end{equation*}
$$

which for the distribution of Eq. (3.21) yields

$$
\begin{equation*}
\sum_{s} g_{s}{ }^{2}=\frac{\pi^{2} w}{16 \Delta} \tag{3.25}
\end{equation*}
$$

Combining Eqs. (3.19), (3.23), and (3.25), we have
$U_{\theta}=\frac{\pi^{2} e^{2}, V}{8 \nu_{z} \omega_{0} \gamma^{3} m_{0} h R \Delta}\left[\xi_{1}\left(\frac{h}{w}, \frac{\Delta}{h}\right)\right.$

$$
\begin{equation*}
\left.-\frac{h}{\tau}+\frac{2 \gamma^{2} k^{2}\left(\beta_{w}-\beta\right)^{2} w \Delta}{\pi^{2}} \mathfrak{F}_{2}\left(\frac{h}{w}, \frac{\Delta}{h}\right)\right], \tag{3.26a}
\end{equation*}
$$

$V_{g}=\left(2 \pi e^{2} N \beta \Omega / 3 \nu_{2} \gamma m_{0} h^{3} \omega\right) \mathfrak{F}_{3}(h / w, \Delta / h)$.

## IV. ANALYSIS OF THE DISPERSION RELATION

In order to illustrate the characteristics of the instability, we first consider a beam with no spread in canonical angular momentum and take $f(W)=\delta(W)$. We further neglect the dependence of $\nu_{z}$ and $\Omega$ on $a$. The integral $I$ defined by
Table I. A comparison between the exact computational results [Eqs. (3.20) and (3.21)] and the approximation valid for $n \ll R / h$ and $R / w[$ Eq. (3.23)] for three different accelerators. In all cases Im is given very well by the approximate formulas. For the Bevatron and proton-storage rings, $\mathscr{F}_{2}$ is negligible; for the electron-storage rings, $\mathscr{F}_{1}$ and $\mathscr{F}_{2}$ give coma factor of three of the correct value and gives Im almost exactly

| Accelerator | $n$ | $\begin{gathered} R \\ (\mathrm{~cm}) \end{gathered}$ | $\begin{gathered} h \\ (\mathrm{~cm}) \end{gathered}$ |  | $\begin{gathered} x_{0} \\ (\mathrm{~cm}) \end{gathered}$ | $\underset{(\mathrm{cm})}{\Delta}$ | $\underset{\left(\mathrm{sec}^{-1}\right)}{\omega_{0} \times 10^{-7}}$ | $\nu_{2}$ | $\beta$ | $\gamma$ | $\mathscr{F}_{1}$ | $\mathscr{F}_{2}$ | $F_{3}$ | $\begin{aligned} & \frac{\pi^{2} w}{8 h \Delta \gamma^{2}} \\ & \left(\mathrm{~cm}^{-1}\right) \\ & \hline \end{aligned}$ | $\frac{k^{2}\left(\beta_{w}-\beta\right)^{2} w^{2}}{4 h} \mathcal{F}_{2}$ | Approximation of Eq. (3.23) |  | Exact evaluation |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | $\underset{\left(\mathrm{cm}^{-1}\right)}{\mathrm{Re}}$ | $\operatorname{Im}_{\left(\mathrm{cm}^{-1}\right)}$ | $\begin{gathered} \mathrm{Re} \\ \left(\mathrm{~cm}^{-1}\right) \end{gathered}$ | $\operatorname{Im}_{\left(\mathrm{cm}^{-1}\right)}$ |
| Bevatron at injection energy | 1 | $1.8 \times 10^{3}$ | 30.5 | 122 | 61 | 76 | 0.31 | 0.85 | 0.186 | 1.02 | 1.13 | 0.72 | 0.41 | 0.0666 | $6.78 \times 10^{-7}$ | 0.0666 | 8.29 | 0.0701 | 8.53 |
| 13 BeV proton storage rings | 17 | $1.3 \times 10^{4}$ | 7.0 | 15 | 7.5 | 4.9 | 0.23 | 8.75 | 0.998 | 14.3 | 1.97 | 1.06 | 0.85 | 0.0052 | $3.86 \times 10^{-6}$ | 0.0052 | 123 | 0.00525 | 123.1 |
| Stanford 500 MeV elec-tron-storage rings | 1 | 160 | 3.8 | 12.7 | 6.35 | 0.3 | 18.8 | 0.88 | 1.0 | 1000 | 15.2 | 1.4 | 1.0 | $2.09 \times 10^{-4}$ | $4.49 \times 10^{-4}$ | $6.58 \times 10^{-4}$ | 646 | $6.77 \times 10^{-4}$ | 637 |
| MURA 40 MeV electron accelerator at stacking energy | 3 | 200 | 5 | 100 | 90 | 5 | 15.8 | 2.8 | 1.00 | 70 | 1.55 | 0.91 | 0.76 | 0.0156 | 0.0887 | 0.1043 | 1270 | 0.0342 | 1255 |

Eq. (3.15) becomes simply

$$
\begin{equation*}
I=-2 /\left[\left(\omega-n \omega_{0}\right)^{2}-\nu_{2}^{2} \omega_{0}^{2}\right], \tag{4.1}
\end{equation*}
$$

[since $\left.\int h^{\prime}(a) a^{2} d a=-2\right]$, and from Eq. (3.18) we have

$$
\begin{equation*}
\left(\omega-n \omega_{0}\right)^{2}=\nu_{z}^{2} \omega_{0}^{2}-2 \nu_{z} \omega_{0}(U+V+i V) \tag{4.2}
\end{equation*}
$$

This is a cubic equation in $\omega$ in view of the factor $1 / \omega$ in $V$. However if $V \lesssim U$ and $U \ll \nu_{z} \omega_{0}$ (as is generally true), two roots of Eq. (4.2) are given approximately by

$$
\begin{equation*}
\omega=\left(n \pm \nu_{2}\right) \omega_{0} \mp(U+V+i V) \tag{4.3}
\end{equation*}
$$

with $\omega=\left(n \pm \nu_{z}\right) \omega_{0}$ inserted in $V$. The upper signs represent a "fast wave" that is damped. For $n>\nu_{z}$, the lower signs represent a "slow wave" that grows exponentially with an $e$-folding time $\tau_{0}$ given by

$$
\begin{equation*}
\tau_{0}=V^{-1} \tag{4.4}
\end{equation*}
$$

For $n<\nu_{x}$, the lower signs represent a wave that has phase velocity in the negative $\theta$ direction. This wave is also damped because $V$ is negative.

We are therefore interested in values of $\omega$ near $\left(n-\nu_{z}\right) \omega_{0}$. The integrand in Eq. (3.14) may be separated by partial fractions, which yields
$\left[(\omega-n \Omega)^{2}-\nu_{2}^{2} \Omega^{2}\right]^{-1}=\left(2 \nu_{z} \Omega\right)^{-1}\left\{\left[\omega-\left(n+\nu_{z}\right) \Omega\right]^{-1}\right.$

$$
\begin{equation*}
\left.-\left[\omega-\left(n-\nu_{z}\right) \Omega\right]^{-1}\right\} \tag{4.5}
\end{equation*}
$$

The singularity of the first term on the right-hand side is of no interest, and dropping the term will have negligible effect on the results. Further, we replace $\left(2 \nu_{z} \Omega\right)^{-1}$ by $\left(2 \nu_{z} \omega_{0}\right)^{-1}$ in Eq. (4.5). The dispersion relation then becomes

$$
\begin{equation*}
2=-(U+V+i V) \int \frac{h^{\prime}(a) a^{2} d a f(W) d W}{\left[\omega-\left(n-v_{z}\right) \Omega\right]} \tag{4.6}
\end{equation*}
$$

The only mechanism effective in stabilizing the beam against vertical oscillations is a spread in the quantity $S$ defined by

$$
\begin{equation*}
S \equiv\left(n-\nu_{z}\right) \Omega \tag{4.7}
\end{equation*}
$$

In general both $\nu_{z}$ and $\Omega$ are functions of $a$ and $W$. We may write

$$
\begin{align*}
& \Omega=\omega_{0}+(\partial \Omega / \partial W) W+\left(\partial \Omega / \partial a^{2}\right) a^{2}  \tag{4.8a}\\
& \nu_{z}=\nu+\left(\partial \nu_{z} / \partial W\right) W+\left(\partial \nu_{z} / \partial a^{2}\right) a^{2} \tag{4.8b}
\end{align*}
$$

The quantity $\partial \Omega / \partial W$ is equal to $k_{0}$, where $k_{0}$ was defined by Eq. (3.6b). The dependence of $\Omega$ on $a^{2}$ is quite weak, so we will neglect the $a^{2}$ term in Eq. (4.8a). The quantities $U$ and $V$ defined in the previous section are not independent of $\omega$, but it is a good approximation to replace $\omega$ by ( $n-\nu) \omega_{0}$ in these expressions. Further, whenever $\nu_{z}$ occurs in $U$ and $V$ we shall replace it with $\nu$, thus neglecting the dependence of $U$ and $V$ on $a$ and $W$. For purposes of the dispersion analysis, $U$ and $V$ are simply constants.

We now introduce some short-hand notation for use in what follows. Let $y=a^{2}$ and let $S_{w}$ and $S_{y}$ be given by

$$
\begin{align*}
S_{w} & \equiv \partial S / \partial W=(n-\nu) k_{0}-\omega_{0}\left(\partial \nu_{z} / \partial W\right)  \tag{4.9a}\\
S_{y} & \equiv \partial S / \partial y=-\omega_{0}\left(\partial \nu_{z} / \partial y\right) \tag{4.9b}
\end{align*}
$$

Since we are searching for a solution to Eq. (4.6) in the region $\omega \approx(n-\nu) \omega_{0}$, we define a quantity $\delta$ by

$$
\begin{equation*}
\delta=\omega-(n-\nu) \omega_{0} \tag{4.10}
\end{equation*}
$$

Using this notation and noting that $a^{2}(d h / d a) d a$ $=y(d h / d y) d y$, we may rewrite Eq. (4.6) as

$$
\begin{equation*}
-\frac{2(U+V-i V)}{\left[(U+V)^{2}+V^{2}\right]}=\int \frac{(d h / d y) y d y f(W) d W}{\left[\delta-S_{w} W-S_{y} y\right]} \tag{4.11}
\end{equation*}
$$

A spread in both $W$ and $y$ can be treated only with great difficulty, so we consider the effect of each separately. First let $S_{y}$ be zero, and consider a spread in $W$. There is some question as to the validity of this, since the dynamics of the $W-\theta$ motion were disregarded in the previous section when we neglected the $\dot{W}_{1}$ in the Vlasov equation. It seems proper, however, to consider the stabilizing effect of a spread in $W$, since the axial betatron frequency of a particle does depend on its canonical angular momentum. The choice of $f(W)$ is fraught with pitfalls, as discussed in the companion paper. ${ }^{3}$ In particular, we must choose $f(W)$ such that $f^{\prime}(W) \rightarrow 0$ as $f(W) \rightarrow 0$ for some maximum value $W_{\mathrm{m}}$ in order that the stability criterion be valid in the limit $V \rightarrow 0$. However, a Gaussian distribution gives a fairly realistic stability criterion. We choose

$$
\begin{equation*}
f(W)=\left(1 / \pi^{\frac{1}{2}} q\right) e^{-W^{2} / q^{2}} \tag{4.12}
\end{equation*}
$$

and Eq. (4.11) becomes

$$
\begin{equation*}
\frac{S_{w} q(U+V-i V)}{\left[(U+V)^{2}+V^{2}\right]}=\mp \frac{1}{\pi^{\frac{1}{2}}} \int_{-\infty}^{\infty} \frac{e^{-x^{2}} d x}{x-x_{1}} \equiv \mp z\left(x_{1}\right) \tag{4.13}
\end{equation*}
$$

in which $x_{1}=\delta / q\left|S_{w}\right|$. The minus sign on the right applies if $S_{w}>0$ and the plus sign for $S_{w}<0$. The stability criterion is independent of the signs of $S_{w}$ and $U+V$. Equation (4.13) is in general useful for specific numerical examples and should be used in conjunction with tables of the function $z\left(x_{1}\right) .{ }^{11}$ We are interested in solutions for real $x_{1}$ (real $\delta$ ). The ratio $V /(U+V)$ determines $x_{1}$, and the value of $q$ required for stability is then found from either the real or imaginary parts of the equation.

As an example, consider the equation when $|U| \ll V$. The real and imaginary parts of the left-hand side are both approximately equal to $S_{w} q / 2 V$. The value of $x_{1}$ satisfying $\operatorname{Rez}\left(x_{1}\right)=\operatorname{Im} z\left(x_{1}\right)$ is $x_{1}=0.7$. We have $\operatorname{Re} z(0.7)=1.03$, and thus $S_{w} q \geqslant 2.06 \mathrm{~V}$ is the stability criterion. The frequency shift $\delta$ is equal to 1.44 V at the stability limit.

[^24]An example of general interest is that for which $|U| \gg V$. We must choose $x_{1}$ such that $\left|\operatorname{Rez}\left(x_{1}\right)\right| \gg \operatorname{Im}$ z $\left(x_{1}\right)$, which is satisfied for large $x_{1}$ where the asymptotic expansion is valid. This expansion is

$$
\begin{equation*}
z\left(x_{1}\right)=i \pi^{\frac{1}{2}} \exp \left(-x_{1}^{2}\right)-1 / x, \tag{4.14}
\end{equation*}
$$

and from the real part of Eq. (4.13) we have $x_{1} \approx U / q\left|S_{w}\right|$, or $\delta=U$. The frequency shift is the same as if no damping were present. The criterion for stability may be found by solving the transcendental equation

$$
\begin{equation*}
x_{1} e^{-x_{1}{ }^{2}}=V / \pi^{\frac{1}{2}} U \tag{4.15}
\end{equation*}
$$

for $x_{1}$ and thus the value of $q$ necessary for stability. However, we note that the dispersion relation cannot be satisfied if the frequency shift $\delta$ lies outside the range of $S$ in the beam. Any realistic $f(W)$ will extend over a finite range, $-W_{\mathrm{m}}<W<W_{\mathrm{m}}$. Provided the condition $|U| \gg V$ holds, a necessary criterion for stability is $\left|S_{w}\right| W_{\mathrm{m}}>|U|$, or

$$
\begin{equation*}
\left|(n-\nu) k_{0}-\omega_{0}(\partial \nu / \partial W)\right| W_{\mathrm{m}}>|U| . \tag{4.16}
\end{equation*}
$$

We now consider stabilization by means of the nonlinearities in the accelerator as characterized by $S_{y}$. We set $S_{w}=0$ in Eq. (4.11) [or $f(W)=\delta(W)$ ], which then becomes

$$
\begin{equation*}
\frac{2 S_{y}(U+V-i V)}{\left[(U \pm V)^{2}+V^{2}\right]}=\int_{0}^{\infty} \frac{(d h / d y) y d y}{y-y_{1}} \tag{4.17}
\end{equation*}
$$

with $y_{1}=\delta / S_{y}$. As $S_{y}$ may be either positive or negative, care must be taken in evaluating the imaginary part of the integral. We note that for real $y_{1}$, solutions exist only for $y_{1}>0$, and therefore $\delta$ has the sign of $S_{y}$. For $S_{y}>0$, $\operatorname{Im} \delta>0$ corresponds to $\operatorname{Im} y_{1}>0$. Thus in the limit $\operatorname{Im} \delta \rightarrow 0$ (the stability limit), the pole in the complex $y$ plane approaches the real axis from above. The opposite is true if $S_{y}<0$. With this in mind we write Eq. (4.17) in a form valid for real $y_{1}$,

$$
\begin{align*}
& \frac{2 S_{y}(U+V-i V)}{\left[(U+V)^{2}+V^{2}\right]} \\
&=\odot \int_{0}^{\infty} \frac{(d h / d y) y d y}{y-y_{1}} \pm i \pi y_{1}\left(\frac{d h}{d y}\right)_{y=y_{1}},
\end{align*}
$$

where $\mathscr{P}$ indicates the principal value. The plus sign is used if $S_{y}>0$, the minus sign if $S_{y}<0$. Equation (4.18) will be satisfied only for those values of $y_{1}$ for which $h^{\prime}\left(y_{1}\right)<0$. In addition, $U+V$ may be positive or negative. This fact caused no concern in the previous example where the sign of $S_{w}(U+V)$ merely determined the sign of $\delta$. Here the sign of $S_{y}(U+V)$ has a more important role, as we shall see below.
In order that the theory be valid in the limit $|U| \gg V$, the function $h(y)$ must have the property that $h^{\prime} \rightarrow 0$ as $h \rightarrow 0$ for some maximum value $y=y_{\mathrm{m}}$. It is not necessary
that $h^{\prime}$ be zero at any other value of $y$, but the condition $y h^{\prime}(y) \rightarrow 0$ as $y \rightarrow 0$ is necessary. It seems reasonable that any realistic distribution of betatron amplitudes will have these properties. As a useful example we choose

$$
\begin{equation*}
h(y)=\left(6 / y_{m}\right)\left(1-y / y_{m}\right)^{2}, \tag{4.19}
\end{equation*}
$$

a monotonically decreasing function of $y$. We shall examine this form in detail, and then merely state the results obtained from other distributions. Differentiating Eq.(4.19) with respect to $y$ and inserting the result in Eq. (4.18) yields

$$
\begin{equation*}
\rho(1-\rho)=\left|S_{y}\right| y_{\mathrm{m}} V / 6 \pi\left[(U+V)^{2}+V^{2}\right] \tag{4.20}
\end{equation*}
$$

with $\rho \equiv y_{1} / y_{\mathrm{m}}$. The principal-value integral is easily evaluated, and from the real terms in Eq. (4.18) we have

$$
\begin{equation*}
\frac{1}{2}-\rho+\rho(1-\rho) \ln \left(\frac{1-\rho}{\rho}\right)=-\frac{S_{y} y_{m}(U+V)}{6\left[(U+V)^{2}+V^{2}\right]} . \tag{4.21}
\end{equation*}
$$

Dividing Eq. (4.21) by Eq. (4.20), we have

$$
\begin{align*}
& \frac{1}{2 \rho(1-\rho)}-\frac{1}{(1-\rho)}+\ln \left(\frac{1-\rho}{\rho}\right) \\
& \quad=-S_{y j} \pi(U+V) / V\left|S_{u}\right| \tag{4.2}
\end{align*}
$$

from which the appropriate value of $\rho$ may be obtained.
Consider first the conditions $S_{y}(U+V)>0$ and $|U| \gg V$. The right-hand side of Eq. (4.22) is a large negative number and therefore $\rho$ must be very nearly unity. We neglect the logarithm, set $\rho(1-\rho)$ equal to $1-\rho$ in Eqs. (4.20) and (4.22), and obtain

$$
\begin{equation*}
\left|S_{y}\right| y_{\mathrm{m}} \geqslant 3 U, \tag{4.23}
\end{equation*}
$$

a stability criterion independent of $V$. The frequency shift $\delta$, which is equal to $S_{y} y_{1}$, is very nearly equal to $S_{y} y_{\mathrm{m}}$. If $S_{y}(U+V)<0$ and $|U| \gg V$, the right-hand side of Eq. (4.22) is a large positive number, and therefore $\rho$ must be very small compared to unity. The first term on the lefthand side of Eq. (4.22) dominates. We set $\rho(1-\rho)=\rho$ in both Eqs. (4.20) and (4.22) to again obtain $\left|S_{y}\right| y_{m} \geqslant 3 U$ for the stability criterion. But notice that $\delta=S_{y} y_{\mathrm{m}} \rho$ is now very much less (in absolute value) than $S_{v} y_{\mathrm{m}}$. Thus in the limit $|U| \gg V$ the sign of $S_{y}(U+V)$ does not affect the stability criterion, but it does determine the magnitude of the frequency shift. Numerical analysis of Eq. (4.22) shows that the above stability criterion is quite a good approximation for $|U|>5 \mathrm{~V}$.

We next consider the limit $|U| \ll V$. If $S_{y}>0$, the righthand side of Eq. (4.22) is approximately equal to $-\pi$ and a value of $\rho \approx 0.8$ results. If $S_{y}>0$, the right-hand side of Eq. (4.22) is $\approx+\pi$ and a value of $\rho \approx 0.2$ results. But in either case, the left-hand side of Eq. (4.20) is approximately equal to 0.16 , and the criterion for stability becomes

$$
\begin{equation*}
\left|S_{y}\right| y_{\mathrm{m}} \geqslant 2 \pi V, \tag{4.24}
\end{equation*}
$$

independently of the sign of $S_{y}$. In the event that $U+V \ll V$, the right-hand side of Eq. (4.22) is very small and the equation is satisfied by $\rho=0.5$. From Eq. (4.20) we obtain the criterion

$$
\begin{equation*}
\left|S_{y}\right| y_{\mathrm{m}} \geqslant 3 \pi V / 2 . \tag{4.25}
\end{equation*}
$$

The numerical factors in Eqs. (4.23), (4.24), and (4.25) result from the particular form of $h(y)$ chosen. With the one exception discussed below, the qualitative dependence of the stability criterion upon $U$ and $V$ is not sensitive to the form of $h(y)$. The exception is a distribution $h(y)$ that is constant out to some value $y=Y$, then falls to zero at $y=Y+\Delta$, where $\Delta \ll Y$. This distribution closely resembles that experimentally determined for the stacked beam in the MURA electron accelerator. ${ }^{4}$ Analysis of such a distribution reveals that only the quantity $\Delta$ enters the criterion for stability. In the investigation, only the limit $U \gg V$ was considered, and the resulting. stability criterion is

$$
\begin{equation*}
\left|S_{y}\right| \Delta \geqslant U . \tag{4.26}
\end{equation*}
$$

The spread in betatron amplitudes characterized by $Y$ is not instrumental in suppressing the instability.

Although the spread in $S$ from a distribution in $W$ and from a distribution in $a$ have been treated separately, it seems reasonable that the two contributions would occur additively in the stability criterion. One attempt was made to consider a distribution in both variables, and results of the involved analysis did indeed exhibit the additive property. We therefore state that, in the limit $|U| \gg V$, the stability criterion is to a good approximation

$$
\begin{equation*}
\Delta S>|U| \tag{4.27}
\end{equation*}
$$

where $\Delta S$ is the total spread in $S$, including the contributions from distributions in $W$ and $a$. In the limit $V \gg|U|$, the criterion may be written

$$
\begin{equation*}
\Delta S>V \tag{4.28}
\end{equation*}
$$

and in this limit our theory is completely self consistent. The model used in Sec. II to calculate the vertical force on the beam gives only an approximate expression for $U$. In contrast, the electromagnetic force characterized by $V$ arises from charges and currents in the surrounding walls. If the transverse dimensions of the beam are much smaller than the dimensions of the vacuum tank, this latter force is independent of the model chosen.

## V. RESULTS AND EXAMPLES

The first result of Sec. IV is that the characteristic growth time of the instability, for a beam with no spread in $\nu_{z}$ or $\omega_{0}$, is given by Eq. (4.4), namely,

$$
\begin{equation*}
\tau_{0}=1 / V, \tag{5.1}
\end{equation*}
$$

where $V$ is defined by Eqs. (3.17b), (3.19b), and (3.20b)
or (3.26b), and $\omega \approx\left(n-\nu_{z}\right) \omega_{0}$. For circular geometry,

$$
\begin{equation*}
\tau_{0}=\pi \nu_{\star}\left(n-\nu_{z}\right) \gamma b^{3} / r_{0} N R Q c, \tag{5.2}
\end{equation*}
$$

where $r_{0}=e^{2} / m_{0} c^{2}$ is the classical electron (or proton) radius. In rectangular geometry, and when $n \ll R / w$ and $R / h$, we have

$$
\begin{equation*}
\tau_{0}=3 \nu_{z}\left(n-\nu_{z}\right) \gamma h^{3} / 2 \pi r_{0} N R \Omega c \mathcal{F}_{3}(h / w, \Delta / h), \tag{5.3}
\end{equation*}
$$

which is in close agreement with Eq. (5.2) when $h \ll w$ and $\Delta \ll h$ so that $\mathscr{F}_{3} \rightarrow 1$, and $h$ is replaced by $2 b$. The most general expression is that given by Eqs. (3.19b) and (3.20b), but Eq. (5.3) with Fig. 5 should suffice for most applications.

The second result of Sec. IV [Eqs. (4.27) and (4.28)] is that the spread in the quantity $S \equiv\left(n-\nu_{2}\right) \Omega$ necessary to stabilize the coherent motion is approximately $|U|+V$, where $U$ is defined by Eqs. (3.17a), (3.19a), and (3.20a) or (3.26a). If the particles are not extremely relativistic, $|U| \gg V$, and for circular geometry the criterion for stability becomes

$$
\begin{equation*}
\Delta S>N r_{0} c\left[1-(a / b)^{2}\right] / 2 \pi v_{z} \beta \gamma^{3} a^{2} . \tag{5.4}
\end{equation*}
$$

For rectangular geometry with $n \ll R / w$ and $R / h$, we have the criterion $\Delta S>\left|U_{0}\right|+V_{\theta}$, where

$$
\begin{align*}
& U_{g}=\frac{\pi^{2} \gamma_{0} N c}{8 \nu_{2} \beta \gamma h \Delta}\left[\frac{1}{\gamma^{2}} \mathfrak{F}_{1}\left(\frac{h}{w}, \frac{\Delta}{h}\right)\right. \\
&\left.-\frac{h}{\gamma^{2} \tau}+\frac{2 \nu_{2}^{2} \beta^{2} w \Delta}{\pi^{2} R^{2}} \mathfrak{F}_{2}\left(\frac{h}{w}, \frac{\Delta}{h}\right)\right], \tag{5.5a}
\end{align*}
$$

$V_{\theta}=2\left[\pi r_{0}, V c \Omega R / 3 \nu_{z}\left(n-\nu_{z}\right) \gamma h^{3}\right] \Im_{3}(h / w, \Delta / h)$.
In the nonrelativistic case, $V_{g} \ll U_{g}$ and the term $\mathfrak{F}_{2}$ is negligible. For a beam that is thin vertically, $\tau \ll h$ and $\mathcal{F}_{1}$ can also be neglected and Eq. (5.5a) affords a convenient analytic expression which is valid in a different regime (ribbon beam) than that of Eq. (5.4) (circular beam). The most general expression is that given by Eqs. (3.19); Eq. (5.5) with Figs. 3, 4, and 5 suffices for most considerations.
The application of the theory to actual accelerators is severly restricted by the assumption that the unperturbed beam is azimuthally uniform. The MURA accelerator ${ }^{4}$ is

Table II. Computational results for the MURA accelerator. The sensitivity to parameters can be judged by the fact that changing $h$ to 3 cm makes $\mathrm{Re} \approx 0.060$. This is the dominant term in $U_{g}$, so a corresponding change would occur in the threshold criterion.

| $N$ | $Q \times 10^{5}$ | $\begin{gathered} \mathrm{Re} \\ \left(\mathrm{~cm}^{-1}\right) \end{gathered}$ | $\operatorname{Im}_{\left(\mathrm{cm}^{-1}\right)}$ | $\begin{gathered} \left(U_{g} / N\right) \times 10^{9} \\ \left(\sec ^{-1}\right) \end{gathered}$ | $\begin{gathered} \left(V_{g} / N \times 10^{9}\right) \\ \left(\sec ^{-1}\right) \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 3 | $0.346{ }^{\text { }}$ | 0.034 | 1255 | 12 | 1.85 |
| 4 | 0.846 | 0.033 | 208 | 12 | 0.75 |
| 5 | 1.15 | 0.032 | 113 | 11 | 0.56 |
| 6 | 1.38 | 0.031 | 77 | 11 | 0.46 |

a case where this assumption is acceptable, as would be proton-storage rings in which no rf is employed.

## A. Azimuthally Uniform Beams

1. MURA 40 MeV Electron Accelerator

We take as parameters of the accelerator ${ }^{4,12}$ :

$$
\begin{aligned}
R & =200 \mathrm{~cm} & \tau & =1 \mathrm{~cm} \\
h & =5 \mathrm{~cm} & \gamma & =70 \\
w & =100 \mathrm{~cm} & \omega_{0} & =1.58 \times 10^{8} \mathrm{sec}^{-1} \\
x_{0} & =90 \mathrm{~cm} & \nu_{2} & =2.8 \\
\Delta & =5 \mathrm{~cm} & \sigma & =10^{17} \mathrm{sec}^{-1},
\end{aligned}
$$

and employ Eq. (3.20) to obtain the results presented in Table II. To estimate the nature of the instability we need to evaluate $\Delta S$, which we write in the form

$$
\begin{align*}
\Delta S=\left[\left(n-\nu_{z}\right) \frac{\partial \Omega}{\partial E}-\frac{\partial \nu_{z}}{\partial E} \Omega\right] \Delta E & \\
& +\left[\left(n-\nu_{z}\right) \frac{\partial \Omega}{\partial a^{2}}-\frac{\partial \nu_{z}}{\partial a^{2}} \Omega\right] \Delta a^{2} . \tag{5.6}
\end{align*}
$$

$\Delta S \equiv \Delta S_{E}+\Delta S_{a^{2}}$.
The various coefficients are,
$\partial \Omega / \partial a^{2} \approx 0 ;$
$\partial \nu_{2} / \partial E=-3.0 \times 10^{-3} \mathrm{MeV}^{-1}$, a measured quantity;
$\partial \Omega / \partial E=-0.34 \times 10^{6} \mathrm{sec}^{-1} \mathrm{MeV}^{-1}$, theoretically derived;
$\partial \nu_{z} / \partial a^{2}=1.0 \times 10^{-2} \mathrm{~cm}^{-2}$, theoretically derived from nonlinear orbit studies.

The energy spread in the beam $\Delta E$, is observed to be 2.0 MeV ; the full amplitude spread corresponds to $\Delta a^{2}=1.0$ $\mathrm{cm}^{2}$, but if the distribution is flat except for a small region [as is discussed after Eq. (4.25)], then that small region would have a greatly reduced effective $\Delta a^{2}$. From the parameters given and from Table II we derive the results in Table III. The observed instability would be damped for all $n$ values if $\Delta a^{2} \approx 1.0 \mathrm{~cm}^{2}$, but for the smaller value of $\Delta a^{2}$ the observed threshold for $n=4$ and $N=2 \times 10^{12}$ can be explained by the theory. The reduced value of $\Delta S_{E}$ at

Table III. Comparison between $\Delta S$ and $|U|+V$ for the MURA accelerator.

| $n$ | $\begin{gathered} S_{E} \times 10^{-6} \\ \left(\sec ^{-1}\right) \end{gathered}$ | $\Delta a^{2}=1 \mathrm{~cm}^{2} \quad \Delta a^{2}=0.01 \mathrm{~cm}^{2}$ |  | $N=2 \times 10^{12}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\begin{gathered} \Delta S_{a^{2}} \times 10^{6} \\ \left(\mathrm{sec}^{-1}\right) \end{gathered}$ | $\begin{gathered} \Delta S_{a}^{2} \times 10^{-6} \\ \left(\mathrm{sec}^{-1}\right) \end{gathered}$ | $\begin{gathered} (\|U\|+V) \\ \left.\times 10^{-6}\right) \\ \left(\sec ^{-1}\right) \end{gathered}$ | $\begin{gathered} \tau_{0} \\ (\mathrm{msec}) \end{gathered}$ |
| 3 | 0.81 | -1.58 | -0.016 | 0.028 | 0.27 |
| 4 | 0.13 |  |  | 0.025 | 0.67 |
| 5 | $-0.54$ |  |  | 0.024 | 0.90 |
| 6 | -1.22 |  |  | 0.023 | 1.1 |

[^25]$n=4$ comes from a sensitive cancellation-an observation first made by Swenson. ${ }^{12}$ If, for example, $\partial \nu_{z} / \partial E$ $=-2.6 \times 10^{-3} \mathrm{MeV}^{-1}$, then the threshold would agree exactly with observation. The observation ${ }^{4}$ of instability only for $n>2$ is in good agreement with the general theory, and $\tau_{0}$ agrees semiquantitatively with the observed growth rates.

## 2. Proton-Storage Rings

The instabilities one might expect in a storage ring have been studied by Hereward as part of the design study of the CERN intersecting storage rings. We recommend his paper ${ }^{13}$ for a detailed application of the theory. Here we shall simply give an example having parameters that are typical of relativistic proton-storage rings. We take

$$
\begin{align*}
& R=130 \mathrm{~m} \quad \gamma=25 \\
& h=7 \mathrm{~cm} \quad \omega_{0}=2.3 \times 10^{6} \mathrm{sec}^{-1} \\
& w=15 \mathrm{~cm} \quad \nu_{2}=8.75 \\
& x_{0}=7.5 \mathrm{~cm} \quad \sigma=10^{16} \mathrm{sec}^{-1} \text { (stainless steel) } \\
& \Delta=5 \mathrm{~cm} \quad \Omega=0.87 \times 10^{-5} \text {, } \\
& \tau=1 \mathrm{~cm} \tag{3.23}
\end{align*}
$$

from which, for $n=17$, we obtain by means of Eq. (3.23)
and Figs. 3, 4, and 5 the values $\mathrm{Re}=0.0016 \mathrm{~cm}^{-1}$ and $\operatorname{Im}=120 \mathrm{~cm}^{-1}$. The growth time for $N=2 \times 10^{14}$ photonswhich is the CERN design goal-is 3.6 msec , so the instability must be damped if the storage rings are to operate successfully. Hereward considers the various contributions to $\Delta S$ that either occur in the ring design or can be explicitly built into the design. One possibility for stabilization is through nonlinearities, i.e., amplitude dependence of $\nu_{2}$. From the above numbers ( $N=2 \times 10^{14}$ ) we deduce that $U_{g}=1050 \mathrm{sec}^{-1}$ and $V_{g}=290 \mathrm{sec}^{-1}$. To stabilize this with nonlinearities we would need

$$
\begin{equation*}
\left|\Delta S_{a^{2}}\right|=\left|-\left(\frac{\partial \nu_{2}}{\partial a^{2}}\right) \Omega \Delta a^{2}\right| \approx 1340 \mathrm{sec}^{-1} \tag{5.7}
\end{equation*}
$$

or a spread in tune within the beam of

$$
\begin{equation*}
\Delta \nu \equiv\left(\partial \nu_{z} / \partial a^{2}\right) \Delta a^{2} \approx 5.8 \times 10^{-4} \tag{5.8}
\end{equation*}
$$

This is a relatively modest value, and presumably could be designed into the storage rings. Of course, all values of $n>\nu_{z}$ must be considered to obtain the most stringent requirement on $\Delta \nu$.

## B. Azimuthally Bunched Beams

Clearly the theory must be extended before it can be rigorously applied to accelerators with longitudinally bunched beams. On the other hand, the theory of this

[^26]report can be used to gain insight into the expected result of such an analysis. We proceed in this ad hoc manner, modifying the theory in three elementary regards:
(i) The local charge density in the bunch is employed in all formulas so that if $L$ is the length of a bunch and there are $h$ bunches, then whenever ( $N / 2 \pi R$ ) appears it is to be replaced by $N / L h$. This changes formulas by the ratio $L h / 2 \pi R$, which is simply the bunching factor $B$ of Ref. 8.
(ii) If the beam is under the influence of rf, then particles will sweep through a range of energies during a synchrotron oscillation. If the growth time of the instability is less than a synchrotron period, then the analysis of this paper should apply, but if the instability growth time is long compared to the synchrotron period, then the evaluation of $\Delta S$ must be modified. In particular, the term $\Delta S_{E}$ will average to zero if $\partial \Omega / \partial E$ and $\partial \nu_{z} / \partial E$ are independent of $E$ (as they are, to first approximation). Thus the effective stabilizing mechanisms are greatly restricted, namely to intrinsic nonlinearities $\Delta S_{a^{2}}$, external octupole fields (not sextapoles), and nonlinear terms in the dependence of $\Omega$ upon $E$.
(iii) Clearly $n$ is no longer a good mode number in the case of a bunched beam and we expect different $n$ values to be coupled.
Phenomena for bunched beams, that are evidently the analog of the instability treated in this report have been observed in the Stanford electron rings, ${ }^{5}$ the Cosmotron, ${ }^{6}$ the Cornell electron synchotron, ${ }^{14}$ the Argonne zero-gradient synchrotron, ${ }^{15}$ and (possibly) in the Bevatron. ${ }^{16}$ Detailed analysis for some of these accelerators either appears in the literature or will be published in the future. We restrict ourselves here to one example, namely a crude evaluation for the Cosmotron, where the phenomenon has been studied in most detail and in fact has been suppressed by a feedback technique. ${ }^{6}$ Stabilization by means of an external octupole has been extremely effective both at Cornell where it allowed a hundred-fold increase in intensity, ${ }^{14}$ and at Stanford where it allowed an eighty-fold increase in intensity. ${ }^{17}$ Both machines are now limited by injection capabilities.

[^27]As parameters for the phenomenon observed at the Cosmotron we take

$$
\begin{array}{ll}
R=950 \mathrm{~cm} & \beta=0.5 \\
w=65 \mathrm{~cm} & \nu_{2}=0.875 \\
h=16 \mathrm{~cm} & f_{0}=1.5 \times 10^{6} \mathrm{sec}^{-1} \\
\tau=2 \mathrm{~cm} & \Omega \approx 1 \times 10^{-5} \\
\Delta=10.6 \mathrm{~cm} & B=0.25,
\end{array}
$$

where some parameters-such as $\mathfrak{R}$-are only rough estimates. Employing the formulas for circular geometry with $n=1$ and taking $a=1 \mathrm{~cm}$ and $b=8 \mathrm{~cm}$, we find that $N r_{0}=1.2 \times 10^{9} \mathrm{sec}$, and $\Delta S / N=4.1 \times 10^{-6} \mathrm{sec}^{-1}$. The observations are that $N=5 \times 10^{11}$ protons is close to threshold, with a growth time of the order of 10 msec . The value of $\tau_{0}$ at this intensity is 2.4 msec -in remarkably good agreement with the observations. The threshold is experimentally observed to be a strong function of operating conditions, being lowest under those conditions where $\partial \nu_{z} / \partial E$ is not zero but where $\partial^{2} \nu_{z} / \partial E^{2}$ is small. ${ }^{6}$ Under these conditions, if we ascribe the threshold to a $\partial \nu_{z} / \partial a^{2}$ term, then the threshold corresponds to a tune spread across the beam $\Delta \nu=a^{2}\left(\partial \nu_{z} / \partial a^{2}\right) \approx 0.22$. This is comparable with the amount needed to shift $\nu_{z}$ to the integral resonance at $\nu_{z}=1.0$, and might well be representative of the beam quality in the accelerator. Finally, we note that the mode mixing expected for bunched beams has been observed. ${ }^{6}$ It is possible to excite the instability by an applied rf with frequency $\omega=\left(1+\nu_{\sim}\right) \omega_{0}$. This is in marked contrast with the experience of MURA, ${ }^{4}$ where the beam is azimuthally uniform and only the $\left(n-\nu_{z}\right) \omega_{0}$ components, for $n>\nu_{z}$, are unstable.

## ACKNOWLEDGMENTS

The authors wish to thank Ed Rowe, Dr. Fred Mills, and Dr. Don A. Swenson of MURA ; also Dr. Lloyd Smith and Dr. Warren Heckrotte of the Lawrence Radiation Laboratory for many informative, helpful, and encouraging conversations. The authors are also grateful for the intensive review of this work by Dr. Ernest Courant of the Brookhaven National Laboratory, and, in particular, for his pointing out a fundamental error in the original manuscript. They are indebted to Mrs. Barbara Steinberg of the Lawrence Radiation Laboratory for assistance with the numerical computations.

# ON INTENSITY LIMITATIONS IMPOSED BY TRANSVERSE SPACE-CHARGE EFFECTS IN CIRCULAR PARTICLE ACCELERATORS 

L. J. Laslett<br>Lawrence Radiation Laboratory

## Contents

I. Introduction .................................................................................. 325
II. Transverse Space-Charge Effects -- Axial Stability Limit
A. Single-Particle Stability

1. The Assumed Fields ..................................................... 327
2. The Equation of Motion .............................................. 330
3. The Image-Force Coefficients ..................................... 332
a. The electrostatic image coefficient, $\varepsilon_{1}$
(1) Plane-parallel conducting surfaces .......... 333
(2) E11iptical boundary ............................... 333
b. The magnetostatic image coefficient, $\varepsilon_{2}$
(1) Plane-parallel magnet poles .................... 335
(2) Wedge-shaped magnet gap .......................... 337
(3) Other pole configurations ....................... 339
B. Stability with Respect to a Collective Transverse Displacement
4. The Assumed Fields ....................................................... 341
5. The Equation of Motion ................................................ 341
6. The Image-Force Coefficients ....................................... 343
a. The electrostatic image coefficient, $\xi_{1}$
(1) Plane-parallel conducting surfaces ........... 343
(2) Elliptical boundary .................................. 343
b. The magnetostatic image coefficient, $\xi_{2}$
(1) Plane-parallel magnet poles ..................... 345
(2) Wedge-shaped magnet gap ........................... 345
III. Examples ..................................................................................... 347

Appendix A -- App1ication of Conformal Transformations ........................ 350
$\begin{aligned} & \text { Appendix B }-- \text { Images in Infinite Parallel Conducting Planes } \\ & \text { 1. Application of Conformal Transformation ................. } 352\end{aligned}$
2. Direct Summation of Image Fields ............................. 353

Appendix C. -- Images in Infinite Plane-Parallel Ferromagnetic Poles

1. Application of Conformal Transformation ................. 355
2. Direct Summation of Image Fields ............................ 356

Appendix D -- Electrostatic Images in an Elliptical Conducting Cylinder ... 357
Appendix E -- Magnetic Images for a Wedge-Shaped Gap ............................ 363

ON INTENSITY LIMITATIONS IMPOSED BY TRANSVERSE SPACE-CHARGE EFFECTS
IN CIRCULAR PARTICLE ACCELERATORS

L. J. Laslett<br>Lawrence Radiation Laboratory

## I. Introduction

The influence of space-charge forces on the frequency of betatron oscillations has been recognized for many years as one mechanism which will impose a limit on the number of particles that can be accommodated within a circular accelerator. The implications of the space-charge forces which act on an individual particle have been discussed in several early papers ${ }^{1-3}$ and in a recent report by Teng. ${ }^{4}$ Attention has also been directed by a number of workers, in particular by members of the Midwestern Universities Research Association staff, to the importance of image forces in this phenomenon. ${ }^{5}$

The intensity limit which arises because of the transverse space-charge effect has provided a powerful argument for the use of high-energy injection, since, because of the almost complete cancellation of the electric and magnetic forces when the effect of image fields may be neglected, the number

1. D.W. Kerst, Phys. Rev. 60, 47 (1941).
2. J.P. Blewett, Phys. Rev. 69, 87 (1946).
3. D.L. Judd, "A Study of the Injection Process in Betatrons and Synchrotrons', California Institute of Technology thesis (Pasadena, 1950).
4. L.C. Teng, "Transverse Space-Charge Effects", Argonne National Laboratory Report ANLAD-59 (Argonne, I11inois; February 1, 1963). The papers presented on August 26 by Drs. Lloyd Smith and P. Lapostolle at the 1963 International Accelerator Conference at Dubna are of interest for obtaining self-consistent solutions to the transverse space-charge behavior of a particle beam.
5. See, for example, J. van Bladel, "Image Forces in the Third MURA Mode1", Midwestern Universities Research Association Report MURA-466 (Madison, Wisconsin; June 12, 1959).
of particles which can be accepted is proportional to $\beta^{2} \gamma^{3}$. As we shall see, however, image forces can distort this energy dependence when the ratio of the aperture to the transverse beam dimensions becomes comparable to or less than $Y$, and the limit to the number of particles will become proportional to $Y$ at high energies. In seeking the attainment of high intensity by means of high-energy injection, therefore, one must employ a sufficiently large aperture to insure that image effects are suppressed or inject at an energy considerably higher than would be required if image effects were negligible. In practice, a careful optimization of the design would be appropriate in order to achieve the best balance between aperture and injection energy for achievement of the desired intensity.

In addition to the space-charge forces which act on an individual particle in the beam, a second phenomenon, involving the transverse movement of the beam as a whole, may be of importance. This latter effect, which of course arises in its entirety from image forces, could lead to an instability for coherent transverse motion of an intense beam. Because, as will be indicated in greater detail below, the forces which could lead to singleparticle or to coherent instability are not identical, it may prove to be quite complicated to provide compensating fields which will suppress both of these phenomena.

In the sections which follow we shall give a general discussion of the transverse space-charge phenomena, as they may affect axial stability in a circular accelerator; present some field coefficients that represent the image effects in certain particular geometrical configurations that are analyzed in the Appendices; and finally give some illustrative numerical examples. The influence of space-charge neutralization is ignored in the present report, in the supposition that the time required for complete
neutralization of the beam normally is long compared to the duration of the injection process. The work reported here has benefited from discussions which the writer has enjoyed with staff of the Brookhaven National Laboratory, the Lawrence Radiation Laboratory, the Midwestern Universities Research Association, and the Stanford Linear Accelerator Center.
II. Transverse Space-Charge Effects -- Axial Stability Limit
A. Single-Particle Stability

1. The Assumed Fields

The electric and magnetic fields which arise from the collective action of a uniform isolated beam of elliptical cross section have been evaluated by Teng. 4 In Gaussian units, the field strengths at a distance $y$ above the center of a beam with semi-major (radial) and semi-minor (axial) axes denoted respectively by $a$ and $b$ are

$$
\begin{align*}
& \vec{E}_{\text {unbunched }}=4 \lambda \frac{y}{b(a+b)} \hat{j}  \tag{la}\\
& \vec{H}_{\text {unbunched }}=-4 \lambda \beta \frac{y}{b(a+b)} \hat{I}, \quad(y<b) \tag{1b}
\end{align*}
$$

for the transverse distribution of density assumed by Teng, where the linear charge density ( $\lambda$ ) is related to the number of particles in the beam ( $N$ ) and to the orbit radius (R) by

$$
\begin{equation*}
\lambda=\frac{\mathrm{Ne}}{2 \pi \mathrm{R}} \tag{2}
\end{equation*}
$$

The fields'represented by Equations (1a) and (1b) will be modified by the presence of nearby conducting or ferromagnetic material through the
supplementary effect of so-called image fields. In addition, for a given total number of particles, the peak fields, experienced by some of the particles in the beam, will be enhanced - and the maximum attainable intensity correspondingly reduced - if the beam is bunched azimuthally by action of the rf acceleration system or if significant fine structure is otherwise present in the density distribution.

The beam distribution accordingly will be characterized by a "bunching factor", $B(B \leq 1)$ representing the ratio of the average to the maximum linear charge or particle density. The relevant fields for an isolated beam accordingly will be taken as

$$
\begin{equation*}
\vec{E}=\vec{E}_{\text {unbunched }} \times(1 / B) ; \tag{3a}
\end{equation*}
$$

and

$$
\begin{equation*}
\overrightarrow{\mathrm{H}}=\overrightarrow{\mathrm{H}}_{\text {unbunched }} \times(1 / B), \tag{3b}
\end{equation*}
$$

of which

$$
\begin{align*}
& \overrightarrow{\mathrm{H}}_{\mathrm{dc}}=\overrightarrow{\mathrm{H}}_{\text {unbunched }} \\
& \overrightarrow{\mathrm{H}}_{\mathrm{ac}}=\overrightarrow{\mathrm{H}}_{\text {unbunched }} \times(1 / \mathrm{B}-1) . \tag{3b'}
\end{align*}
$$

To each of these fields [(3a), (3b'), and (3 $\left.\left.b^{\prime \prime}\right)\right]$ must be appended appropriate correction factors to account for the supplemental image fields.

The electrostatic field, $\vec{E}$, will be modified by the presence of a vacuum chamber with conducting walls through the addition of terms which insure that the chamber surface (most simply taken as formed by parallel conducting planes, a distance 2 h apart) be an equipotential. Likewise, the dc component of the magnetic field, $\vec{H}$, will be modified so as to insure that, if possible, this field is directed perpendicular to the surfaces of ferromagnetic magnet poles (most simply taken as formed by parallel pole surfaces, a distance $2 g$ apart). The ac magnetic fields of the beam
will be influenced by skin-effect currents induced in the conducting walls of the vacuum chamber, so as to result in a net ac field which is tangential to this boundary, and the correction factor required in this case may be expected to be identical to that applicable to the electrostatic field. For a beam of reasonably small transverse dimensions, these various correction fields may be considered as evaluated adequately without regard for the cross-sectional size of the beam, and, for small displacements of the test particle, will give rise to forces proportional to the displacement y.

The fields to be employed in analysis of single-particle stability accordingly will be written

$$
\begin{align*}
\vec{E} & =\frac{4 \lambda}{B}\left[1+\epsilon_{1} \frac{b(a+b)}{h^{2}}\right] \frac{y}{b(a+b)} \hat{J}= \\
& =\frac{2}{\pi} \frac{1}{B} \frac{N e}{R}\left[1+\epsilon_{1} \frac{b(a+b)}{h^{2}}\right] \frac{y}{b(a+b)} \hat{J}  \tag{4a}\\
\vec{H}_{d c} & =-4 \lambda \beta\left[1-\epsilon_{2} \frac{b(a+b)}{g^{2}}\right] \frac{y}{b(a+b)} \hat{i}= \\
& =-\frac{2}{\pi} \beta \frac{N e}{R}\left[1-\epsilon_{2} \frac{b(a+b)}{g^{2}}\right] \frac{y}{b(a+b)}
\end{align*}
$$

and

$$
\begin{align*}
\vec{H}_{a c} & =-4 \lambda \beta\left(\frac{1}{B}-1\right)\left[1+\varepsilon_{1} \frac{b(a+b)}{h^{2}}\right] \frac{y}{b(a+b)} \hat{I}= \\
& =-\frac{2}{\pi}\left(\frac{1}{B}-1\right) \beta \frac{N e}{R}\left[1+\varepsilon_{1} \frac{b(a+b)}{h^{2}}\right] \frac{y}{b\left(a r^{2} b\right)}
\end{align*}
$$

where $\epsilon_{1}$ and $\epsilon_{2}$ are numerical factors for which expressions applicable to specific geometrical configurations of practical interest are given below (sub-section 3) and where the lengths $h$ and $g$ respectively serve to characterize conveniently the semi-apertures of the vacuum chamber and magnet gap.

Because the effect of bunching has been explicitly taken into account in writing Equations (4a-b"), the quantity $\lambda$ should be taken here as representing the average linear charge density, as given by Eq. (2). It may be remarked that in some configurations of possible practical interest the dc component of the beam also gives rise to an axial magnetic field component which effectively is independent of position; such a field component is not considered to affect directly the frequency of axial betatron oscillations, however, and is not included in Eq. (4b') or in the equation of motion which follows.

## 2. The Equation of Motion

The linear equation for the steady-state axial betatron oscillation of a test particle in the presence of a beam of $N$ identical particles may be written in the smooth approximation as

$$
\begin{equation*}
\frac{d^{2} y}{d \theta^{2}}+\left(n+K_{E}+K_{M}+K_{S}\right) y=0 \tag{5}
\end{equation*}
$$

where $n$ is the effective field index of the applied magnetic field and in which

$$
\begin{align*}
& K_{E}=-\frac{2}{\pi} \frac{1}{B} \frac{N r_{p} R}{\beta^{2} Y b(a+b)}\left[1+\varepsilon_{1} \frac{b(a+b)}{h^{2}}\right]  \tag{6a}\\
& K_{M}=\frac{2}{\pi} \frac{N r_{p} R}{Y b(a+b)}\left[1-\varepsilon_{2} \frac{b(a+b)}{g^{2}}\right]  \tag{6b}\\
& K_{S}=\frac{2}{\pi}\left(\frac{1}{B}-1\right) \frac{N r_{p} R}{Y b(a+b)}\left[1+\varepsilon_{1} \frac{b(a+b)}{h^{2}}\right], \tag{6c}
\end{align*}
$$

by use of Equations (4a), (4b'), and (4b'). The coefficients $K_{E}$, $K_{M}$, and
$K_{S}$ represent respectively the electrostatic effect of the bunched beam, the effect of the magnetostatic dc component of the beam, and the magnetic effect of the ac component of the beam as modified by the skin-effect currents induced in the chamber surface. The quantity $r_{p}$ denotes the "classical radius" ( $\frac{e^{2}}{M_{0} c^{2}}$ ) for the particle, and may be taken as $1.536 \times 10^{-16}$ cm for a proton (rest mass equivalent to 938 Mev ).

The shift of betatron frequency which results from the space-charge terms included in Eq. (5) is given by

$$
\begin{equation*}
\Delta\left(\nu_{y}^{2}\right)=K_{E}+K_{M}+K_{S} \tag{7}
\end{equation*}
$$

and leads to the space-charge limit

$$
\begin{align*}
& N=B \frac{\pi}{2} \frac{b(a+b)}{r_{p} R} \frac{\nu_{y_{0}}^{2}-\nu_{y}^{2}}{1+\frac{b(a+b)}{h^{2}}\left[\varepsilon_{1}\left(1+B \beta^{2} \gamma^{2}\right)+\epsilon_{2} B \beta^{2} \gamma^{2}\left(h^{2} / g^{2}\right)\right]^{\beta^{2}} \gamma^{3}}  \tag{8a}\\
& =B \frac{\pi}{2} \frac{h^{2}}{r_{p} R} \frac{\nu_{y_{o}}^{2}-\nu_{y}^{2}}{\epsilon_{1}\left(B+\frac{1}{\beta^{2} \gamma^{2}}\right)+\epsilon_{2} B \frac{h^{2}}{g^{2}}+\frac{h^{2}}{b(a+b)} \frac{1}{\beta^{2} \gamma^{2}}} \gamma  \tag{8b}\\
& =\frac{\pi}{2} \frac{h^{2}}{r_{p} R} \frac{\nu_{y_{o}}^{2}-\nu_{y}^{2}}{\epsilon_{1}\left[1+\frac{1}{B\left(Y^{2}-1\right)}\right]+\epsilon_{2} \frac{h^{2}}{g^{2}}+\frac{1}{B\left(Y^{2}-1\right)} \frac{h^{2}}{b(a+b)}}, \gamma, \tag{8c}
\end{align*}
$$

in which $\nu_{y}$ refers to the frequency (oscillations per revolution) of the nearest axial betatron oscillation resonance, below the low-intensity value, to which the oscillation may be shifted. The form of the Eq. (8a) is most
suitable for indicating the correction factor,

$$
\begin{equation*}
F=\left\{1+\frac{b(a+b)}{h^{2}}\left[\varepsilon_{1}\left(1+B B^{2} \gamma^{2}\right)+\varepsilon_{2} B \beta^{2} Y^{2}\left(h^{2} / g^{2}\right)\right]\right\}^{-1} \tag{9}
\end{equation*}
$$

that must be applied to the usual formula for the space-charge limit of an isolated beam, but the form of Eq. (8c) may be more convenient for computation (when $h^{2} / a b<B Y^{2}$ ) and indicates more clearly the following characteristics of the transverse space-charge limit at high energy:
(i) The space-charge limited intensity becomes substantially proportional to $Y$;
(ii) The aperture dimensions become more important, and the beam dimensions correspondingly less so, in determining the space-charge limit; and
(iii) The bunching factor (B) becomes relatively less important [due to the almost complete elimination of $1 / B$ from the sum of the coefficients $K_{E}$ and $K_{S}$, given respectively by Equations (6a) and (6c), when $\beta^{2}$ is near unity and by virtue of the identity of the image-force coefficients ( $\epsilon_{1}$ ) that appear in these equations].

## 3. The Image-Force Coefficients

The image-force coefficients, $\varepsilon_{1}$ and $\varepsilon_{2}$, which have been introduced in Equations (6a-c), can be evaluated directly by the use of image charges or currents in certain simple two-dimensional configurations, and in other two-dimensional cases use may be made of conformal transformations to obtain an equivalent problem for which the solution by image techniques or other means is readily apparent.
a. The electrostatic image coefficient, $\varepsilon_{1}$
(1) Plane-parallel conducting surfaces

The simplest configuration for the electrostatic problem - and hence also for the equivalent problem concerning the ac magnetic field, in which the boundary conditions are satisfied by virtue of skin-effect currents induced in the conducting surfaces - is evidently that of two infinite parallel conducting planes, at elevations $h$ above and below a line charge $\lambda_{1}$. The supplemental electric field at a point situated a distance $y$ directly above the line charge can be obtained immediately by summing the effects produced by an infinite series of images, of alternating sign, or by use of a simple conformal transformation (Appendix B). The additional electric field at this point is vertically directed, of amount

$$
\begin{equation*}
E_{\text {image }}=\frac{\pi^{2} \lambda_{1}}{12 h^{2}} y \tag{10}
\end{equation*}
$$

and hence is in the same direction as the field $2 \lambda_{1} / y$ which arises directly from a localized line charge. The coefficient $\varepsilon_{1}$, which was introduced in Eq. (4a), is thus seen to be

$$
\begin{equation*}
\varepsilon_{1}=\frac{\pi^{2}}{48} \tag{11}
\end{equation*}
$$

for the boundary surfaces considered here.
(2) Elliptical boundary

It has been pointed out by Dr. John P. Blewett ${ }^{6}$ that use of a conducting vacuum chamber with a circular cross section would provide the advantage

```
6. J.P. Blewett, private conversation (July, 1963).
```

of suppressing the coefficient $\epsilon_{1}$ which otherwise is of major importance in determining the intensity limit which results from the requirement of single-particle stability. Since use of a chamber with a strictly circular cross section may prove inconvenient because of other practical design considerations, it is of interest to obtain the image-force coefficient for a chamber of elliptical cross section. Unfortunately, as will be seen, any substantial departure of the cross section from circularity results in the coefficient $\varepsilon_{1}$ assuming a value that is comparable to the value $\pi^{2} / 48$ for the plane-parallel case. As will be noted in Section $B$, moreover, the image forces that arise from a coherent transverse displacement of the beam as a whole clearly will not vanish for a chamber of circular cross section.

The rather lengthy analysis of the image effects for an elliptical boundary, of semi-axes $w$ (radially) and $h$ (axially), has been outlined in Appendix $D$ and leads to results expressible in terms of the complete elliptic integral $K(k)$ of the first kind and modulus $k$. The modulus $k$ is to be selected so that

$$
\begin{equation*}
\frac{\mathrm{K}^{\prime}}{\mathrm{K}}=\frac{2}{\pi} \tanh ^{-1} \frac{\mathrm{~h}}{\mathrm{w}}, \tag{12}
\end{equation*}
$$

where $K^{\prime}$ denotes $K\left(k^{\prime}\right)=K\left(\sqrt{1-k^{2}}\right)$. In terms of this notation, the supplemental electric field at a distance $y$ above a line charge at the center of the ellipse is

$$
\begin{equation*}
E_{\text {image }}=\frac{2 \lambda 1}{3\left(w^{2}-h^{2}\right)}\left[\frac{2\left(2-k^{2}\right) k^{2}}{\pi^{2}}-I\right] y \tag{13}
\end{equation*}
$$

and the image-force coefficient accordingly is

$$
\begin{equation*}
\epsilon_{1}=\frac{1}{6\left[(w / h)^{2}-1\right]}\left[\frac{2\left(2-k^{2}\right) k^{2}}{\pi^{2}}-1\right] \tag{14}
\end{equation*}
$$

This result includes, as limiting cases, the results for the case of parallel planes and for a circular cylinder; approximate values of the coeffficient $\varepsilon_{1}$ for certain special cases of the axis ratio are listed in Table I below (see also Fig. 1).

TABLE I
Values of the electrostatic image coefficient $\varepsilon_{1}$ for a cylinder of elliptical cross section

| $\mathrm{w} / \mathrm{h}$ | $\mathrm{k}^{2}$ | $\varepsilon_{1}$ |
| :---: | :---: | :---: |
| 1 | 0 | 0 |
| $5 / 4$ | 0.838 | 0.090 |
| $4 / 3$ | 0.904 | 0.107 |
| $3 / 2$ | 0.9655 | 0.134 |
| $2 / 1$ | 0.998 | 0.172 |
| $\infty$ | 1 | $\frac{\pi^{2}}{48} \doteq 0.20562$ |

b. The magnetostatic image coefficient, $\varepsilon_{2}$
(1) Plane-parallel magnet poles

For extended plane ferromagnetic poles, the magnetostatic image coefficient $\varepsilon_{2}$ can be obtained inmediately by summing the effects produced by an infinite set of current images of identical sign, or by use of a simple conformal transformation (Appendix C). The additional magnetic field at a point $y$ directly above a line current $I_{1}$ is parallel to the pole surface and is oppositely directed to the field $2 I_{1} / y$ (e.m.u.) which arises from the line current alone. The strength of the supplemental
field is

$$
\begin{equation*}
H_{\text {image }}=\frac{\pi^{2} I_{1}}{6 g^{2}} y \tag{15}
\end{equation*}
$$

The image-force coefficient $\epsilon_{2}$, which was first introduced in Eq. (4 ${ }^{\prime}$ ), accordingly becomes

$$
\begin{equation*}
\epsilon_{2}=\frac{\pi^{2}}{24} \tag{16}
\end{equation*}
$$

for the boundary surfaces considered here.

## (2) Wedge-shaped magnet gap

Since in practice the magnet poles are commonly designed to provide a magnetic field whose strength in the median plane is characterized by a substantial gradient (field index, $n \equiv-\frac{R}{H} \frac{d H}{d r}$ ), it is of interest to investigate whether the value of $\epsilon_{2}$ is markedly modified in such circumstances. The detailed equations for the magnetic field generated by the beam may be different in form for various geometrical arrangements of the ferromagnetic material, and, in special cases, application of the usual boundary condition $H_{t}=0$ may be incompatible with the necessary condition $\oint \vec{H} \cdot \overrightarrow{\mathrm{~d} \ell}=4 \pi \Sigma I$. In particular, it is found that, in addition to the expected radial component of field above and below the beam, an axial field component which effectively is independent of position may arise if the presence of the magnet yoke or some other feature of the geometrical configuration produces a lack of symmetry with respect to a vertical plane through the beam.
*The presence of a substantially constant magnetic field component, typically given approximately by $\frac{\mathrm{I}_{1}}{\mathrm{~g}} \hat{\mathrm{j}}$, may be noted in the work of van Bladel (op. cit., ${ }^{5}$ sect. III), wherein an image-field component of $\Pi \hat{j}$ gauss is shown in the neighborhood of a 50 -amp beam ( $\left.I_{1}=5 \mathrm{e} . \mathrm{m} . \mathrm{u}.\right)$ when $\mathrm{g}=5 \mathrm{~cm}$. In this same report van Bladel investigates, evidently successfully, means of compensating the total image field in the median plane.

A rather simple magnet configuration for the production of a nonuniform field is that represented by a wedge-shaped gap, of half-angle $\alpha$, with the beam current situated a distance $X$ from the vertex of the wedge. The distance $X$ may be identified with the reciprocal of the relative field gradient,

$$
\begin{equation*}
\mathrm{x}=-\frac{\mathrm{H}}{\mathrm{dh} / \mathrm{dr}}=\frac{\mathrm{R}}{\mathrm{n}}, \tag{17a}
\end{equation*}
$$

and $\alpha$ may be related to the half-gap at the beam location by the equation

$$
\begin{equation*}
\alpha=\tan ^{-1} \frac{g}{X}=\tan ^{-1} \frac{g}{R / n} . \tag{17b}
\end{equation*}
$$

By an analysis outlined in Appendix E, one finds an image field given by

$$
\begin{gather*}
\overrightarrow{\mathrm{H}}_{\text {image }}=\frac{\mathrm{I}_{1}}{\mathrm{X}}\left\{\left(\frac{\pi}{\alpha}-1\right)\left(\frac{\pi}{\alpha}-5\right) \frac{y}{6 \mathrm{X}} \hat{\mathrm{i}}+\left(\frac{\pi}{\alpha}-1\right)\left[1+\left(\frac{\pi}{\alpha}-5\right) \frac{\mathrm{x}}{6 \mathrm{X}}\right] \hat{\jmath}\right\}  \tag{18a}\\
=\mathrm{I}_{1}\left\{\pi^{2}\left[1-\frac{6}{\pi}\left(\frac{\mathrm{~g}}{\mathrm{R} / \mathrm{n}}\right)+\left(\frac{2}{3}+\frac{5}{\pi^{2}}\right)\left(\frac{\mathrm{g}}{\mathrm{R} / \mathrm{n}}\right)^{2}\right] \frac{\mathrm{y} \hat{i}+\mathrm{x} \hat{\hat{1}}}{6 \mathrm{~g}^{2}}\right. \\
\left.+\pi\left[1-\frac{1}{\pi}\left(\frac{\mathrm{~g}}{\mathrm{R} / \mathrm{n}}\right)+\frac{1}{3}\left(\frac{\mathrm{~g}}{\mathrm{R} / \mathrm{n}}\right)^{2}\right] \frac{1}{\mathrm{~g}} \hat{\jmath}\right\} . \tag{18b}
\end{gather*}
$$

Since the image coefficient $\varepsilon_{2}$ serves to characterize the horizontal component of the image field at points directly above the beam, we obtain

$$
\begin{align*}
\varepsilon_{2} & =\left(\frac{\pi}{\alpha}-1\right)\left(\frac{\pi}{\alpha}-5\right) \frac{\mathrm{g}^{2}}{24 \mathrm{X}^{2}}  \tag{19a}\\
& \doteq \frac{\pi^{2}}{24}\left[1-\frac{6}{\pi}\left(\frac{\mathrm{~g}}{\mathrm{R} / \mathrm{n}}\right)+\left(\frac{2}{3}+\frac{5}{\pi^{2}}\right)\left(\frac{\mathrm{g}}{\mathrm{R} / \mathrm{n}}\right)^{2}\right] . \tag{19b}
\end{align*}
$$

Typically $g \ll R / n \quad(\alpha \ll 1)$ and the coefficient $\varepsilon_{2}$ then becomes substantially $\pi^{2} / 24$, in agreement with the result obtained in sub-section (1) for plane-parallel magnet poles.

[^28](3) Other pole configurations

Other idealized two-dimensional pole configurations also are susceptible to analysis. The results would be of interest in permitting a comparison to be made between the image fields which arise in such cases and those present in the wedge-shaped gap that was considered in the preceding sub-section. In order that the gradient will be substantially constant over a limited region in the neighborhood of the beam, it might be considered desirable to locate the beam at a point of inflection for the median-plane magnetic field that is produced by the application of a magnetomotive force between the poles. Poles formed by two parallel circular cylinders of ferromagnetic material afford the advantage of permitting one to select independently both the semi-aperture (g) and the relative gradient ( $n / R$ ), while locating the beam at a point of inflection for the median-plane field. ${ }^{7}$ Such a pole system suffers, however, from the omission of a yoke structure to connect the two cylinders, as would be desirable in any practical application of this arrangement, and detailed analysis of the image fields for this case appears to require, moreover, a formidable amount of algebraic work.

Another pole configuration of possible interest for checking the results found for the wedge-shaped gap is that in which the pole surfaces are described by the hyperbolic cylinders $y^{2}-x^{2}=s^{2}$ (asymptotes at $\pm 45^{\circ}$ ) and by the vertical plane $x=0$. For determining the image fields for the general case in which a line current is located at the point ( $X, y$ ), it would be convenient to average the results for the following two cases: (i) line
7. The magnetic field produced by a specified magnetomotance applied between the cylinders may be evaluated in a manner similar to that appropriate for an analogous electrostatic problem discussed by Smythe: W.R. Smythe, "Static and Dynamic Electricity" (McGraw-Hill Book Company, Inc., New York, 1950) 2nd Ed., Sect. 4.17, pp. 80-82.
currents $I_{1}$ at ( $\mathrm{X}, \mathrm{y}$ ) and at ( $\mathrm{X},-\mathrm{y}$ ) ; and (ii) a line current $\mathrm{I}_{1}$ at ( $\mathrm{X}, \mathrm{y}$ ) and $-I_{1}$ at $(X,-y)$. Analysis of this problem again involves considerable algebraic effort, but for the simplified case in which the beam and field point are located in the median plane, at $X+\delta_{1}$ and $X+\delta$ respectively, the image field can be shown to be

$$
\begin{equation*}
\vec{H}_{\text {image }}=\frac{I_{1}}{X}\left[\frac{s^{2}+3 X^{2}}{s^{2}+x^{2}}-\frac{1}{2}\left(\frac{s^{2}-x^{2}}{s^{2}+X^{2}}\right)^{2} \frac{\delta}{X}-\frac{1}{2} \frac{s^{4}+2 x^{2} s^{2}+5 x^{4}}{\left(s^{2}+x^{2}\right)^{2}} \frac{1}{X}\right] \hat{J}, \tag{20a}
\end{equation*}
$$

for $\delta$ and $\delta_{1}$ small. Application of the condition $\nabla \overrightarrow{x H}=0$ permits generalization of Eq. (20a) to include the case in which the field point is located a small distance, $y$, from the $x$-axis:

$$
\begin{equation*}
\vec{H}_{i \text { mage }}=\frac{I_{1}}{X}\left[\frac{s^{2}+3 x^{2}}{s^{2}+x^{2}} \hat{j}-\frac{1}{2} \frac{s^{4}+2 x^{2} s^{2}+5 x^{4}}{\left(s^{2}+x^{2}\right)^{2}} \frac{1}{X} \hat{j}-\frac{1}{2}\left(\frac{s^{2}-x^{2}}{s^{2}+x^{2}}\right)^{2} \frac{y \hat{i}+\delta \hat{j}}{X}\right], \tag{20b}
\end{equation*}
$$

for $y_{1}=0$. In limiting cases, Eq. (20b) may be simplified to

$$
\begin{align*}
& \overrightarrow{\mathrm{H}}_{\text {image }} \doteq \frac{I_{1}}{\mathrm{X}}\left[\hat{j}-\frac{\mathrm{y} \hat{\mathrm{i}}+\left(\delta+\delta_{1}\right) \hat{\jmath}}{2 \mathrm{X}}\right], \quad \text { for } \mathrm{s} \gg \mathrm{X} ;  \tag{20b'}\\
& \overrightarrow{\mathrm{H}}_{\text {image }} \doteq \frac{I_{1}}{\mathrm{X}}\left[3 \hat{j}-\frac{y \hat{i}+\left(\delta+5 \delta_{1}\right) \hat{\jmath}}{2 \mathrm{X}}\right], \quad \text { for } s \ll x . \tag{20b'}
\end{align*}
$$

The results expressed by Equations (20b') and (20b') are consistent with those given for a wedge-shaped gap by Eq. (E. 4a) of Appendix E, if in these respective cases we set the half-angle $\alpha$ equal to $\pi / 2$ or $\pi / 4$, and if we identify x with $\delta$, $\mathrm{x}_{1}$ with $\delta_{1}$, and set $\mathrm{y}_{1}$ equal to zero. The image-force coefficient, $\epsilon_{2}$, accordingly assumes the value $-\frac{g^{2}}{8 x^{2}}$ in these limiting cases, as follows from Eq. (19a) with the substitution of $\pi / 2$ or $\pi / 4$ for $\alpha$; in cases of practical importance, however, $\alpha$ would be taken as small ( $\mathrm{g} \ll \mathrm{R} / \mathrm{n}$ ) and interest would be directed to the dominant term of Eq. (19b).
B. Stability with Respect to a Collective Transverse Displacement

1. The Assumed Fields

In examining the stability of the beam with respect to a transverse displacement of the beam as a whole, it again is appropriate to consider separately the electrostatic field, the dc component of the magnetic field, and the ac magnetic field which occur in the presence of conducting or ferromagnetic boundaries. We now require these components of the image fields at a point $x, y$ which coincides with the location of a displaced beam ( $\mathrm{x}_{1}=\mathrm{x}, \mathrm{y}_{1}=\mathrm{y}$ ). We shall characterize these image fields by coefficients, $\xi_{1}$ and $\xi_{2}$, which, for consistency with the notation of Section $A$, are defined as follows in terms of the axial component of electric field from a line charge $\lambda_{1}$ and the radial component of magnetic field from a dc current $I_{1}:$

$$
\begin{align*}
& \mathrm{E}_{\mathrm{y}}=4 \lambda_{1} \xi_{1} \frac{\mathrm{y}}{\mathrm{~h}^{2}},  \tag{21a}\\
& \mathrm{H}_{\mathrm{x}}=4 I_{1} \xi_{2} \frac{\mathrm{y}}{\mathrm{~g}^{2}} . \tag{2lb}
\end{align*}
$$

## 2. The Equation of Motion

In a manner analogous to the procedure followed in Section A2, especially Equations (5) and (6a-c), we write the differential equation for axial betatron oscillation of the beam centroid as

$$
\begin{equation*}
\frac{d^{2} y}{d \theta^{2}}+\left(n+K_{E}^{\prime}+K_{M}^{\prime}+K_{S}^{\prime}\right) y=0 \tag{22}
\end{equation*}
$$

where

$$
\begin{equation*}
K_{E}^{\prime}=-\frac{2}{\pi} \frac{1}{B} \frac{N r_{p} R}{\beta^{2} Y h^{2}} \xi_{1} \tag{23a}
\end{equation*}
$$

$$
\begin{align*}
& K_{M}^{\prime}=-\frac{2}{\pi} \frac{N r_{p} R}{\gamma g^{2}} \xi_{2} .  \tag{23b}\\
& K_{S}^{\prime}=\frac{2}{\pi}\left(\frac{1}{B}-1\right) \frac{N r_{p} R}{\gamma h^{2}} \xi_{1} . \tag{23c}
\end{align*}
$$

By again identifying $\Delta\left(\nu_{y}^{2}\right)$ with $K_{E}^{\prime}+K_{M}^{\prime}+K_{S}^{\prime}$, one obtains the spacecharge limit imposed by the requirement of axial stability for coherent transverse motion:

$$
\begin{equation*}
N=\frac{\pi}{2} \frac{h^{2}}{r_{p} R} \frac{\nu_{y_{0}^{2}}^{2}-\nu_{y}^{2}}{\xi_{1}\left[1+\frac{1}{B\left(\gamma^{2}-1\right)}\right]+\xi_{2}\left(h^{2} / g^{2}\right)} \quad \gamma .^{*} \tag{24}
\end{equation*}
$$

The result expressed by Eq. (24) is clearly of the same form as Eq. (8c) when the self-field term $\frac{1}{B\left(\gamma^{2}-1\right)} \cdot \frac{h^{2}}{b(a+b)}$ is omitted from the denominator; as will be pointed out in the following sub-section, the numerical coefficients $\xi_{1}$ and $\xi_{2}$ will differ, however, from the coefficients $\varepsilon_{1}$ and $\varepsilon_{2}$ that are employed in Eq. (8c). Nevertheless, to the extent that the coefficients $\xi_{1}, \xi_{2}$ and $\varepsilon_{1}, \varepsilon_{2}$ are of a similar order of magnitude, the coherent and incoherent space-charge limits that are respectively expressed by Equations (24) and (8c) will be comparable when $\gamma$ is large ( $B Y^{2} \gg h^{2} / a b$ ).

$$
\begin{align*}
& \text { *if the beam location ( } y_{1} \text { ) is flopping on succ } \\
& \text { (in comparison to the leakage time for ac } \\
& \text { through the metallic chamber wall), the } y_{1} \\
& \text { component of the magnetic field will be }  \tag{24'}\\
& \text { be subject to the boundary conditions impos } \\
& \text { vacuum chamber. In this case we may repla } \\
& \text { in Eq. (24), with the result } \\
& N=\frac{\pi}{2} \frac{h^{2}}{r_{p} R} \frac{B}{\xi_{1}}\left(\nu_{y_{0}}^{2}-\nu_{y}^{2}\right) \gamma\left(\gamma^{2}-1\right) \\
& =\frac{\pi}{2} \frac{h^{2}}{r_{p} R} \frac{B}{\xi_{1}}\left(\nu_{y_{o}}^{2}-\nu_{y}^{2}\right) B^{2} \gamma^{3}
\end{align*}
$$

f the beam location ( $y_{1}$ ) is flopping on successive revolutions rapidly (in comparison to the leakage time for ac fields of such frequencies through the metallic chamber wall), the $y_{1}$-term in the so-called dc component of the magnetic field will be alternating also and would be subject to the boundary conditions imposed by the presence of the vacuum chamber. In this case we may replace $g^{2}$ by $h^{2}$ and $\xi_{2}$ by $-\xi_{1}$
and note a consequent pronounced enhancement of the space-charge limit for stability of collective transverse motion. We are indebted to Dr. K.R. Symon for helpful discussion of this point.

## 3. The Image-Force Coefficients

a. The electrostatic image coefficient, $\bar{\zeta}_{1}$
(1) Plane-parallel conducting surfaces

The supplemental image field for a line charge $\lambda_{1}$ situated in a gap of height 2 h between infinite parallel conducting planes can be derived directly by summing the contributions from an infinite series of images or by use of a simple conformal transformation. From the results of work described in Appendix $B$, the supplemental electric field is

$$
\begin{equation*}
E_{y}=\frac{\pi^{2} \lambda_{1}}{12 h^{2}}\left(y+2 y_{1}\right) \tag{25a}
\end{equation*}
$$

for a line charge ( $\lambda_{1}$ ) displaced a distance $y_{1}$ from the median plane and the field point located directly above the charge at a distance $y$ from the median plane. To obtain the image field at the center of the displaced beam, we set $y_{1}=y$ and find

$$
E_{y}=\frac{\pi^{2} \lambda_{1}}{4 h^{2}} y
$$

so that [see Eq. (21a)]

$$
\xi_{1}=\frac{\pi^{2}}{16}
$$

It is noted that the value of $\xi_{1}$ given by Eq. ( $25 b^{\prime \prime}$ ) is three times the value of $\epsilon_{1}$ given by Eq. (11) for the identical boundary configuration.
(2) Elliptical boundary

Similarly, with the notation introduced in sub-section A3a(2), the results of Appendix $D$ lead to the following expression for the electric image field arising from small vertical displacements from the center of an elliptical conducting cylinder:

$$
\begin{equation*}
E_{y}=\frac{\lambda_{1}}{3\left(w^{2}-h^{2}\right)}\left\{2\left[\frac{2\left(2-k^{2}\right) k^{2}}{\pi^{2}}-1\right] y+\left[\frac{4\left(1+k^{2}\right) k^{2}}{\pi^{2}}-1\right] y_{1}\right\} . \tag{26a}
\end{equation*}
$$

Again setting $y_{1}=y$, this becomes

$$
\begin{equation*}
E_{y}=\frac{\lambda_{1}}{w^{2}-h^{2}}\left[\frac{4 k^{2}}{\pi^{2}}-1\right] y \tag{26b'}
\end{equation*}
$$

and

$$
\xi_{1}=\frac{1}{(w / h)^{2}-1}\left[\frac{k^{2}}{\pi^{2}}-\frac{1}{4}\right]
$$

The result ( $26 b^{\prime}$ ) includes as a limiting case the image field which arises from the displacement of a line charge within a circular cylinder ( $E_{\text {image }}=\frac{2 \lambda}{h^{2} / y-y} \cong \frac{2 \lambda}{h^{2}} y, \xi_{1}=\frac{1}{2}$ ), and also that for infinite parallel conducting planes $\left(\xi_{1}=\frac{\pi^{2}}{16}\right.$, as obtained previously). Approximate values of the coefficient $\bar{\zeta}_{1}$ for certain special cases of the axis ratio are listed in Table II below:

TABLE II
Values of the electrostatic image coefficient $\xi_{1}$ for a cylinder of elliptical cross section

| $\mathrm{w} / \mathrm{h}$ | $\mathrm{k}^{2}$ | $\xi_{1}$ |
| :---: | :---: | :---: |
| 1 | 0 | 0.5 |
| $5 / 4$ | 0.838 | 0.553 |
| $4 / 3$ | 0.904 | 0.559 |
| $3 / 2$ | 0.9655 | 0.575 |
| $2 / 1$ | 1 | $\frac{\pi^{2}}{16} \div 0.698$ |
| 0 |  | 0.599 |

A remarkably small variation of $\xi_{1}$ is evident from the values given in Table II and from the graph shown in Fig. 1.
b. The magnetostatic image coefficient, $\xi_{2}$
(1) Plane-parallel magnet poles

The supplemental image field for a current $I_{I}$ situated in a gap of height 2 g between infinite plane-parallel ferromagnetic slabs can be derived immediately by summing the contributions from an infinite set of images or by use of a simple conformal transformation. From the results of work described in Appendix $C$, the supplemental magnetic field is

$$
\begin{equation*}
H_{x}=\frac{\pi^{2} I_{1}}{12 g^{2}}\left(2 y+y_{1}\right) \tag{27a}
\end{equation*}
$$

for a current $\left(I_{1}\right)$ displaced a distance $y_{1}$ from the median plane and the field point located directly over this current at a height $y$ above the median plane. To obtain the image field at the center of the displaced beam, we set $y_{1}=y$ and $f$ ind

$$
H_{x}=\frac{\pi^{2} I_{1}}{4 g^{2}} y
$$

so that [see Eq. (21b)]

$$
\begin{equation*}
\xi_{2}=\frac{\pi^{2}}{16} \tag{27b"}
\end{equation*}
$$

It is noted that the value of $\xi_{2}$ given by Eq. ( $27 \mathrm{~b}^{\prime \prime}$ ) is three-halves the value of $\varepsilon_{2}$ given by Eq. (16) for the identical pole configuration.

## (2) Wedge-shaped magnet gap

With che same notation as employed in sub-section $A 3 b(2)$, the results of Appendix $E$ lead to the following expression for the image field arising from small vertical displacements from the central plane of a wedge-shaped magnet gap:

$$
\begin{align*}
& \overrightarrow{\mathrm{H}}_{\text {image }}=\frac{\mathrm{I}_{1}}{\mathrm{X}}\left\{\left(\frac{\pi}{\alpha}-1\right)\left(\frac{\pi}{\alpha}-5\right) \frac{\mathrm{y}}{6 \mathrm{X}} \hat{\mathrm{i}}+\left[\left(\frac{\pi}{\alpha}\right)^{2}+2\right] \frac{\mathrm{y}_{1}}{12 \mathrm{X}} \hat{\mathrm{i}}\right. \\
& \left.+\left(\frac{\pi}{\alpha}-1\right) \hat{j}+\left(\frac{\pi}{\alpha}-1\right)\left(\frac{\pi}{\alpha}-5\right) \frac{x}{6 X} \hat{j}-\left[\left(\frac{\pi}{\alpha}\right)^{2}-1\right] \frac{x_{1}}{6 X} \hat{j}\right\} \cdot(28 a) \\
& =I_{1}\left\{\frac{\pi^{2}}{6}\left[1-\frac{6}{\pi}\left(\frac{g}{R / n}\right)+\left(\frac{2}{3}+\frac{5}{\pi^{2}}\right)\left(\frac{g}{R / n}\right)^{2}\right] \frac{y}{g^{2}} \hat{i}\right. \\
& +\frac{\pi^{2}}{12}\left[1+2\left(\frac{1}{3}+\frac{1}{\pi^{2}}\right)\left(\frac{\mathrm{g}}{\mathrm{R} / \mathrm{n}}\right)^{2}\right] \frac{\mathrm{y}_{1}}{\mathrm{~g}^{2}} \hat{\mathrm{i}} \\
& +\pi\left[1-\frac{1}{\pi}\left(\frac{\mathrm{~g}}{\mathrm{R} / \mathrm{n}}\right)+\frac{1}{3}\left(\frac{\mathrm{~g}}{\mathrm{R} / \mathrm{n}}\right)^{2}\right] \frac{1}{\mathrm{~g}} \hat{\mathrm{j}} \\
& +\frac{\pi^{2}}{6}\left[1-\frac{6}{\pi}\left(\frac{g}{R / n}\right)+\left(\frac{2}{3}+\frac{5}{\pi^{2}}\right)\left(\frac{g}{R / n}\right)^{2}\right] \frac{\mathrm{x}}{\mathrm{~g}^{2}} \hat{\mathrm{j}} \\
& -\frac{\pi^{2}}{6}\left[1+\left(\frac{2}{3}-\frac{1}{\pi^{2}}\right)\left(\frac{g}{R / n}\right)^{2}\right] \frac{x_{1}}{g^{2}} \hat{j}, \tag{28b}
\end{align*}
$$

where the coordinates of the current and field point are respectively $\left(X+x_{1}, y_{1}\right)$ and $(X+x, y)$ with respect to the vertex of the wedge, $X$ is identified as $R / n$, and $\alpha=\tan ^{-1} \mathrm{~g} / \mathrm{X}=\tan ^{-1} \frac{\mathrm{~g}}{\mathrm{R} / \mathrm{n}}$ [Equations (17a-b)].

The terms of interest for determination of $\xi_{2}$ are those which involve $y$ and $y_{1}$; with $y_{1}$ set equal to $y$, we obtain

$$
\begin{align*}
\mathrm{H}_{\mathrm{x}} & =\frac{\mathrm{I}_{1}}{4 \mathrm{X}^{2}}\left[\left(\frac{\pi}{\alpha}\right)^{2}-4\left(\frac{\pi}{\alpha}\right)+4\right] \mathrm{y}  \tag{29a}\\
& \doteq \frac{\pi^{2} I_{1}}{4 \mathrm{~g}^{2}}\left[1-\frac{4}{\pi}\left(\frac{\mathrm{~g}}{\mathrm{R} / \mathrm{n}}\right)+2\left(\frac{1}{3}+\frac{2}{\pi^{2}}\right)\left(\frac{\mathrm{g}}{\mathrm{R} / \mathrm{n}}\right)^{2}\right] \mathrm{y} \tag{29b}
\end{align*}
$$

and

$$
\begin{equation*}
\xi_{2}=\frac{1}{16}\left[\left(\frac{\pi}{\alpha}\right)^{2}-4\left(\frac{\pi}{\alpha}\right)+4\right]\left(\frac{\mathrm{g}}{\mathrm{x}}\right)^{2} \tag{30a}
\end{equation*}
$$

$$
\begin{equation*}
\doteq \frac{\pi^{2}}{16}\left[1-\frac{4}{\pi}\left(\frac{\mathrm{~g}}{\mathrm{R} / \mathrm{n}}\right)+2\left(\frac{1}{3}+\frac{2}{\pi^{2}}\right)\left(\frac{\mathrm{g}}{\mathrm{R} / \mathrm{n}}\right)^{2}\right] . \tag{30b}
\end{equation*}
$$

The dominant term in Eq. (30b) is seen to be in agreement with the value $\xi_{2}=\pi^{2} / 16$ that is given by Eq. (27b") for plane-parallel poles ( $\frac{\mathrm{n}}{\mathrm{R}} \rightarrow 0$ ).
III. Examples

To illustrate the relative importance of energy and aperture in determining the transverse space-charge limit, numerical examples are presenced in Table III for a proton synchrotron of 120 meters radius (as might be representative of an AGS designed for a final energy in the neighborhood of 30 or 35 Bev ). The bunching factor, which plays an important role only at the lower energies, is taken somewhat arbitrarily as $3 / 8$. The frequency of betatron oscillations is considered to be shifted by action of the spacecharge forces from 8.75 oscillations per revolution to the half-integral resonant value of 8.50. Beam dimensions such that $b(a+b)=5.25 \mathrm{~cm}^{2}$ are assumed, although these dimensions influence the results strongly only when the energy is low or the gap relatively large. The space-charge limits as determined by single-particle stability were computed by use of Eq. (8c) and the limits for the stability of coherent axial oscillation were evaluated by Eq. (24).* In all cases, plane-parallel magnet poles were assumed, so that $\varepsilon_{2}=\pi^{2} / 24$ and $\xi_{2}=\pi^{2} / 16$.

[^29]TABLE III
Illustrative values of transverse space-charge limits, for protons ${ }^{\text {a }}$
$B=3 / 8, \quad a=2 \mathrm{~cm}, \quad b=1.5 \mathrm{~cm}, \quad \mathrm{R}=12,000 \mathrm{~cm}, \quad \nu_{y_{o}}^{2}-\nu_{y}^{2}=(8.75)^{2}-(8.50)^{2}=4.3125$
[The limiting number of particles is given by the values in the Table times 10 ${ }^{14}$.]

${ }^{a} r_{p}=1.536 \times 10^{-16} \mathrm{~cm}$, for protons of rest mass equivalent to 938 Mev .
For the injection energies cited, we take $Y$ respectively as $1.053,1.213,2.066,6.330$, and 11.66 .

Several characteristic features of the space-charge phenomenon are apparent from the entries in Table III:
(i) At low energy, or for large apertures, the more stringent limitation is imposed by the requirement of single-particle stability, since the direct action of the beam fields on the particle is then dominant. At higher energies, when the image fields are of greater significance, the requirement for collective stability becomes the more important, since the image-field coefficients are greater for this case.
(ii) The number of particles is effectively proportional to $\beta^{2} \gamma^{3}$ only at the lower energies, but this dependence is followed over a somewhat more extended range of energy if the aperture is large. (Note, for example, that the ratio of $\beta^{2} \gamma^{3}$ for 200 Mev and 50 Mev kinetic energy is 4.96.) At high energies, the acceptable number of particles is substantially proportional to $Y$.
(iii) Similarly, the size of the aperture is of major importance at high energies, where the number of particles may vary directly as $h^{2}$. The shape of the vacuum-chamber aperture, however, does not appear from the examples considered ( $h=g$ ) to be of great importance.

## APPENDIX A

## APPLICATION OF CONFORMAL TRANSFORMATIONS

In two-dimensional electrostatic problems, the method of conformal transformations employs a potential function that is the real or imaginary part of an analytic function ( $W=U+i V$ ) of the complex position vector ( $z=x+i y$ ). By virtue of the Cauchy-Riemann conditions, the potential (U or $V$ ) satisfies the two-dimensional Laplace equation, and the magnitude of the electric field strength is given by

$$
\begin{equation*}
E=\left|\frac{\mathrm{dW}}{\mathrm{~d} z}\right| \tag{A.1}
\end{equation*}
$$

If, for an isolated line charge of strength $\lambda$ (e.s.u. per cm ), we take $W=-2 \lambda \log z$ (where $z$ denotes the position of the field point with respect to the line charge), the potential function is ${ }^{*}$

$$
\begin{align*}
\text { Potential } & =U=-2 \lambda \log |z|,  \tag{A.2a}\\
\vec{E} & =-\operatorname{grad} U=2 \lambda \frac{\hat{r}}{r}, \text { and } \\
|E| & =\frac{2 \lambda}{r}=\left|\frac{d W}{d z}\right|
\end{align*}
$$

With steady line currents in a two-dimensional problem, the Cartesian magnetic-field components and the vector potential ( $A$, with $\vec{A}=A \hat{k}$ ) similarly satisfy the two-dimensional Laplace equation. Again a complex analytic function (W) may be employed, with $\vec{H}=\operatorname{curl} \vec{A}=\hat{k} x(-g r a d A)$ and $A$ expressed by $U$ or $V$. For an isolated line current of strength $I$ (e.m.u.), we may take $W=2 I \log z$, with

[^30]\[

$$
\begin{align*}
& \mathrm{A}=\mathrm{U}=-2 \mathrm{I} \log |z|,  \tag{A.3a}\\
& \overrightarrow{\mathrm{H}}=\hat{\mathrm{k}} \times(-\operatorname{grad} \mathrm{U})=2 \mathrm{I} \frac{\hat{\mathrm{k}} \times \hat{\mathrm{r}}}{\mathrm{r}}, \text { and }  \tag{A.3b'}\\
& |\mathrm{H}|=\frac{2 \mathrm{I}}{\mathrm{r}}=\left|\frac{\mathrm{dW}}{\mathrm{~d} z}\right| \text { oersted. }
\end{align*}
$$
\]

(A.3b")

The usual boundary condition to be satisfied at the surface of ferromagnetic material of high permeability is $H_{t}=0$, or $\partial A / \partial n=0$ and the orthogonal function remains constant along the boundary. This requirement must be abandoned, however, if its application would violate the basic equation $\oint \overrightarrow{\mathrm{H}} \cdot \overrightarrow{\mathrm{dt}}=4 \pi \Sigma \mathrm{I}$, as would be the case for a current-carrying conductor threading a tube of ferromagnetic material. The magnetic-field lines can be visualized as a system orthogonal to the flow lines in a current-flow or heat-flow problem in which, with similar geometry, the line current becomes a source and the ferromagnetic material assumes the property of very high resistance to the flow of current or heat. The magnetic-field lines are curves which then become, in this analogy, the electric or thermal equipotentials.

In the case of alternating currents, the phenomenon of skin effect will prevent the ac magnetic field from penetrating into neighboring conductors, and the magnetic field must be tangential at the surface of these conductors. The magnetic-field lines of a two-dimensional problem involving alternating currents directed exclusively in the $z$-direction thus constitute a system orthogonal to that given by the electric-field lines of the geometrically similar electrostatic problem, and the magnitude of the magnetic field will be just $I / \lambda$ times the value of $\left|\frac{d W}{d z}\right|$ for the corresponding electrostatic case.

In all cases, determination of the complex function $W$ may be aided by
use of intermediate conformal transformations in which the strength of the sources remains unchanged. Electrostatic field lines which go to infinity may, however, be interpreted as associated with a sink represented by a negative charge, and this charge will have to be included whenever the point at infinity is transformed to within the finite region of the next complex plane; an analogous situation in a magnetostatic problem would involve transforming a return current at infinity so that this current would fall in the finite region of the complex plane.

## APPENDIX B

IMAGES IN INFINITE PARALLEL CONDUCTING PLANES

## 1. Application of Conformal Transformation

The transformation

$$
\begin{equation*}
z^{\prime}=\exp \pi(z+i h) / 2 h \tag{B.1}
\end{equation*}
$$

is useful for transforming the boundaries of interest to the real axis of the $z^{\prime}-p l a n e$ and carries the region between the plates into the upper half of this new complex plane.

| $z$ | $z^{\prime}$ |
| :---: | :---: |
| $\infty+i h$ | $-\infty$ |
| ih | -1 |
| $-i h$ | 0 |
| $\infty-1 h$ | $+\infty$ |

With the line charge $\lambda_{1}$ located at $z=i y_{1}$ and the field point at $z=i y$, the electrostatic potential may be written directly by use of a single image $\left(-\lambda_{1}\right)$ in the $z_{1}$-plane:

$$
\begin{align*}
U & =-2 \lambda_{1} \log \left|\frac{\exp i \pi(y+h) / 2 h-\exp i \pi\left(y_{1}+h\right) / 2 h}{\exp i \pi(y+h) / 2 h-\exp -i \pi\left(y_{1}+h\right) / 2 h}\right|  \tag{B.2a}\\
& =-2 \lambda_{1} \log \left|\frac{\sin \pi y / 2 h-\sin \pi y_{1} / 2 h}{1+\cos \pi\left(y+y_{1}\right) / 2 h}\right|  \tag{B.2b}\\
& \doteq-2 \lambda_{1} \log \left\{\frac{\pi}{4} \frac{\left|y-y_{1}\right|}{h}\left[1+\frac{\pi^{2}}{48} \frac{y^{2}+4 y y_{1}+y_{1}^{2}}{h^{2}}\right]\right\}  \tag{B.2c}\\
& \doteq-2 \lambda_{1} \log \left(\frac{\pi}{4} \frac{\left|y-y_{1}\right|}{h}\right)-\frac{\pi^{2} \lambda_{1}}{24 h^{2}}\left(y^{2}+4 y y_{1}+y_{1}^{2}\right) . \tag{B.2d}
\end{align*}
$$

The image-field, as derived from the image-dependent term in Eq. (B.2d), then is

$$
\begin{equation*}
\vec{E}_{\text {image }}=\frac{\pi^{2} \lambda_{1}}{12 h^{2}}\left(y+2 y_{1}\right) \hat{j}, \quad \text { for } x=x_{1} \tag{В.3}
\end{equation*}
$$

This result is employed in the body of the present report in writing Equations (10) and (25a).

## 2. Direct Summation of Image Fields

The result expressed by Eq. (B.3) can be derived directly by summing the field contributions of an infinite series of images of alternating sign. The following system of images applies:

| Charge | Distance from Field Point |
| :---: | :---: |
| Original $\lambda_{1}$ | $y_{1}-y$ above |
| $-\lambda_{1}$ | $2 h-y_{1}-y$ above |
| $-\lambda_{1}$ | $2 h+y_{1}+y$ below |
| $+\lambda_{1}$ | $4 h-y_{1}+y$ below |
| $+\lambda_{1}$ | $4 h+y_{1}-y$ above |
| $-\lambda_{1}$ | $6 h-y_{1}-y$ above |
| $-\lambda_{1}$ | $6 h+y_{1}+y$ below |
| $\cdots$ | $\cdots$ |

The upward-directed electric field due to the images alone then is:

$$
\begin{align*}
E_{\text {image }} & =2 \lambda_{1}\left[\frac{1}{2 h-y_{1}-y}-\frac{1}{2 h+y_{1}+y}+\frac{1}{4 h-y_{1}+y}-\frac{1}{4 h+y_{1}-y}+\frac{1}{6 h-y_{1}-y}-\frac{1}{6 h+y_{1}+y}+\ldots\right]  \tag{B.4a}\\
= & 4 \lambda_{1}\left[\frac{y_{1}+y}{4 h^{2}-\left(y_{1}+y\right)^{2}}+\frac{y_{1}-y}{16 h^{2}-\left(y_{1}-y\right)^{2}}+\frac{y_{1}+y}{36 h^{2}-\left(y_{1}+y\right)^{2}}+\ldots\right]  \tag{B.4b}\\
& =\frac{\lambda_{1}}{h^{2}}\left\{\left[\left(y_{1}+y\right)+(1 / 9)\left(y_{1}+y\right)+(1 / 25)\left(y_{1}+y\right)+\ldots\right]\right. \\
& \left.+\left[(1 / 4)\left(y_{1}-y\right)+(1 / 16)\left(y_{1}-y\right)+\ldots\right]\right\}  \tag{B.4c}\\
= & \frac{\lambda_{1}}{h^{2}}\left[\left(y_{1}+y\right)\left(1^{-2}+3^{-2}+5^{-2}+\ldots\right)+(1 / 4)\left(y_{1}-y\right)\left(1^{-2}+2^{-2}+3^{-2}+\ldots\right)\right]  \tag{B.4d}\\
= & \frac{\lambda_{1}}{h^{2}}\left[\left(y_{1}+y\right) \frac{\pi^{2}}{8}+\left(y_{1}-y\right) \frac{\pi^{2}}{24}\right]  \tag{B.4e}\\
& =\frac{\pi^{2} \lambda_{1}}{12 h^{2}}\left(y+2 y_{1}\right), \tag{B.4f}
\end{align*}
$$

in agreement with Eq. (B.3).

## APPENDIX C

## IMAGES IN INFINITE PLANE-PARALLEL FERROMAGNETIC POLES

## 1. Application of Conformal Transformation

The field which arises from the images of a line current ( $I_{1}$ ) in infinite plane-parallel ferromagnetic poles can be computed readily by aid of the transformation (B.1) that was introduced in Appendix B. The single image $\left(-\lambda_{1}\right)$, which was employed in the $z^{\prime}-p l a n e$ for the purpose of the electrostatic computation, now becomes replaced by a positive line current $\left(+I_{1}\right)$. In addition, however, a line current $-I_{1} / 2$ at $x=-\infty$ in the $z-p l a n e$ is transformed to $z^{\prime}=0$. This current, together with its image (of like sign) in the $x^{\prime}$-axis, constitute a current ( $-I_{1}$ ) whose contribution to the potential must be included. [The significance of the line current $-I_{1} / 2$ at $x=-\infty$ may be appreciated most clearly by visualizing the analogous problem of conduction current or heat flow, in which half the flow lines emerging from the given source $I_{1}$ pass to the left to terminate on a "sink" (of source strength $-I_{1} / 2$ ) at $\left.x=-\infty.\right]$

With the line current $I_{1}$ located at $z=i y_{1}$ and the field point at $z=i y$, and with a pole separation of $2 g$, the potential function becomes in this case:

$$
\left.\begin{align*}
A=U & =-2 I_{1} \log \left|\frac{\begin{array}{l}
{\left[\exp i \pi(y+g) / 2 g-\exp i \pi\left(y_{1}+g\right) / 2 g\right]} \\
x\left[\exp i \pi(y+g) / 2 g-\exp -i \pi\left(y_{1}+g\right) / 2 g\right]
\end{array}}{\exp i \pi(y+g) / 2 g}\right|  \tag{C.1a}\\
& =-2 I_{1} \log \left[2\left|\sin \pi y / 2 g-\sin \pi y_{1} / 2 g\right|\right] \tag{C.1b}
\end{align*} \right\rvert\,
$$

The image field, as obtained by evaluation of $\hat{k} \times(-g r a d U)$ for the imagedependent terms in Eq. (C.1d), is in the $x$-direction and of the amount

$$
\begin{equation*}
H_{\text {image }}=\frac{\pi^{2} I_{1}}{12 g^{2}}\left(2 y+y_{1}\right), \quad \text { for } x=x_{1} . \tag{C.2}
\end{equation*}
$$

This result is employed in the body of the report in writing Equations (15) and (27a).

## 2. Direct Summation of Image Fields

As in the electrostatic problem for infinite plane-parallel conducting plates, the magnetostatic problem to which Eq. (C.2) applies also can be solved directly by summing the field contributions of an infinite series of images. The locations of the required image currents are the same as for the line charges considered in Sect. 2 of Appendix B, but in the present case the sign of each image is that of the original current ( $+I_{1}$ ).

The horizontal magnetic field of the images ( $\vec{H}=H_{x} \hat{i}$ ) is

$$
\begin{align*}
H_{\text {image }} & =2 I_{1}\left[\frac{1}{2 g-y_{1}-y}-\frac{1}{2 g+y_{1}+y}-\frac{1}{4 g-y_{1}+y}+\frac{1}{4 g+y_{1}-y}+\frac{1}{6 g-y_{1}-y}-\frac{1}{6 g+y_{1}+y}+\ldots\right]  \tag{C.3a}\\
& =4 I_{1}\left[\frac{y_{1}+y}{4 g^{2}-\left(y_{1}+y\right)^{2}}-\frac{y_{1}-y}{16 g^{2}-\left(y_{1}-y\right)^{2}}+\frac{y_{1}+y}{36 g^{2}-\left(y_{1}+y\right)^{2}}+\ldots\right] \quad \text { (C. } \tag{C.3b}
\end{align*}
$$

$\stackrel{I_{1}}{g^{2}}\left\{\left[\left(y_{1}+y\right)+(1 / 9)\left(y_{1}+y\right)+(1 / 25)\left(y_{1}+y\right)+\ldots\right]\right.$

$$
\begin{equation*}
\left.-\left[(1 / 4)\left(y_{1}-y\right)+(1 / 16)\left(y_{1}-y\right)+\ldots\right]\right\} \tag{C.3c}
\end{equation*}
$$

$=\frac{I_{1}}{g^{2}}\left[\left(y_{1}+y\right)\left(1^{-2}+3^{-2}+5^{-2}+\ldots\right)-(1 / 4)\left(y_{1}-y\right)\left(1^{-2}+2^{-2}+3^{-2}+\ldots\right)\right]$
$=\frac{I_{1}}{g^{2}}\left[\left(y_{1}+y\right) \frac{\pi^{2}}{8}-\left(y_{1}-y\right) \frac{\pi^{2}}{24}\right]$
$=\frac{\pi^{2} I_{1}}{12 g^{2}}\left(2 y+y_{1}\right), \quad$ in agreement with Eq. (C.2).

## APPENDIX D

ELECTROSTATIC IMAGES IN AN ELLIPTICAL CONDUCTING CYLINDER

We are concerned here with the image fields which arise from an elliptical conducting cylinder, of which the upper portion extends from the point A ( $x=w$ ) through $B(y=h)$ to $A_{1}(x=-w)$. The center is at the origin $(0,0)$, and the foci $F, F_{1}$ are at $x= \pm \sqrt{w^{2}-h^{2}}$. Sufficient generality will be obtained for the work of this report by locating the line charge ( $\lambda_{1}$ ) and the field point (F.P.) on the y-axis, at $z=i y{ }_{1}$ and $z=i y$, respectively.

In order that specific boundary conditions may be applied along the line $A A_{1}$, despite the asymmetry introduced when $y_{1} \neq 0$, it is convenient to consider the potential in the $z$-plane as the average of the potentials which would result in the following two cases:

Case I: The entire boundary, $\mathrm{OFABA}_{1} \mathrm{~F}_{1} \mathrm{O}$, of the region contained within the upper half of the ellipse is at constant (zero) potential.

Case II: The elliptical boundary is at constant (zero) potential, but the horizontal axis, $A A_{1}$ is a stream line.

These two cases would respectively arise if identical charges ( $\lambda_{1}$ ) were located at $z= \pm i y_{1}$, or if charges of equal magnitude and opposite sign $\left( \pm \lambda_{1}\right)$ were located at these two symmetrical points. In either case, the portions of the $y$-axis from $\lambda_{1}$ to $B$ and to 0 are stream lines.

The transformation

$$
\begin{equation*}
z^{\prime}=m \sin ^{-1} \frac{z}{\sqrt{w^{2}-h^{2}}} \tag{D.1}
\end{equation*}
$$

will transform the region within the upper half of the ellipse to that within a rectangle in the $z^{\prime}-p l a n e . ~ A ~ s e c o n d ~ t r a n s f o r m a t i o n, ~$

$$
\begin{align*}
z^{\prime \prime} & =q \sin \left(\frac{2 k}{\pi} \frac{z^{\prime}}{m}, k\right)  \tag{D.2a}\\
& =q \operatorname{sn}\left(\frac{2 K}{\pi} \sin ^{-1} \frac{z}{\sqrt{w^{2}-h^{2}}}, k\right), \tag{D.2a'}
\end{align*}
$$

in turn will transform this region to that above the $x^{\prime \prime}$-axis of the $z^{\prime \prime}$-plane. The boundary point $B$ lies at $x^{\prime \prime}= \pm \infty$, the points $A$ and $A_{1}$ at $\pm p$, and the points $F$ and $F_{1}$ at $\pm q$. In Equations (D. $2 a, a^{\prime}$ ), $K$ denotes the complete elliptic integral of the second kind,

$$
\begin{equation*}
\mathrm{k} \equiv \mathrm{q} / \mathrm{p}, \tag{D.2b}
\end{equation*}
$$

and $k$ is selected so that

$$
\begin{equation*}
\frac{\mathrm{K}^{\prime}}{\mathrm{K}}=\frac{2}{\pi} \tanh ^{-1} \frac{\mathrm{~h}}{\mathrm{w}}: * \tag{D.2c}
\end{equation*}
$$

[^31]| Point | z | $z^{\prime}$ | $z^{\prime \prime}$ |
| :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 0 |
| $\lambda_{1}$ | $\mathrm{iy}_{1}$ | $\text { im } \sinh ^{-1} \frac{\mathrm{y}_{1}}{\sqrt{\mathrm{w}^{2}-\mathrm{h}^{2}}}$ | $\mathrm{iy}_{1}{ }^{\prime \prime}$ |
| F.P. | iy | $\text { im } \sinh ^{-1} \frac{y}{\sqrt{w^{2}-h^{2}}}$ | iy' |
| B | ih | im $\tanh ^{-1} \frac{\mathrm{~h}}{\mathrm{w}}$ | $\pm \infty$ |
| A, $\mathrm{A}_{1}$ | $\pm \mathrm{w}$ | $m\left( \pm \frac{\pi}{2}+i \tanh ^{-1} \frac{\mathrm{~h}}{\mathrm{w}}\right)$ | $\pm \mathrm{p}$ |
| $\mathrm{F}, \mathrm{F}_{1}$ | $\pm \sqrt{w^{2}-h^{2}}$ | $\pm m \frac{\pi}{2}$ | $\pm \mathrm{q}$ |

The location of the field point in the $z^{\prime \prime}$-plane is given by

$$
\begin{align*}
z^{\prime \prime}=i y^{\prime \prime} & =q \operatorname{sn}\left(\frac{2 i K}{\pi} \sinh ^{-1} \frac{y}{\sqrt{w^{2}-h^{2}}}, k\right)  \tag{D.3a}\\
& =i q \operatorname{tn}\left(\frac{2 K}{\pi} \sinh ^{-1} \frac{y}{\sqrt{w^{2}-h^{2}}}, k^{\prime}\right), \tag{D.3b}
\end{align*}
$$

and a similar equation relates the coordinates $y_{1}{ }^{\prime \prime}$ and $y_{1}$ of the line charge. In Case $I$, for which the entire boundary, $B A_{1} O A B$ is at zero potential, the required potential function can be written immediately in terms of the coordinates in the $z^{\prime \prime}$-plane:

$$
\begin{equation*}
U_{I}=-2 \lambda_{1} \log \left|\frac{y^{\prime \prime}-y_{1}^{\prime \prime}}{y^{\prime \prime}+y_{1}^{\prime \prime}}\right| \tag{D.4}
\end{equation*}
$$

For Case II, in which the line segment $A_{1} F_{1} O F A$ is a stream line while the remainder of the $x^{\prime \prime}$-axis is at zero potential, additional transformations are required. A possible systematic procedure employs the following:
(i) the transformation

$$
\begin{equation*}
z^{\prime \prime \prime}=t \sqrt{\left(z^{\prime \prime} / y_{1}^{\prime \prime}\right)^{2}+1} \tag{D.5}
\end{equation*}
$$

to bring the charge $\lambda_{1}$ to the origin of the $z^{\prime \prime \prime}$-plane [with the result that the stream Iine from $z^{\prime \prime}=i y_{1 " ~}^{\prime \prime}$ to the origin of the $z^{\prime \prime}-p l a n e$ becomes a portion $\left(-t \leq x^{\prime \prime \prime} \leq t\right)$ of that segment (AA ${ }_{1}$, between the points $x^{\prime \prime \prime}=$ $\pm t \sqrt{\left.\left(p / y_{1} "\right)^{2}+1\right)}$ of the $x^{\prime \prime \prime}$-axis which constitutes a stream line]; an image charge, $\lambda_{1}$, should also be imagined as located at the origin, an infinitesimal distance below the $\mathrm{x}^{\prime \prime \prime}$-axis, in order that the strength of the original source $\lambda_{1}$ be confined, as it should, to the upper half of the $z^{\prime \prime \prime}$-plane;
(ii) the transformation

$$
\begin{align*}
z^{i v} & =\frac{2 u}{\pi} \sin ^{-1} \frac{z^{\prime \prime \prime} / t}{\sqrt{\left(p / y_{1}^{\prime \prime}\right)^{2}+1}}  \tag{D.6a}\\
& =\frac{2 u}{\pi} \sin ^{-1} \sqrt{\frac{z^{\prime \prime}+y_{1}^{\prime \prime}}{p^{2}+y_{1}^{\prime \prime 2}}} \tag{D.6b}
\end{align*}
$$

to fold upward by $90^{\circ}$ the zero-potential portions of the $x^{\prime \prime \prime}$-axis; and (iii) the transformation, analogous to that employed in Sect. 1 of Appendix $B$,

$$
\begin{equation*}
z^{v}=v \exp \left[i \frac{\pi}{2}\left(1-\frac{z^{i v}}{u}\right)\right] \tag{D.7}
\end{equation*}
$$

to bring the vertical equipotentials that extend between $\pm i \infty$ at $x^{i v}= \pm_{u}$ into coincidence with the entire $\mathrm{x}^{\mathrm{v}}$-axis. By Eq. (D.7), the $z^{\mathrm{v}}$-coordinates of the line charge (strength $2 \lambda_{1}$ ) and of the field point above it become respectively $z_{1}^{v}=i y_{1}^{v}=i v$ and $z^{v}=i y^{v}=i v \exp \frac{\pi}{2} \frac{y^{i v}}{u}$.

For Case II, therefore, the potential function may be written

$$
\begin{align*}
U_{I I} & =-4 \lambda_{1} \log \left|\frac{y^{v}-v}{y^{v}+v}\right|  \tag{D.8a}\\
& =4 \lambda_{1} \log \operatorname{ctnh} \frac{\pi}{4} \frac{y^{i v}}{u}  \tag{D.8b}\\
& =4 \lambda_{1} \log \operatorname{ctnh}\left(\frac{1}{2} \sinh ^{-1} \sqrt{\frac{y^{\prime 1^{2}}-y_{1}^{\prime 2}}{2^{2}+y_{1}^{\prime 2}}}\right)  \tag{D.8c}\\
& \left.=4 \lambda_{1} \log \frac{\sqrt{p^{2}+y^{\prime \prime}}+\sqrt{p^{2}+y_{1}^{\prime 2}}}{\sqrt{y^{\prime \prime}}}\right) \tag{D.8d}
\end{align*}
$$

By averaging the potentials $U_{I}$ and $U_{I I}$, given by Equations (D.4) and (D.8d), we obtain the result

$$
\begin{equation*}
\mathrm{U}=\lambda_{\mathrm{I}} \log \left[\frac{\mathrm{y}^{\prime \prime}+\mathrm{y}_{1}^{\prime \prime}}{\mathrm{y}^{\prime \prime}-\mathrm{y}_{1}^{\prime \prime}}\left(\frac{\sqrt{\mathrm{p}^{2}+\mathrm{y}^{\prime \prime}}+\sqrt{\mathrm{p}^{2}+\mathrm{y}^{\prime \prime}}}{\sqrt{\mathrm{y}^{\prime 2}}{ }^{2}-\mathrm{y}_{1}^{\prime \prime^{2}}}\right)^{2}\right] \tag{D.9a}
\end{equation*}
$$

which may be expressed in terms of the coordinates $y$ and $y_{1}$ in the original z-plane as
$U=2 \lambda_{1} \log \frac{\sqrt{k^{2} \operatorname{tn}^{2}\left(\frac{2 K}{\pi} \sinh ^{-1} \frac{y}{\sqrt{w^{2}-h^{2}}}, k^{\prime}\right)+1}+\sqrt{k^{2} \operatorname{tn}^{2}\left(\frac{2 k}{\pi} \sinh ^{-1} \frac{y}{\sqrt{w^{2}-h^{2}}}, k^{\prime}\right)+1}}{k\left[\operatorname{tn}\left(\frac{2 k}{\pi} \sinh ^{-1} \frac{y}{\sqrt{w^{2}-h^{2}}}, k^{\prime}\right)-\operatorname{tn}\left(\frac{2 k}{\pi} \sinh ^{-1} \frac{y_{1}}{\sqrt{w^{2}-h^{2}}}, k^{\prime}\right)\right]}$
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#### Abstract

The theory of coherent transverse oscillations of two particle species is extended to include strong species-species and inage forces. It is shown that in general the species-species force can considerably alter the instability threshoid. Conversely, it is shown that the limit on the performence of an electron ring accelerator imposed by the requirenent of stable ion electron oscillations, is not significantly inproved $b_{j}$ the inclusion of images.


[^32]The potential expressed by Eq. (D.9b) may be expanded, ${ }^{*}$ noting that $k^{\prime} \equiv \sqrt{1-k^{2}}$, to give the result
$U \doteq-2 \lambda_{1}\left\{\log \left(\frac{k K}{\pi} \frac{y-y_{1}}{\sqrt{w^{2}-h^{2}}}\right)\right.$
$\left.+\frac{1}{6\left(w^{2}-h^{2}\right)}\left[\left(\frac{2\left(2-k^{2}\right) k^{2}}{\pi^{2}}-1\right) y^{2}+\left(\frac{4\left(1+k^{2}\right) k^{2}}{\pi^{2}}-1\right) y y_{1}+\left(\frac{2\left(2-k^{2}\right) k^{2}}{\pi^{2}}-1\right) y_{1}^{2}\right]\right\}$,
and the vertical image field becomes

$$
\begin{equation*}
E_{\text {image }}=\frac{\lambda_{1}}{3\left(w^{2}-h^{2}\right.}\left\{2\left[\frac{2\left(2-k^{2}\right) K^{2}}{\pi^{2}}-1\right] y+\left[\frac{4\left(1+k^{2}\right) K^{2}}{\pi^{2}}-1\right] y_{1}\right\} \tag{D.10}
\end{equation*}
$$

as has been employed in writing Equations (13) and (26a) in the body of the report.

The results expressed by Eq. (D.10) may be checked for two limiting cases - that of parallel planes $(w \rightarrow \infty)$, and that of a circular cylinder ( $w \rightarrow h$ ). In the first of these,

$$
k \doteq 1, \quad K^{\prime} \doteq \frac{\pi}{2}, \quad \text { and } \quad K \cong \frac{\pi^{2}}{4} \frac{\mathrm{w}}{\mathrm{~h}},
$$

$*_{\operatorname{sn}(u, k)}=u-\frac{k^{2}+1}{6} u^{3}+\frac{k^{4}+14 k^{2}+1}{120} u^{5}$,
as may be obtained by expanding the elliptic integral

$$
u=\int_{0}^{s n} \frac{d t}{\sqrt{1-t^{2}} \sqrt{1-\mathrm{k}^{2} \mathrm{t}^{2}}}
$$

Then

$$
\operatorname{cn}(u, k) \doteq 1-\frac{1}{2} u^{2}+\frac{4 k^{2}+1}{24} u^{4}
$$

and

$$
\operatorname{tn}(u, k) \doteq u-\frac{k^{2}-2}{6} u^{3}+\frac{k^{4}-16 k^{2}+16}{120} u^{5}
$$

In expanding factors of the form $y^{\prime \prime}$ - $y_{1}{ }^{\prime \prime}$, terms through third order must be retained, in order that terms of second order will remain in the expansion after $y-y_{1}$, has been factored out.
in order that $\frac{K^{\prime}}{K}$ equal $\frac{2}{\pi} \tanh ^{-1} \frac{h}{W} \doteq \frac{2}{\pi} \frac{h}{W}$. Then

$$
E_{i m a g e} \rightarrow \frac{\lambda_{1}}{3 w^{2}}\left\{\frac{\pi^{2}}{4} \frac{w^{2}}{h^{2}} y+\frac{\pi^{2}}{2} \frac{w^{2}}{h^{2}} y_{1}\right\}=\frac{\pi^{2} \lambda_{1}}{12 h^{2}}\left(y+2 y_{1}\right)
$$

in agreement with Eq. (B.3) or (B.4f) of Appendix B.
In the second limiting case,

$$
k^{2} \cong 8(w-h) / h, \quad K^{\prime} \cong \log \sqrt{\frac{2 h}{w-h}}, \quad \text { and } \quad K^{2} \cong \frac{\pi^{2}}{4}\left(1+\frac{k^{2}}{2}\right)
$$

Then

$$
\begin{gathered}
E_{\substack{\text { image }}} \rightarrow \frac{\lambda_{1}}{6 h(w-h)}\left\{2\left[\left(1-\frac{k^{2}}{2}\right)\left(1+\frac{k^{2}}{2}\right)-1\right] y+\left[\left(1+k^{2}\right)\left(1+\frac{k^{2}}{2}\right)-1\right] y_{1}\right\} \\
=\frac{\lambda_{1} k^{2}}{4 h(w-h)} y_{1}=\frac{2 \lambda_{1}}{h^{2}} y_{1},
\end{gathered}
$$

as is directly obtainable from calculation of the image field which results from an image charge situated a distance $h^{2} / y_{1}$ from the center of a circular cylinder of radius $h$ [see the discussion in the text following Eq. (26b")].

## APPENDIX E

## MAGNETIC IMAGES FOR A WEDGE-SHAPED GAP

We consider here a wedge-shaped gap, of half-angle $\alpha$, between ferromagnetic poles. The reference point, which serves as the origin of the $z$-plane, is situated on the median plane of the gap a distance $X$ from the vertex. The current ( $I_{1}$ ) and field point will be located with respect to this reference point by coordinates, $\left(x_{1}, y_{1}\right)$ or ( $x, y$ ), which themselves are small in comparison to the half-gap

$$
\begin{equation*}
\mathrm{g}=\mathrm{X} \tan \alpha \tag{E.1a}
\end{equation*}
$$

Since the magnetostatic potential which would be generated by a pair of magnet poles in this configuration is proportional to the angular coordinate taken about the vertex as a center, ${ }^{8}$ the distance $X$ would equal $-\left.\frac{\mathrm{H}}{\mathrm{dH} / \mathrm{dr}}\right|_{X}$ and we may set

$$
\begin{equation*}
x=\frac{R}{n}, \tag{E.1b}
\end{equation*}
$$

where $n$ is the so-called "field index" which measures the relative gradient of the magnetic field. With this simple pole configuration, however, the field gradient may not be as constant as would be desirable in practice, but the arrangement described may serve as a useful model for the investigation of image forces resulting from the presence of a line current in the magnet gap.

The transformation

$$
\begin{equation*}
z^{\prime}=i a^{\prime}\left(\frac{z}{X}+1\right)^{\pi / 2 \alpha} \tag{E.2}
\end{equation*}
$$

will transform the region between the ferromagnetic boundaries into the upper half of the $z^{\prime}-\mathrm{plane}$, with the vertex of the wedge ( $z=-\mathrm{X}$ ) transformed to $z^{\prime}=0$ and the reference point to $z^{\prime}=i y^{\prime}=$ ia'. $^{\prime}$. The potential function then may be written

[^33]\[

$$
\begin{align*}
& A=U=-2 I_{1} \log \left|\left[\left(x^{\prime}+i y^{\prime}\right)-\left(x_{1}^{\prime}+i y_{1}^{\prime}\right)\right]\left[\left(x^{\prime}+i y^{\prime}\right)-\left(x_{1}^{\prime}-i y_{1}^{\prime}\right)\right]\right|  \tag{E.3a}\\
& =-2 I_{1} \log \left\{a^{\prime 2} \left\lvert\,\left[\left(1+\frac{x+i y}{x}\right)^{\pi / 2 \alpha}-\left(1+\frac{x_{1}+i y_{1}}{\mathrm{X}}\right)^{\pi / 2 \alpha}\right]\right.\right. \\
& \times\left[\left(1+\frac{x+i y}{\mathrm{x}}\right)^{\pi / 2 \alpha}+\left(1+{\left.\left.\left.\frac{x_{1}-i y_{1}}{\mathrm{x}}\right)^{\pi / 2 \alpha}\right] \mid\right\}, ~(1)}^{\pi / 2}\right.\right.  \tag{E.3b}\\
& \doteq-2 I_{1} \log \left(\frac{\pi a^{\prime 2}}{\alpha} \frac{\sqrt{\left(x-x_{1}\right)^{2}+\left(y-y_{1}\right)^{2}}}{X}\right) \\
& -I_{1}\left\{\left(\frac{\pi}{\alpha}-1\right) \frac{x+x_{1}}{x}+\left(\frac{\pi}{\alpha}-1\right)\left(\frac{\pi}{\alpha}-5\right) \frac{x^{2}+x_{1}^{2}-y^{2}-y_{1}{ }^{2}}{12 x^{2}}\right. \\
& \left.-\left[\left(\frac{\pi}{\alpha}\right)^{2}-1\right] \frac{\mathrm{x} \mathrm{x}_{1}}{6 \mathrm{x}^{2}}-\left[\left(\frac{\pi}{\alpha}\right)^{2}+2\right] \frac{\mathrm{y} \mathrm{y}_{1}}{12 \mathrm{x}^{2}}\right\} . \tag{E.3c}
\end{align*}
$$
\]

By forming $\hat{k} \times(-g r a d U)$, one obtains the supplementary image field

$$
\begin{align*}
& \vec{H}_{i \text { mage }}=\frac{I_{1}}{X}\left\{\left(\frac{\pi}{\alpha}-1\right)\left(\frac{\pi}{\alpha}-5\right) \frac{y}{6 X} \hat{i}+\left[\left(\frac{\pi}{\alpha}\right)^{2}+2\right] \frac{y_{1}}{12 X} \hat{i}\right. \\
& \left.+\left(\frac{\pi}{\alpha}-1\right) \hat{j}+\left(\frac{\pi}{\alpha}-1\right)\left(\frac{\pi}{\alpha}-5\right) \frac{\mathrm{x}}{6 \mathrm{X}} \hat{\mathrm{j}}-\left[\left(\frac{\pi}{\alpha}\right)^{2}-1\right] \frac{\mathrm{x}_{1}}{6 \mathrm{X}} \hat{\mathrm{j}}\right\}  \tag{E.4a}\\
& \doteq I_{1}\left\{\frac{\pi^{2}}{6}\left[1-\frac{6}{\pi}\left(\frac{g}{R / n}\right)+\left(\frac{2}{3}+\frac{5}{\pi^{2}}\right)(\underset{R / n}{ })^{2}\right] \frac{y}{g^{2}} \hat{i}\right. \\
& +\frac{\pi^{2}}{12}\left[1+2\left(\frac{1}{3}+\frac{1}{\pi^{2}}\right)\left(\frac{g}{R / n}\right)^{2}\right] \frac{\mathrm{y}_{1}}{\mathrm{~g}^{2}} \text { 令 } \\
& +\pi\left[1-\frac{1}{\pi}\left(\frac{g}{R / n}\right)+\frac{1}{3}\left(\frac{g}{R / n}\right)^{2}\right] \frac{1}{g} \hat{j} \\
& +\frac{\pi^{2}}{6}\left[1-\frac{6}{\pi}\left(\frac{g}{R / n}\right)+\left(\frac{2}{3}+\frac{5}{\pi^{2}}\right)\left(\frac{g}{R / n}\right)^{2}\right] \frac{x}{g^{2}} \hat{j} \\
& \left.-\frac{\pi^{2}}{6}\left[1+\left(\frac{2}{3}-\frac{1}{\pi^{2}}\right)\left(\frac{g}{R / n}\right)^{2}\right] \frac{x_{1}}{g^{2}} \hat{j}\right\}, \tag{E.4b}
\end{align*}
$$

where in going from Eq. (E.4a) to (E.4b) we have made use of Equations (E.la) and (E.lb) to identify $X$ with $R / n$ and $\alpha$ with $\tan ^{-1} \frac{g}{R / n}$, and have considered $g$ small in comparison to $R / n$.

Equation (E.4a) may be checked in two limiting cases, of which the first is that for which $\alpha \rightarrow 0$ and $\mathrm{X} \rightarrow \infty$ so that $\alpha \mathrm{X} \rightarrow \mathrm{g}$. Physically this corresponds to the magnet surfaces becoming the faces of plane-parallel poles, with a yoke situated at a great distance to the left. In this case the image field becomes

$$
\overrightarrow{\mathrm{H}}_{(\mathrm{i})}=\mathrm{I}_{1}\left\{\left[\frac{\pi}{\mathrm{~g}}+\frac{\pi^{2}}{6} \frac{\mathrm{x}-\mathrm{x}_{1}}{g^{2}}\right] \hat{j}+\frac{\pi^{2}}{12} \frac{2 \mathrm{y}+\mathrm{y}_{1}}{\mathrm{~g}^{2}} \hat{\mathrm{i}}\right\}
$$

In this result the horizontal field component agrees with Equations (C.2) and (C.3f) of Appendix $C$, the term $\frac{\pi^{2} I_{1}}{6 g^{2}}\left(x-x_{1}\right) \hat{j}$ is consistent with the condition $\nabla \times \vec{H}=0$, and the component $\frac{\pi I}{g} \hat{j}$ is the field expected from an infinite set of current images in the yoke (images separated vertically by $2 g$ and situated a large distance to the left).

In the limiting case that $\alpha \rightarrow \frac{\pi}{2}$, the distance $X$ represents the distance by which the reference point is located to the right of the face of an infinite plane slab of ferromagnetic material. The field given by Eq. (E.4a),

$$
\vec{H}_{(\text {ii })}=I_{1}\left[\left(\frac{1}{X}-\frac{x+x_{1}}{2 x^{2}}\right) \hat{\jmath}-\frac{y-y_{1}}{2 x^{2}} \hat{i}\right]
$$

is just the field to be expected at a point $X+x$ to the right of the slab by virtue of an image current $\left(I_{1}\right)$ situated a distance $X+X_{1}$ to the left of the slab when the difference in elevation is $y-y_{1}$ :

$$
\begin{aligned}
\overrightarrow{\mathrm{H}}_{(\mathrm{ii})} & =2 I_{1}\left[\frac{2 X+x+x_{1}}{\left(2 X+x+x_{1}\right)^{2}+\left(y-y_{1}\right)^{2}} \hat{j}-\frac{y-y_{1}}{\left(2 X+x+x_{1}\right)^{2}+\left(y-y_{1}\right)^{2}} \hat{i}\right] \\
& \doteq I_{1}\left[\frac{1}{X}\left(1-\frac{x+x_{1}}{2 X}\right) \hat{j}-\frac{y-y_{1}}{2 x^{2}} \hat{i}\right]
\end{aligned}
$$

as was obtained from Eq. (E.4a) for the case $\alpha \rightarrow \frac{\pi}{2}$.
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I. INTRODUCTION

A coherent transverse instability of the electron ring has been observed in some recent experiments with the LRL "Compressor IV" device. This instability evidently involves a radial collective motion, as is indicated by probe measurements and by the detection of strong electromagnetic signals with the characteristic frequency (l-vis) $f_{0}{ }^{\dagger}$ The radial instability has been observed at times for which the radius of the ring beam is considerably less than the radius of the inflector structure or of similar devices that are situated near the outer boundary of the vacuum chamber -- it is of interest, therefore, to investigate the extent to which radially-directed forces in quadrature with the radial displacement could arise from the presence of imperfectly-conducting layers ( $\sim 10$ to 50 ohms per square) on the side wails of the chamber.

In this report we present, in Sect. II, a simple analysis of the radial quadrature forces that could act on the particles of a precessing ring beam to drive the instability in question when poorly-conducting side plates are situated near-by. The analysis takes no account of the presence Work supported by the U.S. Atomic Energy Commission.
$\dagger \mathrm{f}_{\mathrm{o}}$ denotes the cyclotron frequency, and $\nu_{r} f_{0}$ is the frequency of coherent radial betatron oscillations.
of dielectric walls (that themselves may be lossy) and, for simplicity, considers first the case of a "straightened-out" beam that oscillates transversely about an otherwise linear trajectory. An Appendix provides a correction factor that should be applied to the magnetic component of the force (the magnetic component typically being dominant) to allow for the circular nature of the true equilibrium orbit. The dynamical implications of these forces are discussed in section III, and a numerical example is given in sect. IV.

It will be recognized that a complete dynamical analysis of the collective motion requires, in addition, an evaluation of in-phase perturbation forces that may arise from a small coherent transverse oscillation of the beam and also must consider the Landau damping that can be introduced by virtue of a spread in the energy or oscillation-amplitude of the particles in the beam. The in-phase forces frequently may arise, however, from "self-fields" that are independent of the surroundings and the Landau-damping coefficients of course are determined by the character of the externallyapplied magnetic field, so neither of these effects are treated in the present report. It will be recalled, however, that evaluation of the quadrature forces will lead directly to an estimate of growth rate for the instability when (as may be the case in the recent Compressor IV experiments) the Landau damping is insufficient to suppress the instability.
II. ANALYSIS, FOR A STRAIGHTENED-OUT BEAM

## A. Magnetic Forces

With a thin surface layer of resistive material, the thickness $\triangle$ is sufficiently small, in relation to the characteristic skin-depth parameter $\delta$ (e.g., by a factor of several thousand), that the magnetic field arising
from an oscillating beam may be assumed to penetrate the layer virtually unimpeded. The associated flux changes then permit the computation of induced currents and of the asociated fields that then can react on the beam.

We now consider a ring beam, of radius "a", that is oscillating transversely with an amplitude A. In a straightened-out geometry, this beam may be regarded as providing a current $I$ whose position is described by

where, in the lowest mode,

$$
\begin{aligned}
\omega & =\left(1-v_{r}\right)\left(\frac{\beta c}{a}\right) \\
& =\left(1-v_{r}\right) \omega_{0} .
\end{aligned}
$$

With $\mathrm{x}, \mathrm{y}, \mathrm{z}$ denoting the coordinates of an observation point, the vector potential for the magnetic field of this beam may be written as $\vec{A}=A_{y} \hat{e}_{y}$, with (in the long-wavelength limit)

$$
\begin{aligned}
A_{y} & =\frac{\mu_{0} I}{2 \pi} \ln \frac{I}{r}=-\frac{\mu_{0} I}{4 \pi} \ln r^{2} \\
& =-\frac{\mu_{0} I}{4 \pi} \ln \left[\left(x-x_{b}\right)^{2}+\left(z-z_{b}\right)^{2}\right]
\end{aligned}
$$

and

$$
A_{y}=-\frac{\mu_{o} I}{4 \pi} \ln \left[\left(x-x_{b}\right)^{2}+h^{2}\right]
$$

at the location of the side walls.

Then

$$
\begin{aligned}
\left.\dot{A}_{y}\right|_{z= \pm h} & =\frac{\mu_{0} I}{2 \pi} \frac{x-x_{b}}{\left(x-x_{b}\right)^{2}+h^{2}} \dot{x}_{b} \\
& =\frac{\mu_{0} I}{2 \pi} \omega A \frac{x-x_{b}}{\left(x-x_{b}\right)^{2}+h^{2}} \sin \left(\frac{y}{a}-\omega t\right),
\end{aligned}
$$

and the induced current per unit width in each of the thin side plates -is

$$
\begin{aligned}
J_{y} & =-\frac{1}{R_{s}} \dot{A}_{y} \\
& =-\frac{\mu_{0} \omega I}{2 \pi R_{s}} A \frac{x-x_{b}}{\left(x-x_{b}\right)^{2}+h^{2}} \sin \left(\frac{y}{a}-\omega t\right),
\end{aligned}
$$

where $R_{S}$ is the (d.c.) surface resistance (ohms per square) of the side plates. Such a current distribution over the two side plates will lead to a magnetic field component at the beam that, in terms of

$$
x=x-x_{b},
$$

is given by

$$
\begin{aligned}
\left.B_{z}\right|_{z=0} & =2 \int_{-\infty}^{\infty} \frac{\mu_{0} X}{\left(x^{2}+h^{2}\right)^{2}} J_{y} d X \\
& =-\frac{\mu_{0}^{2} \omega I}{2 \pi^{2} R_{s}} A\left[\int_{-\infty}^{\infty} \frac{x^{2}}{\left(x^{2}+h^{2}\right)^{2}} d x\right] \sin \left(\frac{y}{a}-\omega t\right) \\
& =-\frac{\mu_{0}^{2} \omega I}{4 \pi h R_{s}} A \sin \left(\frac{y}{a}-\omega t\right)=-\frac{\mu_{0}^{2} I}{4 \pi h R_{s}} \dot{x}_{b},
\end{aligned}
$$

or

$$
\left.\mathrm{B}_{\mathrm{z}_{I}}\right|_{\mathrm{z}=0}=\frac{\mu_{0}^{2} \omega \mathrm{I}}{4 \pi h R_{\mathrm{s}}} i x
$$

if we adopt a complex notation ( $e^{-i \omega t}$ ) for this field component and for the displacement ( $x$ ) at the point on the beam where this field is evaluated. [These same results for a straightened-out beam are also obtained if the conducting plates are not located to the side but are above and below the beam (Appendix A), or if, alternatively, the beam is situated within a circular tube (Appendix B).]

A result similar to that just written is obtained if one takes into account the circular character of the orbit (see Appendix $C$ ), and requires only the inclusion of a dimensionless correction factor $f\left(\frac{h}{a}\right)$ that typically might have a value in the neighborhood of 0.5 and that approaches unity as $\frac{h}{a}$ tends toward zero.* These results moreover may be expressed conveniently in terms of the "impedance of space", $Z_{o}=\sqrt{\mu_{0} / \epsilon_{0}}=377$ ohms, and the wavelength $\lambda=c / f=2 \pi c / \omega\left[=\frac{2 \pi a}{\beta\left(l-v_{r}\right)}\right.$ for the lowest mode $]$. We thus write

$$
\begin{aligned}
\left.B_{z_{I}}\right|_{z=0} & =-\frac{\mu_{0}^{2} I}{4 \pi h R_{s}} f\left(\frac{h}{a}\right) \dot{x}_{b}=i \frac{\mu_{0}^{2} \omega I}{4 \pi h R_{s}} f\left(\frac{h}{a}\right) x \\
& =-\frac{\mu_{0} Z_{o} I}{4 \pi c h R_{s}} f\left(\frac{h}{a}\right) \dot{x}_{b}=i \frac{\mu_{0} \omega Z_{o} I}{4 \pi c h R_{s}} f\left(\frac{h}{a}\right) x=i \frac{\mu_{0} Z_{0} I}{2 h \lambda R_{s}} f\left(\frac{h}{a}\right) x .
\end{aligned}
$$

[^34]
## B. Electric Forces

An effect of comparable, although usually of lesser importance arises from the currents associated with the movement of electrostatic images induced in the side walls by the ring charge. For the purposes of the analysis that follows, the electrostatic images are considered to be identical to those induced in perfectly conducting walls, but, by virtue of the surface resistance, the currents associated with the movement of these charges develop a tangential electric field that extends from the surface of the plates into the interior region where the beam is situated. For sufficiently resistive walls, the tangential fields can impede movement of the image charges and reduce the electric forces.

With a straightened-out geometry, the electrostatic problem of a charged ring in the presence of side walls at potential zero leads to the scalar potential function

$$
\Phi=\frac{\lambda}{\pi \epsilon_{0}} \sum_{k=0}^{\infty} \frac{1}{2 k+1} \cos \frac{(2 k+1) \pi}{2 h}=e^{-\frac{(2 k+1) \pi}{2 h}|x|}
$$

where $\lambda$ denotes the charge per unit length and (as before) $X=x-x_{b}=$ $x-A \cos \left(\frac{y}{a}-\omega t\right)$. The induced charge density accordingly is ${ }^{*}$

$$
\begin{aligned}
\sigma & = \pm\left.\epsilon_{0} \quad \frac{\partial \Phi}{\partial z}\right|_{z= \pm h} \\
& =-\frac{\lambda}{2 h} \sum_{k=0}^{\infty}(-1)^{k} e^{-\frac{(2 k+1) \pi}{2 h}}|x|
\end{aligned}
$$

As a check of the result given for the induced charge density $\sigma$, one may note that the total charge induced per unit width on one plate is correctly given, by use of the above formula, as

$$
-\frac{\lambda}{4 h} \int_{-\infty}^{\infty} \frac{d x}{\cosh \frac{\pi x}{2 h}}=-\frac{\lambda}{\pi} \int_{0}^{\infty} \operatorname{sech} u d u=-\frac{\lambda}{2} .
$$

$$
=-\frac{\lambda}{4 h} \frac{1}{\cosh \frac{\pi X}{2 h}} .
$$

Now $\dot{\sigma}=-\left(\frac{\partial \sigma}{\partial X}\right) \quad \dot{x}_{b}$, since $x=x-x_{b}$, and the "equation of continuity". (conservation of charge) states that $\nabla \cdot \vec{\jmath}+\dot{\sigma}=0$, or $\frac{\partial J_{x}}{\partial x}=-\dot{\sigma}$, where $J_{x}$ is the surface-current density associated with $\dot{\sigma}$. We thus are led to the expected result

$$
J_{x}=\sigma \cdot \dot{x}_{b}=-\frac{\lambda}{4 h} \frac{1}{\cosh \frac{\pi X}{2 h}} \dot{x}_{b} .
$$

The surface resistance then requires a tangential electric field, at the surfaces $z= \pm h$, of the amount

$$
\begin{aligned}
\left.E_{x_{I}}\right|_{z= \pm h} & =\frac{R_{S}}{S} J_{x} \\
& =-\frac{\lambda R_{s}}{4 h} \frac{1}{\cosh \frac{\pi x}{2 h}} \dot{x}_{b}
\end{aligned}
$$

and, for later use, this may be developed as a Fourier integral

$$
\left.\mathrm{E}_{\mathrm{x}_{\mathrm{I}}}\right|_{\mathrm{z}= \pm \mathrm{h}}=-\frac{\lambda R_{s}}{2 \pi}\left[\int_{0}^{\infty} \frac{\cos k X}{\cosh k h} d k\right] \dot{x}_{b} .
$$

Because $E_{x, I}$ is a Cartesian component of an electrostatic field, it is a harmonic function in the region $-h<z<h$ and in the present instance is an even function of $z$. Accordingly $E_{x, I}$ may be written as

$$
E_{x_{I}}=-\frac{\lambda R_{s}}{2 \pi}\left[\int_{0}^{\infty} \frac{\cosh k z \cos k X}{\cosh ^{2} k h} d k\right] \dot{x}_{b}
$$

for $-h<z<h$, and at the location of the ring becomes

$$
\left.E_{x_{I}}\right|_{\substack{X \rightarrow 0 \\ z=0}}=-\frac{\lambda R_{s}}{2 \pi}\left[\int_{0}^{\infty} \frac{d k}{\cosh ^{2} k h}\right] \dot{x}_{b}
$$

$$
=-\frac{\lambda R_{s}}{2 \pi h} \dot{x}_{b}=-\frac{\lambda}{2 \pi \epsilon_{o} h c} \quad \frac{R_{s}}{Z_{o}} \dot{x}_{b} .
$$

For comparison with the results obtained in Sect. IIA for the quadrature magnetic field of a straightened-out beam, we may note here the ratio of the electric to the magnetic forces suggested by this analysis:

$$
\begin{aligned}
\frac{F_{E}}{F_{M}}=\frac{E_{x, I}}{\beta B_{z, I}} & =\frac{\frac{\lambda}{2 \pi h} R_{s}}{\beta c \frac{\mu_{c}^{2} I}{4 \pi h R_{s}}}=\frac{2}{\mu_{c}^{2}} \frac{\lambda}{\beta c I} R_{S}^{2} \\
& =\frac{2}{\mu_{0}^{2} \beta^{2} c^{2}} R_{s}^{2}=2\left(\frac{R_{s}}{\beta Z_{0}}\right)^{2} .
\end{aligned}
$$

Normally this ratio will be considerably less than unity -- thus with $\beta=0.98$ and $R_{S}=50$ ohms per square, the ratio becomes

$$
\frac{F_{E}}{F_{M}}=2\left(\frac{50}{0.98 \times 377}\right)^{2}=0.0366=\frac{1}{27.3}
$$

and only for a surface resistance at least as high as 266 ohms per square does this ratio become as large as unity.

The foregoing analysis for these walls will apply under conditions where the magnetic field penetrates the wall but electric images are free to develop. We believe the applicable region is defined by

$$
R_{s} s 10^{3} \sqrt{\frac{\alpha u \mu_{0}}{2 \sigma}} \text { and } R_{s} \tilde{\sim} \frac{\mu_{0} c}{2} \frac{c}{\omega h} .
$$

## III. DYNAMICAI CONSEQUENCES

It has been shown in sect. IIA that a magnetic field of magnitude $\frac{\mu_{0} \omega Z_{0}|I|}{4 \pi c h R_{s}}$ A $f\left(\frac{h}{a}\right)$ exists at the beam and has such a phase that it lags by $90^{\circ}$ the displacement of the beam current. Thus the radial outward force arising from this field attains its maximum value at any point when the displacement is zero but the charged particles (considered for the moment as having a charge $+q$ ) are moving outward with a radial velocity component $v_{r}=v_{r} \omega_{o} A$. There accordingly is a mechanism for energy to be added to the transverse mode of particle movement -- specifically at a rate

$$
P=\frac{d}{d t}\left(\frac{\gamma m_{0} v_{r}^{2} \omega_{0}^{2} A^{2}}{2}\right)=\gamma m_{o} v_{r}^{2} \omega_{0}^{2} A \frac{d A}{d t}=\left\langle F_{r} v_{r}\right\rangle_{\text {time avg }}
$$

[^35]Accordingly, by use of the magnetic field previously evaluated, and introducing a factor $\frac{1}{2}$ to obtain the time average, we obtain

$$
\begin{aligned}
\frac{1}{A} \frac{d A}{d t} & =\frac{\mu_{0}}{8 \pi} \frac{\omega Z_{o} q \beta I}{\gamma m_{o} v_{r} \omega_{0} h R_{s}} f\left(\frac{h}{a}\right) \\
& =\frac{\mu_{0}}{16 \pi^{2}} \beta \frac{n q^{2} \omega Z_{o}}{\gamma m_{0} v_{r} h R_{s}} f\left(\frac{h}{a}\right) \\
& =\frac{n r_{e} \beta \omega Z_{o}}{4 \pi \gamma \nu_{r} h R_{s}} f\left(\frac{h}{a}\right) ;
\end{aligned}
$$

where $n$ represents the total number of particles and $r e$ is the classical particle radius $\left(=\frac{q^{2}}{4 \pi \epsilon_{0} m_{0} c^{2}}\right)$. Thus, from the magnetic field alone, we expect an exponential growth of amplitude (in the absence of Landau damping suppression) characterized by the lapse rate

$$
\frac{I}{\tau_{M}}=\frac{N r_{e} \beta \omega Z_{0}}{4 \pi \gamma \nu_{r} h R_{S}} f\left(\frac{h}{a}\right),
$$

with $\omega=\left(1-v_{r}\right) \omega_{0}$ for the lowest mode of collective radial oscillation.
The electric force has been seen (Sect. IIB) to be less than the magnetic force, in the ratio
with an angular speed of precession given by $\frac{\omega}{M}=\frac{M-v_{r}}{M} \omega_{0}$, a lagging outwardly-directed force thus is of the form

$$
\begin{aligned}
F_{r} & =F_{\max } \cdot \cos \left[M \phi-\left(M-v_{r}\right) \omega_{0} t+\frac{\pi}{2}+\alpha\right] \\
& =-F_{\max } . \sin \left[M \phi-\left(M-v_{r}\right) \omega_{0} t+\alpha\right]
\end{aligned}
$$

and attains its maxima in phase with the radial velocity components $\dot{x}_{\mathrm{n}}$ of the particles.
$\frac{F_{E}}{F_{M}}=2\left(\frac{R_{S}}{B Z_{O}}\right)^{2}$ if the factor $f\left(\frac{h}{a}\right)$-- whose analogue was not evaluated for the electric field -- is ignored. We therefore estimate the corresponding electric field contribution to the lapse rate as

$$
\frac{I}{\tau_{E}}=\frac{N r_{e} \omega R_{s}}{2 \pi \beta \gamma v_{r} h Z_{o}}
$$

and take the total lapse rate to be

$$
\frac{1}{\tau}=\frac{1}{\tau_{M}}+\frac{1}{\tau_{E}}
$$

with the greater contribution normally arising from the term $\frac{l}{\tau_{M}}$.
IV. NUMERICAL EXAMPIE

As a numerical example, suppose

$$
\begin{aligned}
& \gamma=5, \quad \beta=0.98, \quad r_{e}=2.82 \times 10^{-13} \mathrm{~cm}, \quad v_{r}=\frac{3}{4}, \\
& R_{S}=50 \text { ohms per square }, \quad \omega=4.4 \times 10^{-8} \mathrm{sec}^{-1}
\end{aligned}
$$

(as would correspond to $\Delta=2 \times 10^{-6} \mathrm{~cm}$ and $\delta=6 \times 10^{-3} \mathrm{~cm}$, if $\rho=1.0 \times 10^{-4} \mathrm{ohm} \cdot \mathrm{cm}$ ),

$$
h=3.5 \mathrm{~cm}, \quad \text { and } f\left(\frac{h}{a}\right)=0.56
$$

Then the magnetic contribution to the lapse rate is characterized by the e-folding time .

$$
\tau_{M}=\frac{4 \pi \gamma v_{r} h R_{S}}{N r_{e} \beta \omega Z_{o} f\left(\frac{h}{a}\right)}
$$

$$
\begin{aligned}
& =4 \pi \frac{5 \times \frac{3}{4} \times 3.5 \times 50}{\mathrm{~N} \times 0.98 \times 2.82 \times 10^{-13} \times 4.4 \times 10^{-8} \times 377 \times 0.56} \\
& =\frac{3.2 \times 10^{5}}{\mathrm{~N}} \mathrm{sec} .
\end{aligned}
$$

Thus, for $\mathbb{N}=10^{11}, 10^{12}$, or $10^{13}$ particles, one respectively obtains, from the magnetic field alone, a growth time

$$
\tau_{\mathrm{M}}=3.2 \mu \mathrm{sec}, \quad 320 \mathrm{~ns}, \quad \text { or } 32 \mathrm{~ns}
$$

in the absence of any suppression of the instability through the mechanism of Landau damping. One normally would expect the growth rate of the instability to be increased, and the characteristic growth time to be correspondingly decreased, by a few percent due to the concurrent effect of the quadrature electric field.

## APPENDIX A

The Quadrature Magnetic Field From A Straightened-Out Beam Oscillating Vertically Between Thin Top and Bottom Imperfectly-Conducting Plates

As Dr. Sessler has reminded us, previous workers have investigated -again for a straightened-out geometry -- a problem similar to that considered in Sect. IIA of the present report but in which the resistive wall completely enclosed the beam current $I$. Thus it may be of some interest here first to inquire whether the presence of resistive strips solely above and below the beam ( $x= \pm h$ ) would lead to a quadrature component of magnetic field, $\left.B_{I}\right|_{z=0}$, similar to that cited in the body of this report. [In Appendix B a similar investigation is made for a transversely oscillating beam centrally located within a thin-walled resistive tube of circular cross-section.]

Proceeding as before, we have

$$
\begin{aligned}
\left.\dot{A}_{y}\right|_{x= \pm h} & = \pm \frac{\mu_{0} I}{2 \pi} \frac{h}{h^{2}+z^{2}} \dot{x}_{b} \\
& = \pm \frac{\mu_{0} I}{2 \pi} \omega A \frac{h}{h^{2}+z^{2}} \sin \left(\frac{y}{a}-\omega t\right)
\end{aligned}
$$

and

$$
J_{y}=\mp \frac{\mu_{0} I}{2 \pi R_{s}} \omega_{A} \frac{h}{h^{2}+z^{2}} \sin \left(\frac{y}{a}-\omega t\right) .
$$

Then, at the location of the beam, we have

$$
\left.B_{z_{I}}\right|_{\text {near beam }}=\int_{-\infty}^{\infty} \frac{\mu_{0} h}{2 \pi\left(h^{2}+z^{2}\right)}\left[\left.J_{y}\right|_{x=h}-\left.J_{y}\right|_{x=-h}\right] d z
$$

$$
\begin{aligned}
& =-\frac{\mu_{0}^{2} \omega I}{2 \pi^{2} R_{s}} A \cdot\left[\int_{-\infty}^{\infty} \frac{h^{2}}{\left(h^{2}+z^{2}\right)^{2}} d z\right] \sin \left(\frac{y}{a}-\omega t\right) \\
& =-\frac{\mu_{0}^{2} \omega I}{4 \pi h R_{s}} A \sin \left(\frac{y}{a}-\omega t\right),
\end{aligned}
$$

a result that is precisely identical to that found in the body of this report (Sect. IIA) for a straightened-out beam oscillating transversely between imperfectly-conducting side plates.

## APPENDIX B

The Quadrature Magnetic Field From A Straightened-Out Beam Oscillating Transversely within a Thin-Walled Resistive Tube of Circular Cross-Section

The analysis of Appendix $A$, for a straight beam oscillating vertically between top and bottom plates, led to the same quadrature magnetic-field component ( $\mathrm{B}_{\mathrm{z}_{\mathrm{I}}}$ ) as was obtained in the body of this report for the case in which the conducting plates were at the side. We now sketch a similar analysis for a straight beam centrally located within a thin walled circular tube and oscillating transversely in the $x$ direction.

In the same spirit as in the preceding work we accordingly write

$$
\left.\dot{A}_{y}\right|_{0 \text { wall }}=\left.\frac{\mu_{0} I}{2 \pi}\left[\frac{x-x_{b}}{\left(x-x_{b}\right)^{2}+\left(z-z_{b}\right)^{2}}\right]\right|_{\substack{x_{b} \rightarrow 0 \\ z_{b} \rightarrow 0}} ^{\dot{x}_{b}}
$$

$$
=\frac{\mu_{0} I}{2 \pi h} \sin \theta \dot{x}_{b}
$$

with $\theta$ measured from the positive $z$ axis toward the positive $x$ axis* and (in analogy to the notation for the previous planar situations) $h$ denotes the radius of the circular tube.

* i.e., $z=h \cos \theta$ and $y=h \sin \theta$ at the wall, so that a positive rotation of $\theta$ would advance a right-handed screw in the direction of the positive $y$ axis. Similarly $r$ will denote here the plane-polar radial coordinate in the transverse $x, z$ plane.

Then

$$
J_{y}=-\frac{\mu_{0} I}{2 \pi h R_{s}} \omega A \sin \theta \sin \left(\frac{y}{a}-\omega t\right) .
$$

The local transverse variation of the magnetic field associated with $J_{y}$ may be described in terms of a (harmonic) vector potential

$$
A_{y_{I}}=-\frac{\mu_{0}^{2} \omega I}{4 \pi R_{S}} A\left\{\begin{array}{l}
\frac{h}{r} \\
\frac{r}{h}
\end{array}\right\} \quad \sin \theta \sin \left(\frac{y}{a}-\omega t\right) \quad \begin{aligned}
& h \leqslant r \\
& \\
& r \leqslant h
\end{aligned}
$$

and leads to a uniform (z-directed) field

$$
B_{z_{I}}=-\frac{\mu_{0}^{2} \omega I}{4 \pi h R_{S}} A \sin \left(\frac{y}{a}-\omega t\right)
$$

in the interior ( $r<h$ ) -- as is characteristic of a first-harmonic surfacecurrent distribution on the surface of a circular cylinder. Again this result is seen to be identical to the result obtained earlier for side plates (Sect. IIA) and for top and bottom plates (Appendix A).

## APPENDIX C

The Quadrature Magnetic Field of a Ring Current Oscillating Transversely Between Thin, Imperfectly-Conducting Side Plates

In Sect. IIA of this report the quadrature magnetic image field was evaluated for a straightened-out beam. We here revise that analysis to take into account the curved (circular) character of the reference orbit. The vector potential $\vec{A}=A_{\phi} \hat{e}_{\phi}$, that describes the magnetic field for an isolated d.c. beam of current $\mathrm{I}_{\Phi}$ circulating about the z axis, may be written

$$
A_{\phi}=\frac{\mu_{0}}{2} \quad I a \int_{0}^{\infty} J_{1}(k a) J_{1}(k r) e^{-k|z|} d k,
$$

where "a" denotes the radius of the ring current. * If the beam has its center displaced from the origin of the coordinate system to a point with polar coordinates $A, \phi_{b}$, this same result may be written

$$
A_{\phi}=\frac{\mu_{0}}{2} I a \int_{0}^{\infty} J_{1}(k a) J_{1}\left(k\left[r-A \cos \left(\phi-\phi_{b}\right)\right] e^{-k|z|} d k\right.
$$

for A small.

* As a check, one may note that the $B_{z}$ field on the axis is given by

$$
\begin{aligned}
\left.B_{z}\right|_{r=0} & =L_{r \rightarrow 0}\left[\frac{1}{r} \frac{\partial}{\partial r}\left(r A_{\phi}\right)\right]=\frac{\mu_{0}}{2} \int_{0}^{\infty} k J_{I}(k a) e^{-k|z|^{0}} d k \\
& =\frac{\mu_{0}}{2} I \frac{a^{2}}{\left(a^{2}+z^{2}\right)^{3 / 2}}
\end{aligned}
$$

by use of the formula cited, in agreement with the well known result [MKS units] for the field on the axis of a circular current loop.

If the beam is precessing, additional current components in principle may be present, but the expression just written still may represent a major part of the vector potential -- with $A$ denoting the radius of the circle described by the orbit center as a result of the precession and $\phi_{b}$ advancing at the angular rate of precession ( $\omega$ ). Under these circumstances, the time derivative of the vector-potential component $A_{\phi}$ is given by

$$
\dot{A}_{\phi}=-\frac{\mu_{0} \omega I a A}{2} \int_{0}^{\infty} k J_{1}(k a) J_{l}^{\prime}\left(k\left[r-A \cos \left(\phi-\phi_{b}\right)\right] \sin \left(\phi-\phi_{b}\right) e^{-k|z|_{d k}}\right.
$$

where the prime on the second $J_{1}$ function denotes differentiation of this function with respect to its argument. The induced surface-current density (per unit width) then is

$$
\begin{aligned}
J_{\phi} & =-\left.\frac{1}{R_{S}} \dot{A}_{\phi}\right|_{z= \pm h} \\
& =\frac{\mu_{0} \omega I a A}{2 R_{S}} \int_{0}^{\infty} k J_{1}(k a) J_{1}^{\prime}(k[r-A \cos (\phi-\phi b)]) \sin \left(\phi-\phi_{b}\right) e^{-k h_{d}} \\
& =\frac{\mu_{0} \omega I a}{2 R_{S}} \int_{0}^{\infty} k e^{-k h} J_{1}(k a) J_{l}^{\prime}\left(k r_{I}\right) \sin \phi_{I} d k
\end{aligned}
$$

where we have introduced $r_{1}, \Phi_{1}$ as the polar coordinates of the observation point relative to the precessing beam center.

Such a current distribution will give rist to a supplemental magnetic field that can be derived from a vector potential

$$
A_{\Phi_{I_{I}}}= \begin{cases}\int_{0}^{\infty} C(k) e^{-k h}\left(e^{k z}+e^{-k z}\right) J_{1}^{\prime}\left(k r_{1}\right) \sin \Phi_{1} d k & |z| \leqslant h \\ \int_{0}^{\infty} C(k)\left(e^{k h}+e^{-k h}\right) e^{-k|z|_{J_{1}}^{\prime}}\left(k r_{1}\right) \sin \phi_{1} d k & h \leqslant|z|\end{cases}
$$

(an even function of $z$ ), where the coefficient $C(k)$ is determined by the requirement $H_{r_{1}},\left.I\right|_{z=h^{+}}-H_{r_{1}},\left.I\right|_{z=h^{-}}=J_{\phi} \quad$ to be

$$
C(k)=\frac{\mu_{0}^{2} \omega I a A}{4 R_{s}} e^{-k h} J_{1}(k a)
$$

Thus, in the region $|z|<h$, the supplemental magnetic field may be obtained from the vector potential

$$
A_{\phi_{I I}}=\frac{\mu_{0}^{2} \omega I a A}{2 R_{s}} \int_{0}^{\infty} e^{-2 k h_{1}} \operatorname{Coshkz} J_{1}(k a) J_{1}^{\prime}\left(k r_{I}\right) \sin \phi_{1} d k
$$

Accordingly, by evaluating $\frac{l}{r_{1}} \frac{\partial}{\partial r_{I}}\left(r_{1} A_{\Phi_{1}}, I\right)$ at $r_{1}=a, z=0$ we obtain

$$
B_{z_{I}}=\frac{\mu_{0}^{2} \omega I}{2 R_{S}} A\left[\int_{0}^{\infty} e^{-2 k h}\left(\frac{1}{k a}-k a\right)\left[J_{1}(k a)\right]^{2} d k\right] \sin \left(\phi-\phi_{b}\right)
$$

We denote the integral show in the square brackets by $-\frac{I}{2 \pi h} f\left(\frac{h}{a}\right)$ with the expectation that $f\left(\frac{h}{a}\right) \sim 1$ for $h \ll a$ [see below]. In terms of this notation

$$
B_{z_{I}}=-\frac{\mu_{0}^{2} \omega I}{4 \pi h R_{s}} A f\left(\frac{h}{a}\right) \sin \left(\phi-\phi_{b}\right) .
$$

The radial coordinate of the beam at a particular point (as distinguished from the coordinate of a particular particle in the beam) departs from the reference value "a" by the amount $A \cos \left(\phi-\phi_{b}\right)$, for $A \ll a$, where $\phi_{b}$ advances at the angular rate $\omega$. The quantity $\omega A \sin \left(\phi-\Phi_{b}\right)$ accordingly is analogous to the transverse velocity $\dot{x}_{b}$ of the line current for which the magnetic field was evaluated in Sect. IIA. Thus by re-writing the expression given immediately above as

$$
B_{Z_{I}}=-\frac{\mu_{o}^{2} I}{4 \pi h R_{S}} f\left(\frac{h}{a}\right) \dot{x}_{b}
$$

the results previously obtained for this magnetic field component are seen to be applicable if adjusted by inclusion of the correction factor

$$
\begin{aligned}
f\left(\frac{h}{a}\right) & =-2 \pi h \int_{0}^{\infty} e^{-2 k h}\left(\frac{1}{k a}-k a\right)\left[J_{1}(k a)\right]^{2} d k \\
& =2 \pi \int_{0}^{\infty} e^{-2 v}\left(\frac{v}{h / a}-\frac{h / a}{v}\right)\left[J_{1}\left(\frac{v}{h / a}\right)\right]^{2} d v
\end{aligned}
$$

The correction factor $f\left(\frac{h}{a}\right)$ has been evaluated numerically ${ }^{*}$ for several values of its argument, with the results tabulated below and $f\left(\frac{h}{a}\right)$ becoming * Teletype program ROMBESI, used in conjunction with BESTABI that contains coeffcients for evaluating the Bessel function $J_{1}$, and the remote-submittable program BESSI. The integration variable $x$ in these programs is taken to be given by $v=\frac{x}{1-x}$, so that $d v=\frac{d x}{(1-x)^{2}}$ and the range of integration is $0 \leqslant x \leqslant l$. The required values of $J$ are obtained by means of "polynominal approximations" attributed to E.E. AIIen and quoted as equations 9.4.4 and 9.4.6 by F.W.J. Oliver in M. Abramowitz and I.A. Stegun (Eds.), "Handbook of Mathematical Functions", Chap. 9, pp. 369-370.
close to unity for $\frac{h}{a}$ small (as expected).

| $\frac{h}{a}$ | $f\left(\frac{h}{a}\right)$ |
| :---: | :---: |
| 0.010 | 0.9698 |
| 0.020 | 0.9414 |
| 0.025 | 0.9277 |
| 0.030 | 0.91429 |
| 0.040 | 0.88838 |
| 0.05 | 0.863479 |
| 0.10 | 0.751155 |
| 0.15 | 0.654167 |
| 0.20 | 0.568507 |
| 0.25 | 0.491871 |
| 0.30 | 0.422817 |
| 0.35 | 0.360392 |
| 0.40 | 0.303924 |
| 0.45 | 0.252901 |
| 0.50 | 0.206901 |
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ABSTRACT

The theory of coherent transverse oscillations of two particle species is extenced to incluce strong species-species and image forces. It is shown that in general the species-species foree can considerably alter the instability thresnoid. Conversely, it is shown that the limit on the performence of an electron riñ accelerator imposed by the requirenent of stable ion electron oscillations, is not significantly improved $b_{j}$ tine inclusion of images.

[^36]
## 1. INIRODUCTION

The transverse coupling instability of relativistic stabilized beams has long been a subject of intensive study (e.g. ref. l-5). Recently, it has been emphasized, 5) that this two-stream instability can impose a severe limit to the acceleration rate attainable in an electron ring accelerator (ERA) .

A similar type of instability can also occur in synchrotrons or storage rings when particles of the opposite charge are trapped in the main beam. 6), 7), 8)

In the present note we extend the theory to include -- in an approximate way -- the influence of space-charge forces acting between particles of the same beam ("species-species forces"), as well as image forces due to the presence of walls. For simplicity, and because they are the most unstable modes, we shall concentrate on dipole oscillations.

We find that species-species forces and images can considerably -- and in many cases adversely -- affect the instability threshold. In fact, to explain the instability in the Bevatron it seems vital to include electron electron forces in the theory.

In an electron ring accelerator acceleration column, where axial focussing is provided only by ion-electron forces and electron images, we hoped that the inclusion of images would relax the ion-electron instability threshold. We shall show this is not the case.

## 2. OUPLINE OF THE SOLUTION

We start with the equation of motion for a test particle of each species. We include three types of forces, a "single particle force", a "coherent force" and a "coupling force". The single particle force is proportional to the displacement of the test particle, the coherent force is proportional to the displacement of the entire same beam of particles * similar to the test particle, and the coupling force is proportional to the displacement of the other beam. Each of these force coefficients is modified by images and/or species-species forces.

We assume harmonic oscillation of the beam centers and average the single particle response over all beam particles. The averaging process takes frequency spread into account. The eigenvalues and eigenvectors, of the coupled system which describes the motion of the two beam centers,
determine the mode frequency (and hence thresholds and growth rates) and the relative amplitudes of the two beams.

## 3. EQUATIONS OF MOTION

To be specific, and clearly without loss of generality, we take the beam species to be electrons (the replacements for proton beams is made in Section 7). We normalize all frequencies to the average electron revolution frequency ( $\Omega_{0}$ ) and denote the beam (electron) frequencies by lower case q's and the stationary species (proton) frequencies by capital Q's. The equations of motion of the two test particles are

$$
\begin{aligned}
& \frac{1}{\Omega_{0}^{2}}\left(\frac{\partial}{\partial t}+\Omega \frac{\partial}{\partial \theta}\right)^{2} x+q^{2} x+q_{u}^{2} \bar{x}-q_{c}^{2} \bar{y}=0, \\
& \frac{1}{\Omega_{0}^{2}} \frac{\partial^{2} y}{\partial t^{2}}+Q^{2} y+Q_{u}^{2} \bar{y}-Q_{c}^{2} \bar{x}=0,
\end{aligned}
$$

where $x$ and $y$ are the transverse coordinates (in the same direction) of the test electron and test ion.

The quantities $q^{2}, Q^{2}, q_{u}^{2}$, etc. will be discussed in more detail in the examples given below. We remark, here, that in the absence of speciesspecies forces and of images:

$$
\begin{align*}
& q^{2}=q_{c}^{2}+q_{0}^{2} \frac{\Omega^{2}}{\Omega_{0}^{2}}\left(=Q_{e}^{2}=Q_{1}^{2}+\lambda^{2}\right) \\
& q_{u}^{2}=0  \tag{2}\\
& \left(q_{c}^{2}=Q_{1}^{2}\right) \\
& Q^{2}=Q_{c}^{2}=\frac{m \gamma}{M} f q_{c}^{2}\left(=Q_{i}^{2}\right) \\
& Q_{u}^{2}=0
\end{align*}
$$

where we give in parentheses the notation of Koshkarev and Zenkevitch 5) The externil focussing is characterized by $q_{0}^{2}, \frac{m \gamma}{M}$ is the (relativistic) mass ratio between electrons and ions, and $f=\frac{N_{i}}{N_{e}}$ the fractional ion loading. The quantities $q_{c}$ and $Q_{c}$ are -- in this approximation -- the electron and ion bounce frequencies in the potential well of the other beam. The quantities $q_{u}^{2}$ and $Q_{u}^{2}$ are in general closely related to the coefficient ( $U+V+i V$ ) of Ref. 9) which determines single beam stability (resistive wall effect, etc.). For the electrons we have, e.g.,

$$
\begin{equation*}
q_{u}^{2} \approx-2 q o_{0}^{-1}(U+v+i v) \tag{3}
\end{equation*}
$$

4. SOLUTTION

We solve (1) by assuming that the beam centers oscillate harmonically j.n time and space:

$$
\begin{align*}
& \bar{x}=\bar{\xi} \exp \left[i\left(n \theta-v \Omega_{o} t\right)\right] \\
& \bar{y}=\zeta \exp \left[i\left(n \theta-v \Omega_{o} t\right)\right], \tag{4}
\end{align*}
$$

and regarding the $\bar{x}$ - and $\bar{y}$ - terms in (1) as driving forces. In finding the response of the test particle we, as is usual in Landau damping calcula.tions, ignore transients and take $\operatorname{Im}(v) \geq+0$-- hence concentrating on the unstable range.

In the case where nonlinearity in the oscillation direction is negligible the single particle response $\xi$ and $\zeta$ is simply the steady state solution of a driven harmonic oscillator. In the case of importent nonIinearity in the oscillation we use the results of Rer. 10) to obtain approximate expressions for $\xi$ and $\zeta$ valid for small amplituce and small nonlineurity.

We introduce normalized distribution functions $f(p), \dot{g}\left(a^{2}\right), h\left(b^{2}\right)$ for the electrons, and $F(p), G\left(a^{2}\right), H\left(b^{2}\right)$ for the ions, that describe the momentum distribution, and the distribution of the incoherent betatron amplituies of the particles, with $b$ referring to the direction of the oscillation. We assune that the distributions are uncorrelated so that the beari center is determined by:

$$
\begin{equation*}
\bar{\xi}=\int \xi f(p) g\left(a^{2}\right) h\left(b^{2}\right) d p d a^{2} d b^{2} \tag{5}
\end{equation*}
$$

$$
\begin{equation*}
\zeta=\int \zeta F(p) G\left(a^{2}\right) H\left(b^{2}\right) d p d a^{2} d b^{2} . \tag{5}
\end{equation*}
$$

Thus we obtain:

$$
\begin{align*}
& \bar{\xi}\left(I+i_{u}\right)-\bar{\zeta} i_{c}=0,  \tag{6}\\
& \bar{\zeta}\left(I+I_{u}\right)-\bar{\xi} I_{c}=0,
\end{align*}
$$

where

$$
\begin{align*}
& i_{u}=\int q_{u}^{2} \frac{f(p)\left[-b^{2} h^{\prime}\left(b^{2}\right)\right] g\left(a^{2}\right)}{q^{2}-\left(v-n \frac{\Omega}{\Omega_{0}}\right)^{2}} d p d a^{2} d b^{2}, \\
& i_{c}=\int q_{c}^{2} \frac{f(p)\left[-b^{2} h^{\prime}\left(b^{2}\right)\right] g\left(a^{2}\right)}{q^{2}-\left(v-n \frac{S_{l}}{\Omega_{0}}\right)^{2}} d p d a^{2} d^{2}, \tag{7}
\end{align*}
$$

and $I_{u}$ and $I_{c}$ are similar dispersion integrals for the ions (with $\Omega=0$ ).

## 5. APPROXTMATIONS

We know that the values of dispersion integrals, such as (7), are prinarily determined by the width of the distribution functions.9),11) Hence we approximate (7) by neglecting the variation of the $q^{2}$-coefficients in the numerator and keeping only the first-order variation of the coefficients in the denominator. Furthermore, we circumvent questions of self-consistency and assume that the coefficients and the distribution functions can be independently selected. Thus, we write the characteristic equation, associated with (6), in the form

$$
\begin{equation*}
\left(\Delta q^{2}+q_{u}^{2}\right)\left(\Delta Q^{2}+Q_{u}^{2}\right)-q_{c}^{2} Q_{c}^{2}=0 \tag{8}
\end{equation*}
$$

where:

$$
\begin{align*}
& 1 / \Delta q^{2}=\int \frac{f(p) g\left(a^{2}\right)\left[-b^{2} h^{\prime}\left(b^{2}\right)\right]}{q^{2}-(v-n)^{2}} d p d a^{2} d b^{2}, \\
& 1 / \Delta Q^{2}=\int \frac{F(p) G\left(a^{2}\right)\left[-b^{2} H^{\prime}\left(b^{2}\right)\right]}{Q^{2}-v} d p d a^{2} d b^{2} . \tag{9}
\end{align*}
$$

The combined effect of three spreads can be treated only with difficulty. Double dispersion integrals have in fact been treated in Ref. 11). The result is that the spread effective for damping is not the sum of the spreads, but rather the Landau damping is mainly determined by the larger of the two spreads. Hence we shall consider only the effect of a single spread; namely the largest.

Finally, one may make a further approximation which we call the "slow wave approximation"; namely we expand the denominators of (9) in partial fractions and keep the term which is largest when $v \approx(n-q)$, and when $v \approx Q$. In this approximation -- and by expanding $q \cong q_{0}+s(\partial q / \partial s)_{0}$, etc. -- (8) takes the form

$$
\begin{equation*}
\left(\Delta q-\frac{q_{u}^{2}}{2 q_{0}}\right)\left(\Delta Q+\frac{Q_{u}^{2}}{2 Q_{0}}\right)+\frac{q_{c}^{2} Q_{c}^{2}}{4 q_{0} Q_{0}}=0 \tag{10}
\end{equation*}
$$

with

$$
\begin{align*}
& \Delta q=\left[\int \frac{f(s) d s}{\left(n-q_{0}\right)-v+\Delta_{e}^{\prime} s}\right]^{-1}, \\
& \Delta Q=\left[\int \frac{F(s) d s}{Q_{0}-v+\Delta_{i}^{\prime} s}\right]^{-1}, \tag{11}
\end{align*}
$$

and

$$
\begin{gather*}
\Delta_{e}^{\prime}=\left[\frac{\partial}{\partial s}\left(n \frac{\Omega(s)}{\Omega_{0}}-q(s)\right)\right] . \\
\Delta_{i}^{\prime}=\left(\frac{\partial Q}{\partial s}\right)_{0} . \tag{12}
\end{gather*}
$$

The quantity $s$ is one of the spreading parameters $p, a^{2}$ or $b^{2}$, and

$$
\begin{align*}
& f(s) d s= \begin{cases}f(p) d p & \text { or } \\
g\left(a^{2}\right) d a^{2} & \text { or } \\
-b^{2} \frac{d h\left(b^{2}\right)}{d b^{2}} d b^{2} & \text { [see ref. } 8]\end{cases}  \tag{13}\\
& \int f(s) d s=1
\end{align*}
$$

Alternatively, we employ the term "improved slow wave approximation" for the approximation in which we retain (8) but approximate the factors that
arise from the fast-wave terms by the $v$-value ( $n-q$ ) and $Q$.

## 6. STABIIITY COIDITIONS

## A. Analytic Results

Stability conàitions can be obtained from (8) or (10), by finding the boundary (on which $v$ is real) of the unstable zone (in which the imaginary part of $v$ is positive). To this end, the integrals of. (9), or (11), need to be evaluated; and in Table $I$ we summarize results, for the essential component of (9) and (11), resulting from two different choices of distribution functions. The Lorentzian distribution is studied, despite its unphysically long tails, because the analysis is simple and because it can be employed to establish an interesting general result (see Sect. 8). For accurate results, a truncated distribution is required.

In the case of $\delta$-functions for $f(s)$ and $F(s)$ (no frequency spreads) the eigenfrequencies are determined from

$$
\begin{equation*}
\left[(v-n)^{2}-q^{2}-q_{u}^{2}\right]\left[v^{2}-Q^{2}-Q_{u}^{2}\right]-q_{c}^{2} Q_{c}^{2}=0 \tag{14}
\end{equation*}
$$

For a Lorentzian line, $\left[f(s) \propto\left(4 s^{2}+\Delta_{e}^{2}\right)^{-1} ; F(s) \propto\left(4 s^{2}+\Delta_{i}^{2}\right)^{-1}\right]$, with equal slow wave and fast wave frequency spread and with $\Delta_{e}$ and $\triangle_{i}$ the full widths at half maximun, equation (14) is valid with $v \rightarrow v+i \Delta_{e} / 2$ in the first factor and $v \rightarrow v+i \triangle_{i} / 2$ in the second factor. If, in addition, $\Delta_{e} \approx \Delta_{i}=\Delta$, the condition for stability is

$$
\begin{equation*}
\Delta \geqslant 2\left(1 / \tau_{0}\right), \tag{15}
\end{equation*}
$$

where $\tau_{0}^{-1}$ is the growth rate in the absence of dispersion.
In the neiçhborhood of a resonance we may use the improved slow-wave approxination. Iri the absence of frequency spread, (14) yields

$$
\begin{equation*}
v=\widetilde{Q}+d \pm i \sqrt{\frac{q_{c}^{2} Q_{c}^{2}}{4 \tilde{0} \tilde{q}}-d^{2}}, \tag{16}
\end{equation*}
$$

where

$$
\begin{align*}
& \mathrm{d}=\frac{1}{2}(n-\tilde{a}-\tilde{Q}), \\
& \tilde{\mathrm{a}}^{2}=Q^{2}+Q_{u}^{2}, \tag{17}
\end{align*}
$$

$$
\begin{equation*}
\tilde{q}^{2}=q^{2}+q_{u}^{2}, \tag{17}
\end{equation*}
$$

and resonance occurs when $d \approx 0$. For the Lorentzian line, and in improved slow wave approximation,

$$
\begin{equation*}
v=\tilde{Q}+d-i\left(\frac{\Delta_{e}+\Delta_{i}}{4}\right) \pm i \sqrt{\frac{q_{c}^{2} Q_{c}^{2}}{4 \tilde{q} \tilde{Q}}-\left[d-i\left(\frac{\Delta_{e}-\triangle_{i}}{4}\right)\right]^{2}} \tag{18}
\end{equation*}
$$

with $\Delta_{p}$ and $\Delta_{e}$ the full widths at half maximum in the frequencies $Q$ and $\left|n \frac{\Omega}{\Omega_{0}}-q\right|$. Stability of the solution (18) requires spreads such that

$$
\begin{equation*}
\Delta_{e} \Delta_{i} \geqslant \frac{q_{c}^{2} Q_{c}^{2}}{\tilde{q} \tilde{Q}}\left[1+\left(\frac{4 \alpha}{\Delta_{e}+\Delta_{i}}\right)^{2}\right]^{-1} \tag{19}
\end{equation*}
$$

To suppress an instability that occurs within a narrow resonant frequency band (where $d$ will be close to zero), (19) provides the convenient sufficient condition

$$
\begin{equation*}
\Delta_{e} \Delta_{i} \geqslant \frac{q_{c}^{2} Q_{c}^{2}}{\tilde{q} \tilde{Q}} \tag{20}
\end{equation*}
$$

For values of $q_{0}$ etc. that are considered to be essentially known (e.g., from Table II). It is of interest to note, from (19) or (20), that both $\Delta_{e}$ and $\Delta_{i}$ must be non-zero to suppress the instability.5)

Finally we turn to the case of the semi-circular distribution (see Table I). For this distribution the damping is very different for the fast and the slow waves and hence it is not reasonable to assume $\Delta_{+}=\Delta_{-}$。 Rather, we employ the slow wave approximation and completely disregard the non-resonant fast wave to obtain:

$$
\begin{align*}
v=Q & +\frac{Q_{u}^{2}}{Q}+d_{1}-\frac{i}{2}\left(\bar{\Delta}_{e}+\bar{\Delta}_{i}\right) \\
& \pm i \sqrt{\frac{q_{c}^{2} Q_{c}^{2}}{q Q}-\left[d_{1}-\frac{i}{2}\left(\bar{\Delta}_{e}-\bar{\Delta}_{i}\right)\right]^{2}} \tag{21}
\end{align*}
$$

with

$$
\begin{equation*}
d_{1}=\frac{1}{2}\left[\left(n-q-\frac{q_{u}^{2}}{q}\right)-\left(Q+\frac{Q_{u}^{2}}{Q}\right)\right], \tag{22}
\end{equation*}
$$

$$
\begin{align*}
& \bar{\Delta}_{e}=\sqrt{\Delta_{e}^{2}-(n-q-v)^{2}} \\
& \bar{\Delta}_{i}=\sqrt{\Delta_{i}^{2}-(Q-v)^{2}} \tag{22}
\end{align*}
$$

After considerable algebraic manipulation it can be seen that stability requires:

$$
\begin{equation*}
\bar{\Delta}_{e} \bar{\Delta}_{i} \geq \frac{q_{c}^{2} Q_{c}^{2}}{q Q}\left[1+\left(\frac{2 \alpha_{1}}{\bar{\Delta}_{e}+\bar{\Delta}_{i}}\right)^{2}\right]^{-1} \tag{23}
\end{equation*}
$$

Again within a narrow band of instability, associated with the resonance $d_{1} \cong 0$ (where $n-q-v \cong q_{u}^{2} / q$ and $|Q-v| \cong Q_{u}^{2} / Q$ ), we may write

$$
\bar{\Delta}_{e} \bar{\Delta}_{i} \geqslant \frac{q_{c}^{2} Q_{c}^{2}}{q Q}
$$

or

$$
\begin{equation*}
\left[\Delta_{e}^{2}-\left(\frac{q_{u}^{2}}{q}\right)^{2}\right]^{1 / 2}\left[\Delta_{i}^{2}-\left(\frac{Q_{u}^{2}}{Q}\right)^{2}\right]^{1 / 2} \geqslant \frac{q_{c}^{2} Q_{c}^{2}}{q Q} \tag{24}
\end{equation*}
$$

as a sufficient condition for suppression of the instability. The second of the forms (24) clearly implies that we must require

$$
\Delta_{e}>\left|\frac{q_{u}^{2}}{q}\right|
$$

and

$$
\begin{equation*}
\Delta_{i}>\left|\frac{Q_{u}^{2}}{Q}\right| \tag{25}
\end{equation*}
$$

The condition (23) is similar to the condition (19) found for the Lorentzian distribution -- or (24) is similar to (20) -- but with the width parameters modified to correct for the anomolous results arising from the extensive tails of the Lorentz distribution [ $\mathrm{e} . \underline{\mathrm{g}}$., in the manner suggested by (29) of Sect. 6B below]. It is evident that for weve frequencies removed from the central beam frequency there is reduced Landau damping. With the abruptly terminated semi-circular distributions that led to (23) et seq., this limitation is explicitly indicated by the conditions (25). Again we note that both $\bar{\Delta}_{e}$ and $\bar{\Delta}_{i}$ must be non-zero to insure stability.
B. Numerical Formulation

For numerical work we proceed directly from (8) and (9) and again employ Lorentzian distributions in $s$, with $\delta_{ \pm}$denoting full widths at half maximum in the quantities $\left|n \frac{\Omega}{\Omega_{0}} \pm q\right|$ for the fast and slow waves of the electron component and $\Delta_{ \pm}$correspondingly for the ions. If we then let

$$
\begin{equation*}
x_{\mp}=v-\left(n \mp q_{0}\right), \quad X_{\mp}=v \pm Q_{0}, \tag{26}
\end{equation*}
$$

and write

$$
\begin{align*}
& g_{\mp}=x_{\mp}+i \delta_{\mp}, \quad G_{\mp}=X_{\mp}+i \Delta_{\mp},  \tag{27}\\
& h=g_{+}-g_{-}-2 q_{0}, \quad H=G_{+}-G_{-}-2 Q_{0},
\end{align*}
$$

we then find

$$
\begin{align*}
{\left[q_{0}\left(x_{-}+g_{-}\right)\left(x_{+}+g_{+}\right)+h q_{u}^{2}\right] } & {\left[Q_{0}\left(X_{-}+G_{-}\right)\left(X_{+}+G_{+}\right)+H Q_{u}^{2}\right] }  \tag{28}\\
& -h H q_{c}^{2} Q_{c}^{2}=0
\end{align*}
$$

The imaginary parts of the expressions written above for $g_{\mathcal{F}^{\prime}} G_{\bar{F}}$ are seen to imply a damping that is independent of the distance by which the actual frequency is displaced from the peak of the distribution. This results from the unphysically extensive tails of the Lorentz distributions that were assumed for evaluation of $\Delta q^{2}$ and $\Delta Q^{2}$. For this reason we have elected to replace, in the numerical work, these expressions by

$$
\begin{align*}
& g_{\mp}=x_{\mp}+i \frac{\delta_{\bar{\mp}}^{2}}{\left|x_{\mp}\right|^{2}+\delta_{\mp}^{2}}\left|\delta_{\mp}\right|, \\
& G_{\mp}=x_{\bar{F}}+i \frac{\Delta_{\mp}^{2}}{\left|x_{\mp}\right|^{2}+\Delta_{\mp}^{2}}\left|\frac{\Delta_{\mp}}{\mp}\right| \tag{29}
\end{align*}
$$

in the expectation that a more realistic type of distribution will be described in this way. With this replacement we obtain an equation for
which roots have been sought computationally. ${ }^{\text {l2 }}$ )
From computational tests that employed parameters similar to those introduced in the example of the following Section, it was found (i) that the values of the fast-wave dispersion parameters $\delta_{+}, \Delta_{-}$for the two species had little effect on the stability threshold (although it may be necessary that they be, for example, some $3 \%$ of the respective slow-wave quantities $\hat{o}_{\ldots}, \Delta_{+}$), and (ii) that (19) [or (20)] can be safely taken as a stability criterion to be applied to the slow-wave dispersion parameters after modification in the manner indicated by (29). It was confirmed, moreover, that, as expected, 5) stabilization could not be obtained by introducing dispersion into just one of the two species.

## 7. PROTON SYNCHROTRONS AMD STORAGE RING

We assums that electrons created by scattering with the background gas remain trapped in the circulation beam. Further, we assume the electrons to be uniformly distributed around the circumference, and we neglect the influence of the background gas ions. We take the proton and electron minor radii as equal.

The proton and electron frequencies relevant to this case are given in Table II. In many situations of interest one can use, to a good approximation, simplificd relations obtained by taking $q \approx v_{z_{0}}$ and neglecting images.

In this approximation the stability conditions (24) and (25) are conveniently expressed in terms of the "space charge $q$-shift", $q_{1}$, so that one requires

$$
\begin{align*}
& \bar{\Delta}_{e} \bar{\Delta}_{p}> \pm \frac{q_{1}^{3}}{v_{z_{0}}} \sqrt{\frac{M \gamma}{m}} \\
& \Delta_{e}>f q_{1} \sqrt{\frac{M \gamma}{m}}  \tag{30}\\
& \Delta_{p}>\frac{q_{1}^{2}}{\gamma^{2} v_{z_{0}}}
\end{align*}
$$

where

$$
\begin{equation*}
q_{1}^{2}=(2 / \pi) \frac{N_{p} r_{p} R}{\gamma b(a+b)} \tag{3I}
\end{equation*}
$$

Let us, as an example, discuss the case of the Bevatron, where an instability of the debunched beam at 6 GeV has been observed, and has been cured by the provision of clearing fields.7)

For typical operating conditions at 6 GeV we find $\mathrm{q}_{1}{ }^{2}=4 \times 10^{-3}$ and $v_{z_{0}} \approx 0.9$. (More details may be found in Ref. 13.) Fence, for stability we require

$$
\begin{equation*}
\sqrt{\Delta_{p}^{2}-\left(1.2 \times 10^{-4}\right)^{2}} \sqrt{\Delta_{e}^{2}-(6.3 f)^{2}} \geqslant 2.5 \times 10^{-2} f \tag{32}
\end{equation*}
$$

If we assume the relatively larée spreads $\Delta_{e}=1.5, \Delta_{p}=0.04$, we find a threshold neutralization $f=0.24$. Neglecting electron-electron forces, the threshold $i$ would be a tolerable $f>1$. Hence, in the case of the Bevatron, species-species forces appear to play a dominant role in the determination of the threshold. This situation is generally the case in a proton rine if the proton frequency spread is large and/or $\gamma$ is smail.

## 8. AXIAL STABIJIITY IN THE ERA

In the acceleration colvm of an ERA, or of any similar system in which translational invariance of the configuration can be legitimately assumed, it follows from equation (1) that

$$
\begin{align*}
& q^{2}+q_{u}^{2}-q_{c}^{2}=0 \\
& Q^{2}+Q_{u}^{2} \cdot Q_{c}^{2}=0 \tag{33}
\end{align*}
$$

From (17), we may write

$$
\begin{align*}
& \tilde{q}^{2}=q_{c}^{2},  \tag{34}\\
& \tilde{Q}^{2}=Q_{c}^{2} .
\end{align*}
$$

As we shali see below, the irvariance conditions imply that inages hardly effect the exial stability conditions in an ERA。

Frequency paraneters for an ERA have been derivea in Ref. (14). They are presented in Table III. These formulas can be simplified by assuming

$$
\begin{aligned}
& 1 \gg f>\frac{1}{r^{2}} \\
& \frac{R^{2}}{b(a+b)} \gg P / 8, \frac{\epsilon e}{\left(S_{e}-1\right)^{2}}
\end{aligned}
$$

in which case image contributions only appear in $q_{u}{ }^{2}$ and $q_{0}^{2}$. For the Lorentzian distribution, equation (14) is valid with the replacement discussed just following equation (14). In view of (33), this equation is independent of images. Thresholds are as has been discussed in the literature, 5) and above threshold we have the stability condition (20), which takes the image-independent form:

$$
\begin{equation*}
\Delta_{e} \Delta_{i} \geqslant q_{c} Q_{c} \tag{36}
\end{equation*}
$$

We note that the condition (36) will normally not be satisfied except for working points with very small values of $q_{c}$ and/or $Q_{c}$. Such working points, however, are unattractive because both $q_{c}$ and $Q_{c}$ are "figures of merit" of an ERA device -- since $Q_{c}{ }^{2}$ is a measure of the holding power of the ring and $q_{c}{ }^{2}$ determines the fractional ion loading.

For the semi-circular distribution, or the modified Lorentz distribution, the thresholds and damping conditions depend slightly upon the image terms. We have undertaken nunerical studies in order to ascertain the effect, on the instability, of images and dispersion. We concentrate on the $n=1$ (dipole) instability and we refer to Table III and postulate parameters such that $\gamma=40, C_{I} \equiv 4\left(\frac{\mu}{I_{e}}\right) \frac{R^{2}}{\mathrm{~b}(\mathrm{a}+\mathrm{b})}=5.0 \times 10^{-13}$,
$C_{2} \equiv 4\left(\frac{\mu}{\tilde{N}_{e}}\right) \frac{P}{8}=\frac{1}{60} \times 10^{-13}$, and $C_{3} \equiv 4\left(\frac{\mu}{N_{e}}\right) \frac{\epsilon_{e}}{\left(S_{e}-1\right)^{2}}=0.05 \times 10^{-13}$.
(Such coefficients might result, approximately, from $R=3.5 \mathrm{~cm}$, $\mathrm{a}=0.30 / \sqrt{2} \mathrm{~cm}, \mathrm{~b}=0.15 / \sqrt{2} \mathrm{~cm}$, and $\left.\left|\mathrm{s}_{\mathrm{e}^{-1}}\right|=0.625 / 3.5\right)$. Then, with $\mathrm{M} / \mathrm{m}=1836$, we write

$$
\begin{aligned}
& q_{u}^{2}=\left(C_{1} / 1600+C_{2}-K C_{3}\right) \cdot N_{e} \\
& q_{c}^{2}=\left(C_{1}+C_{2}-H C_{3}\right) \cdot N_{i} \\
& q^{2}=q_{c}^{2}-q_{u}^{2}
\end{aligned}
$$

$$
\begin{aligned}
& Q_{u}^{2}=(40 / 1836) q_{c}^{2} \\
& Q_{c}^{2}=(40 / 1836)\left(C_{1}+C_{2}-K C_{3}\right) \cdot N_{e}
\end{aligned}
$$

and

$$
Q^{2}=Q_{c}^{2}-Q_{u}^{2},
$$

where $\mathcal{K}$ is a "flag" that, if set equal to unity, introduces the effect of a strong electrostatic focussing. The dispersion may be controlled by means of a parameter $\eta$ such that $\delta_{-}=\delta_{+}=\eta q$ and $\Delta_{-}=\Delta_{+}=\eta Q$. With these substitutions introduced into (28), as modified by (29), one may solve for the roots, computationally, along a trajectory on which (for example) $f=\mathbb{N}_{i} / N_{e}$ is held constant, and so examine the variation of the threshold vs. the damping coefficient $\eta_{0}$. With the ratio $N_{i}: N_{e}$ equal to one and one-half percent, and with images absent ( $K=0$ ), one finds in this way virtually no change of the threshold until $\eta>0.4$, and even with $\eta$ as large as unity the particle abundances are permitted to increase by only 43 percent. Under similar circumstances dispersion is found to be somewhat more effective when image focussing is present ( $K=1$ ), but the gains are trivial until $\eta>0.4$ and $\eta$ should exceed 0.93 to achieve a doubling of the permissible particle numbers.

In examining an alternative trajectory on which the ratio $N_{i}: N_{e}$ is taken to be one-half of one percent, it appears desirable to have image focussing present ( $K=1$ ) since the ion focussing can be expected to be weak. Under these conditions the effect of the dispersion coefficient $\eta$ has been found to be somewhat greater than was the case for the trajectory mentioned earlier, although the effect remains small until $\eta$ exceeds $1 / 2$. Somewhat more striking effects do develop at the larger values of $\eta$-thus, with $N_{i} / N_{e}=0.005$, dispersion characterized by $\eta=0.88$ permits a doubling of the particle numbers and, at $\eta=1$ and $N_{e}=5 \times 10^{13}$, stability is obtained for $N_{i} \leqslant 4.67 \times 10^{11}$, i.e. for $f \leqslant 0.0093$ (cf. the Figure on $p$. 5 of ERAN-177, ${ }^{12 \text { ) which suggests the ability of strong dispersion to open }}$ up a narrow stable corridor through a region of small $\mathbb{N}_{i}$ ).

In summary, the numerical studies have shown that with physically achievable damping terms the stability threshold is only slightly changed from that which obtains in the absence of damping; a result in accord with (36) and with the conclusions of Zenkevich and Koshkarev. 5) We conclude that neither Landau damping nor image effects and species-species forces are capable of any considerable extension of the stable working range in an ERA-column.
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Table I - The Dispersion Integral I
a.) Definitions

$$
\begin{aligned}
& I=\int \frac{f(s) d s}{q^{2}-\left(v-n \frac{\sigma}{\Omega_{0}}\right)^{2}} \cong \frac{I}{2 q}\left[\int \frac{f(s) d s}{v-n \frac{\tilde{2}}{\Omega_{0}}+q}-\int \frac{f(s) d s}{v-n \frac{\Omega}{\Omega_{0}}-q}\right] \\
& q=q_{0}+\frac{\partial q}{\partial s} s \\
& \Omega=\Omega_{0}+\frac{\partial \Omega}{\partial s} s \\
& \Delta_{ \pm}=s_{1 / 2}\left|\frac{\partial q}{\partial s} \pm \frac{1}{\Omega_{0}} \frac{\partial \Omega}{\partial s}\right|
\end{aligned}
$$

$s_{1 / 2}$ is the half width of $f(s)$ (full width at half maximum or half width at bottom).
b.) Lorentzian Distribution

$$
f(s)=\frac{2}{\pi} \frac{s_{1 / 2}}{\left(s_{1 / 2}^{2}+4 s^{2}\right)}
$$

$$
I=\frac{1}{2 q_{0}}\left[\frac{1}{v-\left(n-q_{0}\right)+\frac{i \Sigma}{2}}-\frac{1}{v-\left(n+q_{0}\right)+\frac{1 \Delta_{+}}{2}}\right]
$$

If $\quad \Delta_{+}=\Delta_{-}$: $I=\frac{1}{q^{2}-\left(v+\frac{i \Delta}{2}-n\right)^{2}}$
c.) Semi-circle Distribution

$$
f(s)= \begin{cases}\frac{2}{\pi s_{1 / 2}^{2}} \sqrt{s_{1 / 2}^{2}-s^{2}} & |s| \leq s_{1 / 2} \\ 0 & |s| \geq s_{1 / 2}\end{cases}
$$

Table I (cont.)

$$
\begin{gathered}
I=\frac{1}{q_{0}}\left[\frac{1}{v-\left(n-q_{0}\right)+i \bar{\Delta}_{-}}-\frac{1}{v-\left(n+q_{0}\right)+i \bar{\Delta}_{+}}\right] \\
\bar{\Delta}_{+}=\sqrt{\Delta_{+}^{2}-\left[v-\left(n+q_{0}\right)\right]^{2}} \\
\bar{\Delta}_{-}=\sqrt{\Delta_{-}^{2}-\left[v-\left(n-q_{0}\right)\right]^{2}}
\end{gathered}
$$

1. Proton frequencies: ${ }^{+}$

$$
\begin{aligned}
q^{2}= & v_{z_{0}}^{2}+4 \mu\left[\frac{1}{b(a+b)}\left(f-\frac{1}{\gamma^{2}}\right)\right. \\
& \left.+\frac{\epsilon_{1}}{h^{2}}(f-1)-\frac{\epsilon_{\beta^{\beta^{2}}}^{g^{2}}}{g^{2}}\right] R^{2} \\
q_{u}^{2}= & \frac{4 \mu}{\gamma^{2}}\left[\frac{1}{b(a+b)}+\frac{\epsilon_{1}-\xi_{1}}{h^{2}}\right] R^{2} \\
q_{c}^{2}= & 4 i f\left[\frac{1}{b(a+b)}+\frac{\epsilon_{1}-\xi_{1}}{h^{2}}\right]_{R^{2}}^{2}=q_{u}^{2} f \gamma^{2}
\end{aligned}
$$

2. Electron frequencies $\left(\beta_{e}=0\right)$ :

$$
\begin{aligned}
& Q^{2}=4 \cdot \frac{M \gamma}{m}\left[\frac{1}{b(a+b)}(1-f)+\frac{\epsilon_{1}}{h^{2}}(1-f)\right] R^{2} \\
& Q_{u}^{2}=4 \mu \frac{M \gamma}{M} f\left[\frac{1}{B(a+b)}+\frac{\epsilon_{1}-\xi_{1}}{h^{2}}\right] R^{2}=q_{c}^{2} \frac{M \gamma}{m} \\
& Q_{c}{ }^{2}=4+\frac{M \gamma}{m}\left[\frac{1}{b(a+b)}+\frac{\epsilon_{1}-\xi_{1}}{h^{2}}\right] R^{2}=Q_{u}{ }^{2} / f
\end{aligned}
$$

where:

$$
\mu=\frac{N_{p} r_{p}}{2 \pi R \gamma} \quad f=\frac{N_{e}}{N_{p}},
$$

* Curvature effectis are ignored, and the beam is assignea to be centered in the vacuun chamber.
+ In writing the proton frequencies, we have set $\beta=1$, save in the last (magnetostatic) term of the equation for $q_{0}{ }^{2}$.
$\epsilon_{1}, \epsilon_{2}, \xi_{1}$ : Inage coefficients
$h$ : Half height of vacuai chamber
$g$ : Half height of macnet gap
$r_{p}$ : Classical proton radius
 1. Electron frequencies: ${ }^{1}$

$$
\begin{aligned}
& q_{0}^{2}=4 \mu\left[\frac{R^{2}}{D(a+b)}\left(f-\frac{1}{\gamma^{2}}\right)-\frac{P}{8}+\frac{\epsilon_{e}(1-I)}{\left(S_{e^{-I}}\right)^{2}}-\beta^{2} \frac{\epsilon_{m}}{\left(S_{m}-1\right)^{2}}\right] \\
& q_{u}^{2}=4 \mu\left[\frac{R^{2}}{b(a+b) \gamma^{2}}+\frac{P}{8}-\frac{\epsilon_{e}}{\left(S_{e^{-1}}\right.}+\beta^{2} \frac{\epsilon_{m}}{\left(S_{m}-1\right)^{2}}\right] \\
& q_{c}^{2}=4 \mu \tilde{T}\left[\frac{R^{2}}{D(2+b)}-\frac{\epsilon_{e}}{\left(S_{e}-1\right)^{2}}\right]
\end{aligned}
$$

2. Ion Ifequencies:

$$
\begin{gathered}
Q^{2}=4 \mu\left(\frac{m \gamma}{M}\right)(1-f)\left[\frac{R^{2}}{b(a \div b)}-\frac{\epsilon_{2}}{\left(S_{e}-1\right)^{2}}\right] \\
Q_{u}^{2}=q_{c}^{2} \frac{m \gamma}{M} \\
Q_{c}^{2}=q_{c}^{2} \frac{m \gamma}{M I},
\end{gathered}
$$

Where:

$$
\mu=\frac{N_{e} r_{e}}{2 \pi R \gamma}, \quad f=\frac{N_{i}}{\mathbb{N}_{e}} .
$$

* Uniforn external guide īield assumed.
$\dagger_{\beta_{e}} \approx 0$
$P=2 \ln [169 /(a+b)]$
$S_{e}=$ Radius of Electric imge cylinder/R
$S_{m}=$ Radius of magnetic image cylinder/R
$\epsilon_{e} \approx \epsilon_{m} \approx 0.125$ imege coefricients
$r_{e}$ : Classical electron radius
$\dagger \dagger$ We are indebted to Prof. M. Reiser for a recent communication concerning his analysis of toroidal field gradients [Max-Planck-Institute for Plasma Physics Report IPP 0/14 (Munich-Garching, July 1972)] that called to our attention the appropriate form of certain terms indicated in Table III.
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The "coherent force" to be applied in the case of an unbunched beam oscillating transversely with a displacement $y$ within a highly conducting chamber is normally taken to be expressible as ${ }^{l}$

$$
\begin{aligned}
F & =4 \lambda e\left[\xi_{1}-\beta^{2}\left(\xi_{1}-\epsilon_{1}\right)\right] \frac{y}{h^{2}} \\
& =\frac{2}{\pi} \frac{N r}{c^{2}} \\
R^{2} & \left(m_{0} c^{2}\right)\left[\xi_{1}-\beta^{2}\left(\xi_{1}-\epsilon_{1}\right)\right] y
\end{aligned}
$$

if D.C. magnetic image forces are negligible, where the first term within the square bracket arises from electric image terms and the second from currentimages. The portion of the formula that involves $\varepsilon_{1}-\epsilon_{1}$ is regarded as arising from the vertical movement (within a conventional synchrotron chamber) of the longitudinal D.C. beam current, which results in A.C. magnetic image fields (subject to boundary conditions appropriate to A.C. fields). These A.C. magnetic fields are consicered to be derivable, ${ }^{l}$ for a beam at $y=y_{l}$, from the image field computed at $y_{l}$ (through use of A.C. boundary conditions) for the beam at $y_{l}$ (contribution proportional to $\varepsilon_{1}$ ) minus the field similarly computed at $y$ for an undisplaced beam (contribution proportional to $\epsilon_{1}$ ). For a pair of plane-parallel conducting surfaces at $\pm$ h, $\epsilon_{1}=\pi^{2} / 48$ and $\xi_{1}=\pi^{2} / 16$; ${ }^{2}$ for a circularly cylindrical conducting tube of radius $h$ surrounding a beam on its axis, $\epsilon_{1}=0$ and $\xi_{1}=\frac{1}{2}$.

The terms shown in the expression for $F$ thus represent the effect of (i) a defocusing electric image field (e.s.u.)

$$
E=4 \lambda \varepsilon_{I} \frac{y}{h^{2}}
$$

and
(ii) a focucing murnet.ic: field (e.m.u.)

$$
H=4\left[\left(\varepsilon_{1}-\epsilon_{1}\right) \frac{y}{h^{2}} .\right.
$$

[^37]In certain cases of interest in which the chamber walls have appreciable resistance, the magnetic image fields given by the expression written immediately above will arise immediately from a stepdisplacement $y$ but subsequently will decay (due to attenuation and possible redistribution of the image currents) in a manner conveniently characterized by the characteristic Maxwell velocity 3 v ( $v=R_{S} / 2 \pi$ for surface resistance in e.m.u., or $v=2 R_{S} / \mu_{0}$ in the MKSA system) ${ }^{4}$ and a characteristic dimension $h$ of the structure. Thus, in particular, for an infinitesimal displacement of the beam from the axis of a thin circular cylinder of radius $h$, the decay is characterized by the simple factor $\exp \left[-v_{0}\left(t-t_{0}\right) / h\right]$. For currents suddenly established (or displaced) between two thin plane-parallel side plates, the time . dependence may be more elaborate, but the important initial decay again appears ${ }^{5}$ to be reasonably well represented by the exponential factor just mentioned, with $h$ now denoting the half-gap.

To obtain the time variation of the magnetic contribution $F_{M}$ to the force $\bar{r}$ when the displacement $y$ is an arbitrary (small) specified function of time, it therefore may be appropriate as well as convenient to write this contribution as arising from an image field

$$
H=\frac{4 I}{h^{2}}\left(\xi_{I}-\epsilon_{I}\right) \int_{-\infty}^{t} \dot{y}(\tau) \exp [-v \cdot(t-\tau) / h] d \tau
$$

and

$$
F_{M}=-\frac{2}{\pi} \frac{N r}{R h^{2}}\left(m_{o} c^{2}\right) \beta^{2}\left(\xi_{I}-\epsilon_{I}\right) \int_{-\infty}^{t} \dot{y}(\tau) \exp [-v \cdot(t-\tau) / h] d \tau .
$$

For an osciliatory (SHM) variation of $y$, represented by the factor - $\exp (j \omega t)$, these expressions become

$$
\begin{aligned}
H & =\frac{4 I}{h^{2}}\left(\xi_{I}-\epsilon_{I}\right) \frac{\omega^{2}+j \omega \frac{v}{h}}{\omega^{2}+(v / h)^{2}} y \\
& =\frac{4 I}{h^{2}}\left(\xi_{I}-\epsilon_{I}\right)\left[\frac{\omega^{2}}{\omega^{2}+\left(v^{v} / h\right)^{2}} y+\frac{v / h}{\omega^{2}+(v / h)^{2}} \dot{y}\right], \\
F_{M} & =-\frac{2}{\pi} \frac{N r}{R^{2}}{ }^{2}\left(m_{0} c^{2}\right) B^{2}\left(\xi_{I}-\epsilon_{I}\right) \frac{\omega^{2}+j \omega v / h}{\omega^{2}+(v / h)^{2}} y, \text { and } \\
F & =\frac{2}{\pi} \frac{N r}{R^{2}}\left(m_{0} c^{2}\right)\left[\xi_{I}-\beta^{2}\left(\xi_{I}-\epsilon_{I}\right) \frac{\omega^{2}+j \omega v / h}{\omega^{2}+(v / h)^{2}}\right] y,
\end{aligned}
$$

The frequency dependence implied by the complex expression just given for $H$, if applied to a thin circular cylinder of radius $h$ and surface resistance $R_{s}$, can be compared (and confirmed) by reference to earlier reports ${ }^{6}$ that were specifically concerned with this particular geometrical configuration (setting, for this purpose, $\epsilon_{I}=0$ and $\varepsilon_{I}=1 / 2$ in the above).

The imaginary part of $F$, as given by the last expression above, can be converted to the quantity $V$, frequently employed in dispersion analyses of collective motion, by multiplication of $\operatorname{Im}(-F / y)$ by the factor

$$
\frac{1}{2 v(\beta c / R)} \frac{1}{\gamma m_{0}}
$$

to obtain

$$
V=\frac{N r c^{\beta c}}{\pi v \gamma h^{2}}\left(\xi_{1}-\epsilon_{1}\right) \frac{\omega(v / h)}{\omega^{2}+\left({ }^{v} / h\right)^{2}},
$$

with $v=R_{S} / 2 \pi$ (e.m.u.). The analysis of magnetic-field behavior that has led to the magnetic contributions contained in all of the foregoing formulas is believed to be basically correct for $R_{S} \ll Z_{o}$ and a wall thickness $\widetilde{<} \delta \quad$ [where $Z_{0}$ denotes the "impedance of space" ( $120 \pi$ ohms) and $\delta$ is the "skin-depth" characteristic of the wall material]. The result cited here for $V$ has been checked ${ }^{5}$ by comparison with results obtained computationally [for a beam situated on the axis of a circular stainless-steel cylinder of variable thickness and setting $\omega=(1-v) \omega_{0}$ ] from a program ${ }^{7}$ based on general methods developed at CERN by Zotter. Excellent agreement was found for the range of thicknesses limited by the conditions $R_{S}<0.12 Z_{0}$ and wall thickness $<\delta / 1.7$, and the physical principles employed in the preceding discussion thus should be applicable throughout an extensive range of values for $R_{S}$ that will comfortably include those of interest in the ERA program. [For approximate work the range of applicability might be taken to extend between the limits $R_{s}<Z_{o} / 2$ and wall thickness $\left.<1.78.\right]$

From the form of the of the expression given for $V$, it is apparent that this quantity will be inversely proportional to $R_{s}$ when the wall resistance is high, but should be directly proportional to $\mathrm{F}_{\mathrm{s}}$ for walls of rather low surface resistance -- i.e., for $R_{s}$ less than the value

$\mu_{0} h w / 2=\mu_{0} h(M-v) \omega_{0} / 2$ (MKSA units) at which the value of $V$ is a maximum.

An early analysis ${ }^{9}$ was made specifically for the magnetic effect of image currents induced magnetically by a beam oscillating radially between thin plane resistive side walls at $z= \pm h$. The analysis considered the surface resistance $R_{s}$ to be large (but $\ll Z_{o}$ ). A. "curvature factor" $f$ was introduced into the result, but shall be considered in the following discussion to be unity -- as would be the case for an orbit radius that is large in comparison to the half-gap $h$. The growth rate that was deduced in this work as arising from the image currents induced in the side walls (with Landau damping ignored) was found to be the same when the conducting plates are taken to be situated above and below a straightened-out beam ${ }^{10}$ and also when such a beam is situated near the axis of a thin circularly-cylindrical resistive tube. ${ }^{11}$ The result for this growth rate, if identified with $V$, reads (after an adaptation of notation that includes replacement of $R_{s}$ by $\mu_{0} v / 2$ and $Z_{o}$ by $\mu_{0} c$ )

$$
V=\frac{I}{\tau_{M}}=\frac{N r e^{\beta \omega \nu c}}{2 \pi v \gamma h v}
$$

with $v$ again denoting the Maxwell velocity. The law governing the decay of induced image-current effects is exactly known in simple terms as $\exp \left[-v \cdot\left(t-t_{0}\right) / h\right]$ only for the cylindrical geometry, and the formula just given for $V$ will be seen to agree exactly in the limit $v / h \gg \omega$ with the formula given previously for $V$ with $\epsilon_{I}=0$ and $\xi_{I}=1 / 2$ (as is appropriate for the cylindrical geometry). The result obtained in Ref. 9 , in which $V \propto^{l} / R_{s}$, thus is seen to be applicable for large values of $R_{s}$ (but for $R_{s}$ not as great as $Z_{o}$ ), and presumably retains its validity until $v$ becomes comparable to or less than wh -- i.e., until $R_{s}$ becomes comparable to or less than ( $\mu_{0} / 2$ ) wh (MKSA units). More generally (until the resistance is so low that the skin depth becomes comparable to the wall thickness), it might be reasonable to apply the factor

$$
\frac{(v / h)^{2}}{\omega^{2}+(v / h)^{2}}
$$

to the results of Ref. 9.
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Transport of intense beams of heavy ions over long distances may be restricted by space-charge induced transverse instabilities. The stability of the microcanonical, or K-V, distribution is analyzed with the help of the Vlasov equation, and reduced to a study of the characteristics of solutions for a set of ordinary differential equations with periodic coefficients. Numerical solutions for various periodic solenoid and quadrupole focusing channels are derived and provide information concerning stable regions of propagation in terms of betatron tune depression. The results are compared with computer simulation examples of beams in solenoid and quadrupole focusing channels to check linear growth rates and establish nonlinear saturation levels of instabilities. Conclusions are drawn for the design of a quadrupole lattice providing stable transport.

## I. INTRODUCTION

The possibility of using high-energy heavy ions as the igniting mechanism for inertially confined fusion has necessitated a consideration of transporting currents in the kilo-ampere range for distances of the order of kilometers without significant degradation of beam emittance. In addition to the usual problems of field and alignment tolerances, there arises the question of the stability of beam propagation in a vacuum against fluctuation in selfforces arising from initial deviations from the desired distribution of the beam in the four-dimensional transverse phase space.

The most powerful analytic technique for investigating this problem is a linearization of the Vlasov equation about a known stationary solution, coupled with the. appropriate equations for the perturbed electromagnetic fields. If the external focusing force is constant, an infinite variety of stationary solutions can readily be generated, since any function of the Hamiltonian is a solution of the Vlasov equation and the corresponding self electrostatic potential can be obtained by integrating Poisson's equation. ${ }^{1}$ It furthermore is possible to show ${ }^{2}$ that a large class of such stationary solutions is stable against arbitrary fluctuations.

For the more realistic situation of a focusing channel consisting of quadrupoles or discrete solenoids, however, the Hamiltonian function is not a constant of the motion and hence cannot be used directly to provide a stationary solution of the Vlasov equation. To our knowledge, the microcanonical distribution investigated by

[^38]Kapchinskij and Vladimirskij ${ }^{3}$ (K-V), for which individual-particle restoring forces are linear functions of the displacement, is the only distribution for which a stationary (i.e., periodic) solution can be constructed. Because of its singular character, it is probably more susceptible to instability than real beams and so we have performed the present investigation concerning its stability characteristics in the hope that the results may serve as a conservative guide to identifying regions in parameter space that might be dangerous.

We proceed by presenting in Sect. II the general framework of the linearized Vlasov analysis. This is followed in Sect. III by application to periodic solenoid and to quadrupole focusing systems. Specific results are given (Sect. IV) for several perturbation modes in such systems (with the governing equations becoming increasingly complex for modes of high order) and suggest the particular importance of a "thirdorder" mode. In Sect. V, we compare the linear growth of the third-order mode found in both the analytic theory and in computer simulation. Simulation will also be used to establish the practical significance of the remaining instabilities. The implications of these results are discussed in Sect. VI.

We observe that intensity is frequently related to the ratio $\mathrm{v} / \mathrm{v}_{0}$ for beams in a continuous solenoid and to $\sigma / \sigma_{0}$ in a periodic channel. Here $v$ denotes the betatron oscillation "frequency" (with time replaced by distance), and $\sigma$ the phase advance of betatron oscillations per focusing period; $v_{0}, \sigma_{0}$ are the corresponding values for zero intensity.

## II. GENERAL FORMULATION OF THE LINEARIZED VLASOV ANALYSIS

We use the distance $s$ along the transport channel as the independent variable and write the total Hamiltonian function as

$$
\begin{equation*}
H=\frac{1}{2}\left(p_{x}{ }^{2}+p_{y}{ }^{2}\right)+\frac{1}{2}\left[\kappa_{x}(s) x^{2}+\kappa_{y}(s) y^{2}\right]+V(x, y: s), \tag{1}
\end{equation*}
$$

where

$$
\kappa_{x}=K_{x}-\frac{Q}{a(a+b)}, \kappa_{y}=K_{y}-\frac{Q}{b(a+b)},
$$

$K_{x, y}$ represent the external force constants $\left[ \pm B^{\prime}(s) /[B \rho]\right.$ for quadrupoles, and $\left(\frac{1}{2} B /[B \rho]\right)^{2}$ for solenoids in the Larmor frame],

$$
Q=\frac{4 N q^{2} r_{p}}{A \beta^{2} \gamma^{3}},
$$

$q e$ is the ion charge, $A$ is the ion mass/proton mass, $N$ is the number of ions per unit length, $r_{p}$ is the classical proton radius, $e^{2} /\left(4 \pi \epsilon_{0} M_{p, 0} c^{2}\right)$ (MKSA units), $a(\mathrm{~s})$ and $b(s)$ are respectively the $x$ and $y$ half widths of the matched (periodic) beam envelope [as determined by the K-V envelope equations-Ref. 3, Eqs. (46) and (47)], and

$$
V=\frac{q}{A} \frac{4 \pi \epsilon_{0} r_{p} / e}{\beta^{2} \gamma^{3}} \times \text { electrostatic potential function due to perturbations. }
$$

The first two terms in Eq. (1) represent the unperturbed Hamiltonian, which is not a constant of the motion for $s$-dependent focusing, and the terms proportional to $Q$ describe the effect of transverse components of the space-charge force for a K-V distribution.

We now make use of the Courant-Snyder ${ }^{4}$ functions $\beta(s)$ and $\alpha(s)$ for the unperturbed orbits, for which (with dots denoting $d / d s$ )

$$
\alpha_{x, y}=-\frac{1}{2} \dot{\beta}_{x, y}, \frac{1}{2} \ddot{\beta}_{x, y}-\frac{1}{4} \dot{\beta}_{x, y}^{2} / \beta_{x, y}-1 / \beta_{x, y}=-\beta_{x, y} K_{x, y},
$$

and ${ }^{3,4}$

$$
\beta_{x}(s)=a^{2}(s) / \epsilon, \beta_{y}(s)=b^{2}(s) / \epsilon,
$$

where $\pi \epsilon$ represents the emittance (assumed to be identical in the two transverse planes). The form of the governing Hamiltonian function can thereby be simplified through introduction of a transformation defined by the generating function

$$
\begin{equation*}
F=\frac{x}{\beta_{x}^{1 / 2}}\left[\bar{p}_{x}-\frac{\alpha_{x}}{2} \frac{x}{\beta_{x}^{1 / 2}}\right]+\frac{y}{\beta_{y}^{1 / 2}}\left[\bar{p}_{y}-\frac{\alpha_{y}}{2} \frac{y}{\beta_{y}^{1 / 2}}\right], \tag{2}
\end{equation*}
$$

followed by a scaling transformation $\tilde{x}=\bar{x} / \epsilon^{1 / 2}, \tilde{p}_{x}=\bar{p}_{x} / \epsilon^{1 / 2}$, etc., so that

$$
\begin{equation*}
\tilde{x}=x /\left(\beta_{x} \epsilon\right)^{1 / 2}, \tilde{p}_{x}=\left(\beta_{x} / \epsilon\right)^{1 / 2}\left[p_{x}+\left(\alpha_{x} / \beta_{x}\right) x\right], \tag{3}
\end{equation*}
$$

and similarly for $\tilde{y}, \tilde{p}_{y}$. The new Hamiltonian function then becomes

$$
\begin{equation*}
\tilde{H}=\frac{1}{2 \beta_{x}}\left(\tilde{p}_{x}^{2}+\tilde{x}^{2}\right)+\frac{1}{2 \beta_{y}}\left(\tilde{p}_{y}^{2}+\tilde{y}^{2}\right)+\frac{1}{\epsilon} V . \tag{4}
\end{equation*}
$$

In the remainder of this work we shall omit, for brevity, the tilde that distinguishes these new (dimensionless) phase-space variables. In terms of these variables the unperturbed orbits can now be written as pseudo-harmonic oscillations

$$
\left.\begin{array}{rl}
x\left(s^{\prime}\right) & =x(s) \cos \left[\psi_{x}\left(s^{\prime}\right)-\psi_{x}(s)\right]+p_{x}(s) \sin \left[\psi_{x}\left(s^{\prime}\right)-\psi_{x}(s)\right],  \tag{5}\\
p_{x}\left(s^{\prime}\right) & =p_{x}(s) \cos \left[\psi_{x}\left(s^{\prime}\right)-\psi_{x}(s)\right]-x(s) \sin \left[\psi_{x}\left(s^{\prime}\right)-\psi_{x}(s)\right],
\end{array}\right\}
$$

with $\psi_{x}(s)=\int^{s} d z / \beta_{x}(z)$, and similarly for $y\left(s^{\prime}\right)$ and $p_{y}\left(s^{\prime}\right)$.
From Eqs. (5) it is evident that $x^{2}+p_{x}{ }^{2}$ and $y^{2}+p_{y}{ }^{2}$ are individually constants of the unperturbed motion. The unperturbed $\mathrm{K}-\mathrm{V}$ distribution function, moreover, may now be written as

$$
\begin{equation*}
f_{0}=\frac{N}{\pi^{2}} \delta\left(x^{2}+p_{x}^{2}+y^{2}+p_{y}^{2}-1\right), \tag{6}
\end{equation*}
$$

with $\delta$ denoting the Dirac delta function.
With the introduction of a perturbing distribution function $f_{1}$, the linearized Vlasov equation provides the total derivative along the unperturbed trajectories in phase
space,

$$
\begin{align*}
\frac{D f_{1}}{D s} & \equiv\left\{\frac{\partial}{\partial s}+\frac{1}{\beta_{x}}\left[p_{x} \frac{\partial}{\partial x}-x \frac{\partial}{\partial p_{x}}\right]+\frac{1}{\beta_{y}}\left[p_{y} \frac{\partial}{\partial y}-y \frac{\partial}{\partial p_{y}}\right]\right\} f_{1} \\
& =\frac{2 N}{\pi^{2} \epsilon}\left[p_{x} \frac{\partial V}{\partial x}+p_{y} \frac{\partial V}{\partial y}\right] \cdot \delta^{\prime}\left(x^{2}+p_{x}{ }^{2}+y+p_{y}{ }^{2}-1\right), \tag{7}
\end{align*}
$$

wherein $\delta^{\prime}$ denotes the derivative of the delta function with respect to its argument. Eq. (7) can be solved by integrating over the unperturbed trajectories. Introducing $\psi_{x, y}^{\prime} \equiv \psi_{x, y}\left(s^{\prime}\right)$ as ancillary variables, Eq. (7) thus leads to

$$
\begin{equation*}
f_{1}=\frac{2 N}{\pi^{2} \epsilon}\left[\int^{s} d s^{\prime}\left(\frac{\partial}{\partial \psi_{x}^{\prime}}+\frac{\partial}{\partial \psi_{y}^{\prime}}\right) V\left(x^{\prime}, y^{\prime} ; s^{\prime}\right)\right] \delta^{\prime}\left(x^{2}+p_{x}^{2}+y^{2}+p_{y}^{2}-1\right), \tag{8}
\end{equation*}
$$

and (when we neglect the longitudinal field component) Poisson's equation becomes, in terms of our scaled variables and the associated distribution function,

$$
\begin{align*}
\nabla^{2} V \equiv & \frac{1}{a^{2}} \frac{\partial^{2} V}{\partial x^{2}}+\frac{1}{b^{2}} \frac{\partial^{2} V}{\partial y^{2}} \\
= & -\frac{Q}{\pi \epsilon a b} \int_{0}^{s} d s^{\prime}\left(\frac{\partial}{\partial \psi_{x}^{\prime}}+\frac{\partial}{\partial \psi_{y}^{\prime}}\right)  \tag{9}\\
& \times \int_{0}^{\infty} d\left(p^{2}\right) \delta^{\prime}\left(p^{2}-\left(1-x^{2}-y^{2}\right)\right) \int_{0}^{2 \pi} d \theta V\left(x^{\prime}, y^{\prime} ; s^{\prime}\right),
\end{align*}
$$

subject to the boundary condition that the external fields vanish at infinity. ${ }^{5}$ By noting that

$$
\begin{equation*}
\int_{0}^{\infty} d z g(z) \delta^{\prime}\left(z-z_{0}\right)=-\left.\frac{d g}{d z}\right|_{z=z_{0}}-g(0) \delta\left(z_{0}\right) \tag{10}
\end{equation*}
$$

we see that Poisson's equation, as expressed by Eq. (9), leads to (i)

$$
\begin{align*}
& \frac{1}{a^{2}} \frac{\partial^{2} V}{\partial x^{2}}+\frac{1}{b^{2}} \frac{\partial^{2} V}{\partial y^{2}} \\
& \quad=\left.\frac{Q}{\pi \in a b} \int^{s} d s^{\prime}\left(\frac{\partial}{\partial \psi_{x}^{\prime}}+\frac{\partial}{\partial \psi_{y}^{\prime}}\right)\left[\frac{d}{d\left(p^{2}\right)} \int_{0}^{2 \pi} d \theta V\left(x^{\prime}, y^{\prime} ; s^{\prime}\right)\right]\right|_{p^{2}=1-x^{2}-y^{2}} \tag{11}
\end{align*}
$$

in the interior of the beam, and (ii) to a relation that reflects the presence of an effective surface charge (that describes the effect of an infinitesimal perturbation of the beam boundary)

$$
\begin{align*}
& \frac{1}{a^{2}} \frac{\partial^{2} V}{\partial x^{2}}+\frac{1}{b^{2}} \frac{\partial^{2} V}{\partial y^{2}} \\
& \quad=\left.\frac{2 Q}{\epsilon a b}\left[\int^{s} d s^{\prime}\left(\frac{\partial}{\partial \psi_{x}^{\prime}}+\frac{\partial}{\partial \psi_{y}^{\prime}}\right) V\left(x^{\prime}, y^{\prime} ; s^{\prime}\right)\right]\right|_{p=0} \delta\left(1-x^{2}-y^{2}\right) \tag{12}
\end{align*}
$$

By introducing elliptic coordinates $(\xi, \zeta$ ) defined (in terms of our scaled coordinates, for a >b) by

$$
\begin{equation*}
x=(h / a) \operatorname{Cosh} \xi \cos \zeta \text { and } y=(h / b) \operatorname{Sinh} \xi \sin \zeta \tag{13}
\end{equation*}
$$

(where $h^{2}=a^{2}-b^{2}$, and with $\operatorname{Cosh} \xi=a / h, \operatorname{Sinh} \xi=b / h$ at the boundary $x^{2}+$ $y^{2}=1$ ), Eq. (12) may be written as

$$
\begin{align*}
\frac{\partial^{2} V}{\partial \xi^{2}}+\frac{\partial^{2} V}{\partial \zeta^{2}}= & \frac{2 Q h^{2}}{\epsilon a b}\left(\operatorname{Cosh}^{2} \xi-\cos ^{2} \zeta\right) \\
& \times\left[\int^{s} d s^{\prime}\left(\frac{\partial}{\partial \psi_{x}^{\prime}}+\frac{\partial}{\partial \psi_{y}^{\prime}}\right) V\left(x^{\prime}, y^{\prime} ; s^{\prime}\right)\right]_{p=0} \delta\left(1-x^{2}-y^{2}\right) \tag{14}
\end{align*}
$$

The discontinuity of the electric field at the beam boundary accordingly becomes

$$
\begin{align*}
\Delta \frac{\partial V}{\partial \xi}= & \frac{Q}{\epsilon} \int^{s} d s^{\prime}\left(\frac{\partial}{\partial \psi_{x}^{\prime}}+\frac{\partial}{\partial \psi_{y}^{\prime}}\right) V\left(\cos \zeta \cos \left(\psi_{x}^{\prime}-\psi_{x}\right),\right. \\
& \left.\sin \zeta \cos \left(\psi_{y}^{\prime}-\psi_{y}\right) ; s^{\prime}\right) . \tag{15}
\end{align*}
$$

A consistent solution is obtained if we can find a function $V(x, y ; s)$ that satisfies Eqs. (11) and (15), where $\Delta(\partial V / \partial \xi)$ is such as to match the solution interior to the beam to a harmonic ( $\partial^{2} V / \partial \breve{\zeta}^{2}+\partial^{2} V / \partial \zeta^{2}=0$ ) outwardly decreasing solution external to the beam.

## III. APPLICATION TO SOLENOID AND QUADRUPOLE FOCUSING

Finding a closed expression for the solutions of Eqs. (11) and (15) appears hopeless, but a brief inspection of these equations shows that they can be satisfied by potential functions that are finite polynominals in $x$ and $y$ interior to the beam and finite sums of $e^{-n \xi} e^{ \pm i n t}$ exterior to the beam. Finite polynominals emerge as a result of our choice of a K-V distribution for the stationary beam. The derivative of the delta function in Eq. (7) suggests that the perturbations describe distortions of the hyper-ellipsoid in four-dimensional phase space (cf. final sentence in Sect. III of Ref. 6).

## (a) Solenoid focusing

In the simplest case of continuous $s$-independent focusing, with $K_{x}=K_{y}=K$, $\beta_{x}=\beta_{y}=\beta$ and both $K$ and $\beta$ independent of $s$, then $\psi_{x}=\psi_{y}=s / \beta$ and solutions are of the form $V \propto e^{i \omega s} G(x, y)$. Gluckstern ${ }^{6}$ has concluded that in this case $G(x, y)$ can be expressed by means of hypergeometric functions

$$
\begin{equation*}
G=\left(\frac{r}{a}\right)^{m}\binom{\cos m \phi}{\sin m \phi}_{2} F_{1}\left(-j, m+j, m+1 ; \frac{r^{2}}{a^{2}}\right) \tag{16}
\end{equation*}
$$

in terms of unscaled polar coordinates, where $a$ is the radius of the unperturbed beam
and

$$
j=0,1,2, \ldots, m=0,1,2 \ldots, \text { excluding } j=m=0
$$

The "order" of the mode (highest power of $r$ appearing in the function $G$ ) is $2 j+m$. Gluckstern has also indicated ${ }^{7}$ the manner in which this solution may be employed to obtain an algebraic equation whose roots must all be real to insure stability of the matched K-V beam. Stability limits for the modes described here can be conveniently described in terms of the factor $v / v_{0}$ by which space-charge forces may be permitted to depress the individual-particle oscillation frequency within the matched beam (Table I). It is clear that intensities limited to values such that $\mathrm{v} / \mathrm{v}_{0}>0.3985$ are those for which the $m=0$ modes may be expected to be stable, and the results. presented in Table I suggest that this restriction may also be sufficient to insure stability of the higher-order modes for an uninterrupted solenoid transport system.

When the focusing strength of the solenoid is not constant but is periodically $s$ dependent, the matched beam radius (a) becomes a (periodic) function of $s$. The function $a(s)$ may be sought computationally in such cases, and the entire investigation of beam stability conducted in a manner analogous to that adopted for quadrupolefocusing systems.

## (b) Quadrupole focusing

For the case of alternating-gradient quadrupole focusing $\left[K_{y}(s)=-K_{x}(s)\right]$, we have not found a general closed form for the potential analogous to that indicated by Eq. (16). The analysis of Sect. II leads, however, to a procedure that can be followed to determine the stability characteristics of individual perturbation modes. As will be shown, moreover, the eigenvalues that characterize the stability or instability of a mode can be determined by reference solely to terms of the highest power in $x$ and $y$ and of highest harmonic order in $\zeta$ in Eqs. (11) and (15).

## (i) Example:

To illustrate this procedure we first consider a simple example that will be seen to correspond to a coherent oscillation of the beam as-a-whole. In this example the internal potential is assumed to be, in terms of the scaled coordinate $x, V_{i}=A(s) x$.
It is seen that Eq. (11) is trivially satisfied by this potential function, since $\nabla^{2} V=0$ and

$$
\frac{d}{d\left(p^{2}\right)} \int_{0}^{2 \pi} d \theta x^{\prime}=\frac{d}{d\left(p^{2}\right)} \int_{0}^{2 \pi} d \theta\left[x \cos \left(\psi_{x}^{\prime}-\psi_{x}\right)+\dot{p} \cos \theta \sin \left(\psi_{x}^{\prime}-\psi_{x}\right)\right]=0
$$

To treat the boundary Eq. (15), we employ the elliptic coordinates introduced earlier, writing $V_{i}$ as $V_{i}=A(s)\left(\operatorname{Cosh} \xi / \operatorname{Cosh} \xi_{0}\right) \cos \zeta$ and taking the exterior potential to be $V_{0}=A(s) e^{-\left(\xi \cdot \xi_{0}\right)} \cos \zeta$, where $\xi_{0}$ is such that $\operatorname{Cosh} \xi_{0}=a / h$. By employing these forms, $\Delta(\partial V / \partial \xi)=-A(s)(1+b / a) \cos \zeta$ and Eq. (15) leads to the integral equation

$$
\begin{equation*}
\frac{a+b}{a} A(s)=\frac{Q}{\epsilon} \int^{s} d s^{\prime} A\left(s^{\prime}\right) \sin \left(\psi_{x}^{\prime}-\psi_{x}\right) . \tag{17}
\end{equation*}
$$

Then by differentiating twice the integral (I(s)) that appears in Eq. (17), one finds that it satisfies the differential equation

$$
\begin{align*}
\frac{d^{2} I}{d \psi_{x}{ }^{2}} & =-\left[I+\beta_{x} A(s)\right]  \tag{18}\\
& =-\left[1+\frac{Q}{\epsilon} \frac{\beta_{x} a}{a+b}\right] I \\
& =-\left[1+\frac{\beta_{x}{ }^{2} Q}{a(a+b)}\right] I .
\end{align*}
$$

With the quantities $a, b, \beta_{x}$, and $\psi_{x}$ determinable (e.g., numerically) as periodic functions of $s$, numerical integrations of Eq. (18) through one period of the transport channel will provide the elements of the matrix that advances the vector $I, d I / d s$ through this interval. The eigenvalues of this matrix provide the frequency of the perturbation mode, and none may have an absolute value exceeding unity if this mode is to be stable.

We note that, by use of the previously cited relation connecting the Courant-Synder parameter $\beta_{x}$ (and its derivatives) to the force constant $\kappa_{x}$, the differential Eq. (18) for $I$ in this case may be transformed to

$$
\begin{equation*}
\frac{d^{2}}{d s^{2}}\left(\sqrt{\beta_{x}} I\right)+K_{x}\left(\sqrt{\beta_{x}} I\right)=0 \tag{19}
\end{equation*}
$$

-which will be recognized as of the form expected for a simple coherent oscillation. Similarly, adoption of a potential function whose dependence on the scaled coordinates is of the form $V_{i}=A(s) x^{2}+B(s) y^{2}$ will lead to a pair of coupled second order equations equivalent to those customarily taken to represent a linear perturbation of the envelope equations.

## (ii) General Treatment:

More generally, we assume a potential function of the form

$$
\begin{equation*}
V_{n}=\sum_{m=0}^{n} A_{m}(s) x^{n-m} y^{m}+\sum_{m=0}^{n-2} A_{m}^{(1)}(s) x^{n-m-2} y^{m}+\ldots \tag{20}
\end{equation*}
$$

in the interior. For a given order $n$, "even" and "odd" modes conveniently may be treated separately on the basis of whether the index $m$ in Eq. (20) is restricted to even or to odd integer values.

For the stability analysis, Eq. (11) provides a set of coupled algebraic equations that relate the functions $A_{m}(s)$ to integrals of the form

$$
\begin{equation*}
I_{j ; k, l}=\int^{s} d s^{\prime} A_{j}\left(s^{\prime}\right) \sin \left[k\left(\psi_{x}^{\prime}-\psi_{x}\right)+l\left(\psi_{y}^{\prime}-\psi_{y}\right)\right] \tag{21}
\end{equation*}
$$

while Eq. (15) provides a second set of such equations, and these equations taken together can be solved (at any $s$ for which $a(s), b(s)$ are known) to express each individual $A_{j}$ in terms of the integrals defined by Eq. (21): From Eq. (21), moreover, one finds that

$$
\begin{equation*}
C_{k, l}(s) \frac{d}{d s}\left[C_{k, l}(s) \frac{d I_{j: k, l}}{d s}\right]+I_{j ; k, l}=-C_{k, l}(s) A_{j} \tag{22a}
\end{equation*}
$$

where

$$
\begin{equation*}
C_{k, l} \equiv\left[k / \beta_{x}+l / \beta_{y}\right]^{-1} \tag{22b}
\end{equation*}
$$

With the $A_{j}$ obtainable (as just mentioned) in terms of the $I_{j: k, l}$, Eqs. (22a) constitute a set of coupled second order differential equations for the latter quantities, and numerical integrations through one period of the structure will provide the elements of the matrix that advances such quantities (and their first derivatives) through one period of the transport channel.

## (iii) Computational Procedures:

Computational programs have been devised to perform the computations outlined above, for various modes of order up through $n=6$. Computations of this nature for quite large values of $n$ may not be of practical importance. In a realistic beam with a natural spread of individual particle wavelengths (as may result from a nonlinear space-charge force), it is very unlikely that fine-grained transverse density variations (large $n$ ) persist through several periods. Computational results of Sect. IIIa pertaining to focusing in a continuous ( $s$ independent) solenoid-focusing system indicate, moreover, that the most stringent stability conditions are those imposed by modes of order less than 6 or 8 .

To summarize the procedure followed in examining the stability of any particular perturbation mode, one first specifies the type of periodic lattice one wishes to employ ${ }^{9}$ and a value of beam intensity (e.g., $Q$-or the parameter $Q^{\prime}$-cited in Ref. 8). By a convergent iterative procedure one then determines initial conditions (for $a, b$, and their first derivatives) that lead to periodic (matched) solutions of the envelope equations, and, with this solution obtained, the individual-particle tune $\sigma$ is also obtainable (i.e., from solutions of the equations of motion for individual particles, or as $\sigma_{x}=$ $\epsilon \int_{0}^{2 L} d s / a^{2}$ etc). With this information available, the computations are then repeated to include (for various initial values of the $I_{j ; k, b}$ and their first derivatives) integration of the differential equations for the integrals $I_{j ; k, l}$. [Note that integration of these equations requires repeated evaluations of the relations that express the quantities $A_{j}$ in terms of the $I_{j^{\prime}: k, l}$ - as can be done by use of a matrix-inversion/simultaneous-equation-solver routine.] Such integrations yield the elements of the matrix that advances these integrals (and their first derivatives) through one period of the structure, and the eigenvalues $\lambda$ (and eigenvectors, if desired) of such a matrix are then determined. The occurrence of any eigenvalue of magnitude greater than unity then is indicative of instability for the perturbation mode under consideration, and the magnitude of such an eigenvalue denotes the factor, per period, by which such a perturbation ultimately (in the linear regime) will be expected to grow.

## IV. COMPUTATIONAL RESULTS

Based on the analysis of Sect. III, we have examined computationally the behavior of several types of modes-both for a periodically interrupted solenoid system (Fig. 1a) and for a periodic alternating-gradient quadrupole (FODO) transport channel (Fig. 1b), although with greater emphasis on the quadrupole systems. ${ }^{10}$ It is convenient and efficient, in all such cases, to employ "scaled variables." Useful parameters for describing a particular situation are the phase advances $\sigma_{0}$ and $\sigma$ (of individualparticle transverse oscillations per period of the structure, respectively for a zero intensity beam and for a beam of intensity characterized by the parameter $Q^{\prime 8}$ ), and (for a given lattice) the "tune depression" factor $\sigma / \sigma_{0}$ will serve as a useful index of beam intensity.

In addition to the magnitudes of the eigenvalues that characterize the behavior of a perturbation mode, their phase angles, $\Phi$ [defined, with an ambiguity of $360^{\circ}$, as $\tan ^{-1}$ $(\operatorname{Im} \lambda / \operatorname{Re} \lambda)$ and evaluated so that $\left.-180^{\circ}<\Phi \leq 180^{\circ}\right]$ also are of interest. Thus, with eigenvalues occurring as complex-conjugate and as reciprocal pairs, the development of an instability indicated by an eigenvalue moving away from the unit circle in the complex plane can occur either (i) when eigenvalues become real, or (ii) when at least


FIGURE 1. Assumed periodic transport lattice, (a) with interrupted solenoid elements and (b) with quadrupole lenses. $\eta$ denotes the fraction of the lattice occupied by lens elements.
two pairs are present, as a result of a confluence having occurred at the threshold of instability. In the first of these cases (and if $\Phi \neq 0$ ), the mode frequency becomes locked to the period of the lattice ("inhomogenous" or "structure" resonance).

Results are best presented as regions of instability on a plot of $\sigma$ vs. $Q^{\prime}$, since it has been found that the locations of these regions and the associated growth rates within them depend primarily on $\sigma / \sigma_{0}$ and are remarkably insensitive to changes of the lattice structure-particularly for instabilities that arise as a result of a confluence of eigenvalues.

## (a) Interrupted-solenoid focusing

The solenoid modes we have studied can be classified in terms of indices corresponding to those introduced by Gluckstern. ${ }^{6}$ We present specific results for symmetric interrupted solenoid systems with an occupancy factor of $1 / 2(\eta=1 / 2$ in Fig. 1a).
(i) Envelope Modes:

$$
\begin{aligned}
& j=1, m=0, \text { with } V \propto r^{2} \text { and } \delta a_{y}=\delta a_{x} \\
& j=0, m=2, \text { with } V \propto r^{2} \sin 2 \phi \text { and } \delta a_{y}=-\delta a_{x} .
\end{aligned}
$$

At zero intensity the true phases of the eigenvalues for these modes are $|\Phi|=2 \sigma_{0}$ and the phase will decrease as the intensity is increased. Accordingly, if $\sigma_{0}>90^{\circ}$, there thus is the opportunity, with either type of mode, for an instability to develop at an intensity such that $|\Phi|$ becomes $180^{\circ}$ (an example of a structure resonance). This behavior is illustrated by the curves of $|\Phi|$ vs. $Q^{\prime}$ on Fig. 2 for the case in which $\sigma_{0}=120^{\circ}$, and by


FIGURE 2. Behavior of envelope modes for an interrupted-solenoid system for which $\eta=1 / 2$ and $\sigma_{0}=120^{\circ}$, with regions of instability indicated by heavy lines on plots of $\Phi$ vs. $Q^{\prime}$.


FIGURE 3. Behavior of envelope modes for interrupted-solenoid systems for which $\eta=1 / 2$ and $\sigma_{0}=120^{\circ}, 100^{\circ}, 90^{\circ}$, and $60^{\circ}$.
the regions of instability shown on the curves of $\sigma$ vs. $Q^{\prime}$ in Fig. 3. From Fig. 3 it is seen that, as expected, the envelope instabilities occur only for $\sigma_{0}>90^{\circ}$. The instability region for the $\delta a_{y}=\delta a_{x}$ mode becomes quite extensive, moreover, when $\sigma_{0}$ is as large as $120^{\circ}$.
(ii) "Fourth Order" and "Sixth Order" Modes:

$$
\begin{aligned}
& j=2, m=0, \text { with } V \propto r^{4}+\text { terms of lower order; } \\
& j=3, m=0 \text {, with } V \propto r^{6}+\ldots
\end{aligned}
$$

As illustrated by Figs. 4 and 5, each of these modes exhibits minor patches of instability-which may not warrant concern. More significant are the extended regions of instability that are seen to develop for values of $\sigma / \sigma_{0}$ close to the values of $\mathrm{v} / \mathrm{v}_{0}$ shown in Table I for modes of 4th or 6th order respectively (and $m=0$ ).
(iii) $R^{4} \cos 2 \phi$ and $R^{4} \cos 4 \phi$ Modes:

$$
\begin{aligned}
& j=1, m=2, \text { with } V \propto r^{4} \cos 2 \phi+\text { terms of lower order; } \\
& j=0, m=4 ; \text { with } V \propto r^{4} \cos 4 \phi .
\end{aligned}
$$

Examination of stability of these modes (choosing $\sigma_{0}=120^{\circ}, 90^{\circ}$, and $60^{\circ}$ ) indicates the occurrence only of short patches of instability-as are expected to become possible (for $\sigma_{0}>45^{\circ}$ ) when eigenvalues with initial phase angles of $4 \sigma_{0}$ (or $2 \sigma_{0}$ ) cross the real axis as the intensity is increased, but that have been seen also to arise as a result of a


FIGURE 4. Behavior of fourth-order mode ( $j=2, m=0$ ) for interrupted-solenoid systems for which $\eta=1 / 2$ and $\sigma_{0}=120^{\circ}, 90^{\circ}$, and $60^{\circ}$.


FIGURE 5. Behavior of sixth-order mode ( $j=3 m=0$ ) for interrupted-solenoid systems for which $\eta=1 / 2$ and $\sigma_{0}=120^{\circ}, 90^{\circ}$, and $60^{\circ}$.

TABLE I
Threshold Values of $v / v_{0}$

confluence. No extensive regions of instability are found, however, and one notes that no instability of these modes is expected in a continuous solenoid (see Table I).

## (b) FODO quadrupole focusing

We have investigated the behaviour of several modes, for different values of the occupancy factor $\eta$, in the symmetrical lattice of Fig. 1b. It is noticeable that for quadrupole focusing the instabilities of a given order become more numerous than those found for the $m=0$ solenoid modes. This occurs because, for example, the solenoid modes $(j=3, m=0),(j=2, m=2),(j=1, m=4)$, and ( $j=0, m=6$ ) are all contained in the sixth order quadrupole case, but extended regions of instability appear in close analogy to the solenoid case. It appears, however, that the onset of regions of pronounced instability can be associated either with a definite value of eigenvector phase $\Phi$ (as in the case of the envelope instability) or with a value of $\sigma / \sigma_{0}$ that depends only slightly on the occupancy factor $(\eta)$ of the lattice and on the value of $\sigma_{0}$, so that specific results will be cited here chiefly for $\eta=1 / 2$ (Fig. 1b). We first present results for modes of even order.

## (i) Envelope ("Second-Order Even") Mode:

As was found to be the case for the envelope modes in an interrupted solenoid transport system (Sect. IV, a, i), we find that envelope instabilities in a FODO focusing structure occur only if $\sigma_{0}>90^{\circ}$. This behavior is illustrated in Fig. 6 for $\eta=1 / 2$, wherefrom it is evident that very extensive regions of instability for this mode develop when $\sigma_{0}$ is substantially greater than $90^{\circ}$.

## (ii) Second-Order Odd Mode:

The second-order odd mode will not lead to instabilities in a symmetrical FODO structure if (as is customary) $\sigma_{0}<180^{\circ}$.

## (iii) Fourth-Order Even Mode:

Computations pertaining to the fourth-order even mode (requiring evaluation of the eigenvalues of a $14 \times 14$ matrix) indicate the appearance of a substantial number of


FIGURE 6. Behavior of envelope mode for quadrupole systems with $\eta=1 / 2$ and $\sigma_{0}=180^{\circ}, 150^{\circ}, 130^{\circ}$, $110^{\circ}, 100^{\circ}$, and $90^{\circ}$.
regions of instability that are of somewhat limited extent (Fig. 7). [In Fig. 7, or in similar graphs, regions of very restricted instability may not always be fully depicted.] For $\sigma_{0}<90^{\circ}$ [as appears desirable in order to avoid potential envelope instabilities (Sub-sect i)], however, the most substantial instability is that which on Fig. 7 is shown to occur for $Q^{\prime} \mp 3$. The particular unstable fourth-order mode just mentioned is one in which the eigenvalue $\lambda$ has assumed a real (positive) value.
This significant extended instability of a fourth-order even mode provides an opportunity to illustrate that the threshold for such a mode is given almost uniquely by $\sigma / \sigma_{0}$ (Table II) and that such a threshold value of $\sigma / \sigma_{0}$ is surprisingly close to a corresponding threshold value of $\mathrm{v} / \mathrm{v}_{0}$ for a continuous solenoid (namely, in this instance, to the value 0.2425 shown in Table I for the mode $j=2, m=0$, for which the associated phase advance also is zero).

## (iv) Sixth-Order Even Mode:

As with the fourth-order even mode, the sixth-order even mode exhibits a substantial number of patches of instability and ultimately develops an extended instability when the tune depression is sufficiently great (Fig. 8). As was found for the fourth-order even instability, the onset of this extended instability is given almost uniquely by $\sigma / \sigma_{0}$. The threshold value of $\sigma / \sigma_{0}$ for this mode again is close to a threshold value of $v / v_{0}$ for a continuous solenoid-specifically to the value 0.3859 shown in Table I for $j=3$,


FIGURE 7. Behavior of fourth-order even mode for quadrupole systems with $\eta=1 / 2$ and $\sigma_{0}=120^{\circ}$, $90^{\circ}, 80^{\circ}$, and $60^{\circ}$.

TABLE II
Instability Thresholds for Extended $4^{\text {th }}$ Order Even Mode

| Occupancy <br> Factor <br> $\eta$ | For $\sigma_{0}=60^{\circ}$ |  |  |  | For $\sigma_{0}=90^{\circ}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $Q^{\prime}$ | $\sigma($ deg. $)$ | $\sigma / \sigma_{0}$ | $Q^{\prime}$ | $\sigma($ deg. $)$ | $\sigma / \sigma$ |
| 1 | 3.055 | 14.58 | 0.2430 | 3.713 | 22.03 | 0.2448 |
| $1 / 2$ | 2.572 | 14.58 | 0.2430 | 3.130 | 22.03 | 0.2448 |
| $1 / 4$ | 1.925 | 14.58 | 0.2430 | 2.347 | 22.02 | 0.2447 |
| $1 / 6$ | 1.598 | 14.58 | 0.2430 | 1.950 | 22.02 | 0.2447 |

$m=0$. [It is of interest to note that the maximum threshold value of $v / v_{0}$ shown in Table I for $m=0$ modes is not markedly greater than the value cited here, namely the value 0.3985 for $j=4$, vs. 0.3859 for $j=3$.]
(v) Third-Order Modes:

The third-order mode shows regions of pronounced instability, that appear to account for simulation results presented in the following Section (Sect. V). Because the quadrupole lenses were taken to be very short in the-simulation work, we present our results for cases in which $\eta=1 / 6$ or $\eta=1 / 10$.
The instabilities are shown in Fig. 9 for a FODO lattice with $\sigma_{0}=90^{\circ}$ and $\eta=$ $1 / 10$. The small region of instability shown on Fig. 9 as originating at $\sigma \simeq 57.3^{\circ}$ and


FIGURE 8. Behavior of sixth-order even mode for quadrupole systems with $\eta=1 / 2$ and $\sigma_{0}=80^{\circ}$ and $60^{\circ}$.


FIGURE 9. Behavior of third-order mode for a quadrupole system with $\eta=1 / 10$ and $\sigma_{0}=90^{\circ}$.
the major instability centered near $\sigma=45^{\circ}$ are attributable to eigenvalue phases having been depressed from $\Phi_{0}=3 \sigma_{0}=270^{\circ}$ to become $180^{\circ}$, thus indicating a structure resonance, while the instability that originates for $\sigma \simeq 56^{\circ}$ arises from a confluence of eigenvalues. With $|\lambda|$ seen to become as large as approximately 1.27 , it is of interest to examine the possibility of avoiding such a strong instability. The " $180-$ degree" modes may be avoided by use of a lattice for which $\sigma_{0} \leq 60^{\circ}$, and it appears also that no confluent third-order mode then will occur (Fig. 10). We remark in passing that in an interrupted-solenoid focusing system we also have found ${ }^{11}$ (Fig. 11) unstable 180-degree modes similar to those shown in Fig. 9 for the FODO quadrupole transport system.
(vi) Fifth-Order Mode:

Our computations pertaining to the fifth-order mode did not indicate any substantial instabilities that would account for the simulation results. We find that a quadrupole lattice with $\sigma_{0}=60^{\circ}$ exhibits only moderate patches of instability for the fifth-order mode until the tune has been markedly depressed to $\sigma \simeq 10^{\circ}$ (Fig. 12).


FIGURE 10. Depression of eigenvalue phase, $|\Phi|$, for third-order modes of a quadrupole system with $\eta=1 / 6$, and $\sigma_{0}=60^{\circ}$.


FIGURE 11. Behavior of third-order mode for interrupted-solenoid systems for which $\eta=1 / 2$ or $\eta=1 / 6$ and $\sigma_{0}=90^{\circ}$.

## V. COMPARISON WITH SIMULATION RESULTS

Computer simulation provides a possibility of testing the results obtained from analytic theory (and vice versa). The simulation programs used here are based on the particle-in-cell method; they employ typically of the order of $10^{4}$ simulation particles and solve Poisson's equation with a fast Poisson solver. Results obtained from different


FIGURE 12. Behavior of fifth-order even mode for a quadrupole system with $\eta=1 / 6$ and $\sigma_{0}=60^{\circ}$.
simulation programs developed independently ${ }^{12-18}$ have been found to yield essentially the same conclusions (apart from variations due to different statistical sets for the initial distribution).

Simulation not only allows the study of the initial growth of an instability within the validity of the linearized theory [section V (a)]; it also provides information on the nonlinear saturation of an instability and its effect on beam quality (for instance the r.m.s. emittance). In section $V(b)$ it will be seen that large linear growth rates do not necessarily induce deterioration of beam quality.

## (a) Growth of third-order mode within the linearized theory

The theoretical results obtained for the third-order even mode strongly suggested that this mode could account for the strong instability observed in simulation computations ${ }^{15}$ (see also following section) with a K-V beam whose tune is depressed from $\sigma_{0}=90^{\circ}$ to $\sigma \simeq 45^{\circ}$. The expected strong instability is characterized by an eigenvalue that is real, but negative--a feature indicated by the simulation results, wherein distortions of projected phase-space distributions (and their boundaries) were observed to oscillate with respect to the origin with a period twice that of the structure, while the centroid of the distribution remained essentially undisturbed. A quantitative check of the correspondence between theory and the simulation work accordingly was undertaken in order to establish the validity of each of these approaches. We compared both the relative magnitudes of various moments of the distribution (e.g., $\left\langle x p_{x}^{2}\right\rangle_{a v}$, etc.) and the shape of the evolving distortion of projections of the distribution (e.g., for a projection onto the $p_{y}, y$ plane). Such comparisons were undertaken both at "fullperiod" points (i.e., at the centers of F-quadrupole lenses) and at "half-period" points (centers of D lenses).

In making such a comparison it will be realized that the growing perturbation will be characterized by an arbitrary initial amplitude and phase, so that " $x$-like" (even)
moments $\left(\left\langle x^{3}\right\rangle_{a v},\left\langle x y^{2}\right\rangle_{a v}\right.$, etc.) may be intercompared at full-period points but separately from " $y$-like" (odd) moments $\left(\left\langle y^{3}\right\rangle_{a v},\left\langle x^{2} y\right\rangle_{a v}\right.$, etc.). The growing magnitudes of $x$-like moments at half-period points in a symmetrical FODO lattice may be compared, however, with the growth of $y$-like moments at full-period points. All such moments, of course, should grow in magnitude in proportion to $|\lambda|^{P}$, where $P$ denotes the number of periods traversed by the beam, and should alternate in sign once per period. Simulation data appropriate for evaluation will be restricted to an interval wherein the perturbation has grown sufficiently to dominate statistical noise, but has not become significantly influenced by the onset of (nonlinear) saturation. In practice, certain moments are more pronounced than others and the most pronounced moments accordingly are the most suitable for statistically significant intercomparison.

The theoretical description of a developing instability requires retention of terms beyond the leading term in the expression for the perturbation potential. Since the coefficients that determine the moments depend significantly on the value assigned to $\sigma$ within the zone of instability, the trajectories of the individual simulation particles were examined to establish a value of $\sigma \simeq 45.7^{\circ}$ (with an associated theoretical eigenvalue $\lambda \simeq-1.27$, for $\eta=1 / 6$ ). The theoretical values of the coefficients required for the present comparison were then evaluated for these conditions.

## (i) Comparison of moments

The growth and satisfactory intercomparison of $x$-like moments at full-period points is illustrated by Figs. 13-15, where we have used a value of $\lambda=-1.26$. Curves (a) are based on individual fits of the moments $\left\langle x^{3}\right\rangle_{a v}$, etc., to curves of the form $Y=S \lambda^{P-18}$, while curves (b) are drawn with the values of $S$ for the respective moments constrained to be in the theoretically expected ratio. Figures $16-18$ similarly indicate the behavior of three $y$-like moments at full-period points. Analogous plots (not shown) have indicated similar performance for moments evaluated at half-period points, and the values of the respective $y$-like or $x$-like moments moreover were found to be correctly related to the values of the corresponding $x$-like or $y$-like moments at the full-period points.

## (ii) Comparison of boundary curves

We investigated the form of significantly distorted boundary curves for a twodimensional projection of the simulation results arising from a perturbed fourdimensional phase-space distribution. Such simulation results are influenced by statistical fluctuations and may be sensitive to the development of nonlinearities in the dynamics. Comparisons with theory are most effectively made for the $\left(p_{x}, x\right)$ or $\left(p_{y}, y\right)$ projections and we have considered these both at full-period points and at half-period points, since fitting the boundary to the expected theoretical forms for such projections requires adjustment of only one coefficient, namely that giving the initial value of the perturbation. Empirically, the values of this coefficient found from such fits appear to be somewhat better characterized by a growth factor $\lambda \simeq-1.22$ than by $\lambda=-1.26$ (possibly because of an incipient nonlinearity), but the values inferred from data that pertain to periods near $P=11$ have been found to agree within a few percent with those expected from examination of the moments. A fit to the ( $p_{y}, y$ ) projection of the simulation results is shown in Fig. 19 for $P=16$. Other projections (i.e., $y$ vs. $x$ and $p_{y}$ vs. $p_{x}$ ) have also shown agreement between the computation and simulation results.


FIGURE 13. Growth of the moment $Y=\left\langle x p_{x}^{2}\right\rangle_{a v}$. at integer period numbers, from simulation computations. Curve (a) is based on a fit of this individual moment to the form $Y=S \lambda^{p-18}$, while the curve (b) is such that the values of $S$ for this and other moments of the same type are constrained to be in the theoretically expected ratio.


FIGURE 14. Growth of the moment $Y=\left\langle x^{2} p_{x}\right\rangle_{a v}$.
(b) Simulation of beams in long transport systems

The question of (nonlinear) saturation of an unstable mode is beyond the capabilities of a linearized theory and is most convincingly investigated by computer simulation. To this end, we present below characteristic examples which shed light on the continuous solenoid K-V instabilities and the "structure" resonances found in periodic focusing.

## (i) Solenoid Focusing

The findings of Section III (a) have been checked by simulating an initial K-V distribution beam matched to a continuous solenoid focusing system. The intensity is


FIGURE 15. Growth of the moment $Y=\left\langle x^{5}\right\rangle_{a v}$.
described by the factor $\mathrm{v} / \mathrm{v}_{0}$, which is assumed to be 0.16 for the example shown in Fig. 20. Azimuthal symmetry has been imposed on the beam and hence all modes evaluated in the first column of Table I $(m=0)$ are expected to be unstable. There is evidence for rapid growth of instabilities of rather low order ( $j=2,3$ ). The saturation of these instabilities leads to a different phase-space distribution, but evidently to no


FIGURE 16. Growth of the moment $Y=\left\langle y p_{y}{ }^{2}\right\rangle_{o v}$.
noticeable increase of phase-space volume. The r.m.s. emittance even remains constant within $<1 \%$. This supports the conclusion that the K-V instabilities found for $v / v_{0}<0.39$ (similar in periodic focusing to $\sigma / \sigma_{0}<0.39$ ) have no effect on beam quality, but only emerge as a result of a non-monotonic distribution function.
(ii) FODO quadrupole focusing

In Fig. 21 we show an initial K-V distribution in a FODO channel with $\sigma_{0}=90^{\circ}$ and $\sigma=45.7^{\circ}$. According to Section IV (b), this case is in the center of a third-order "structure" resonance, and projections onto the $x-p_{x}$ and $y-p_{v}$ planes clearly show the dominant character of this particular mode. The r.m.s. emittances have grown by a factor of 2.0 in $x-p_{x}$ and 2.5 in $y-p_{y}$ after 50 cells (with no further growth).


FIGURE 17. Growth of the moment $Y=\left\langle y^{2} p_{y}\right\rangle_{a v}$.


FIGURE 18. Growth of the moment $Y=\left\langle y^{5}\right\rangle_{a v}$.

The third-order "structure" resonance is evidently suppressed in a FODO channel with $\sigma_{0}=60^{\circ}$. Furthermore simulations of such a $60^{\circ}$ system exhibit a qualitative behavior resembling that of a continuous solenoid. Thus even for systems with strongly depressed tune (cases with $\sigma$ as low as $6^{\circ}$ have been simulated) the instabilities result in a rearranged phase-space distribution but saturate before any growth in the


FIGURE 19. Boundary of $p_{y}$ vs. $y$ projection, at period number 16. The dots denote simulation results and the curve represents the theoretically expected boundary.
r.m.s. emittance is observed. These results suggest that although the system is unstable, in agreement with the analytic predictions, no restriction on allowable tune depression is imposed if r.m.s. emittance is a proper measure of beam quality. ${ }^{19,20}$ This conclusion is illustrated in Fig. 22 with $\sigma=12.7^{\circ}$ and an initial "waterbag" distribution (in contrast to the K-V distribution it is assumed that the interior of a hyper-ellipsoid in four-dimensional phase-space is uniformly filled, which produces a more realistic beam). Initial matching has been performed by assuming the same r.m.s. quantities as would apply for an exactly matched K-V distribution. This gave rise to $10 \%$ r.m.s. emittance growth, due to lack of detailed matching, but no further emittance growth over 100 focusing periods.

Figures 23 and 24 demonstrate the importance of $\sigma_{0}$ in a more direct way. Figure 23 gives the ratio of r.m.s. emittance to initial emittance for a K-V distribution initially depressed from $\sigma_{0}=90^{\circ}$ to $\sigma=7^{\circ}$. The emittance is seen to grow rapidly at first and then more slowly for the duration of the run. In Fig. 24 the tune is initially depressed from $\sigma_{0}=60^{\circ}$ to $\sigma=6^{\circ}$; there is no detectable change in r.m.s. emittance.


FIGURE 20. Phase space projections of initial K-V distribution in a continuous solenoid with $v / v_{0}=0.16$. The beam is assumed azimuthally symmetric with $1.3 \cdot 10^{5}$ simulation particles. Frames are in time steps of $1 / 10$ th of a betatron period
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FIGURE 21. Intitial K-V distribution in a FODO channel with $\sigma_{0}=90^{\circ}, \sigma=45.7^{\circ}$ and $8.10^{3}$ simulation particles. Frames every 5 th focusing period.
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FIGURE 22. Initial "waterbag" distribution (r.m.s. matched) in a FODO channel with $\sigma_{0}=60^{\circ}, \sigma=12.7^{\circ}$ and $8.10^{3}$ simulation particles. Frames every 5 th focusing period.


FIGURE 23. Ratio of r.m.s. emittance to its initial value for a $\mathrm{K}-\mathrm{V}$ distribution with $\sigma_{0}=90^{\circ}$ and $\sigma=7^{\circ}$.


FIGURE 24. Ratio of r.m.s. emittance to its initial value for a K-V distribution with $\sigma_{0}=60^{\circ}$ and $\sigma=$ $6^{\circ}$.

## VI. CONCLUSION

The special character of the microcanonical or $\mathrm{K}-\mathrm{V}$ distribution assumed in the present work may lead to instabilities that would not arise with other, more realistic, distributions. Simulations ${ }^{16}$ do, however, suggest that in regions where instability is strong (i.e., lead to substantial growth in r.m.s. emittance) the behavior of non-KV systems does not differ substantially. Some insight into the physical mechanism causing instability for the $\mathrm{K}-\mathrm{V}$ and other distributions can be obtained from a fluid model ${ }^{1{ }^{13}}$
and by invoking the concept of negative-energy waves. In particular, the extended regions of instability found for continuous solenoid focusing (which also occur for periodic focusing at the same threshold values in terms of tune depression) can be interpreted as coupling of positive and negative energy oscillations ${ }^{14}$ and are a characteristic feature of a distribution function that is a non-monotonic function of the Hamiltonian. These instabilities cause a marked redistribution of density in phase space, but do not lead to a growth in r.m.s. emittance. For quadrupole transport, on the other hand, the strength of the focusing force seems to provide a mechanism which causes emittance growth for $\sigma_{0}>60^{\circ}$; for smaller values of $\sigma_{0}$ the saturated state is very similar to that reached in the case of continuous focusing. If one disregards the minor patches of instability found analytically as peculiar to the K-V distribution, the results of the linear analysis seem to provide a valid guide for design of periodic transport systems for high intensity beams and are particularly significant for $\sigma_{0}>$ $60^{\circ}$.

In this spirit, it appears prudent not merely to require that $\sigma_{0}<90^{\circ}$ (in order to avoid significant envelope instabilities), but to impose the restriction $\sigma_{0} \leq 60^{\circ}$ with the object of avoiding a pronounced instability of the third-order mode. If the restriction $\sigma_{0} \leq 60^{\circ}$ is adopted, one may expect that beam intensities will be limited only by potential instabilities of fourth or higher order and.that significant instabilities of this nature will not occur for $\sigma / \sigma_{0} \cong 0.4$ (see Sect. IV, b, iv, and Table I)-e.g., for $\sigma \mathfrak{£ 2 4 ^ { \circ }}$ if $\sigma_{0}=60^{\circ}$.

Simulation work indicates that, for $\sigma_{0} \leq 60^{\circ}$, the remaining instabilities saturate at low levels and the r.m.s. emittance is not affected by the rearrangement in phase space. If r.m.s. emittance is an adequate measure of beam quality there is then no limit on allowable tune depression. However, if the transported beam is to be delivered to a small focal spot, a practical limit then would be set ultimately by aberrations in the final focusing system.

The expected transportable intensities or beam power, based on a $60^{\circ}-24^{\circ}$ transport line and the associated maximum beam radii in symmetric FODO quadrupole transport systems are then given by the scaled-variable entries of Table III. The

TABLE III
Scaled-Variable Parameters
for a Tune Depression from $\sigma_{0}=60^{\circ}$ to $\sigma=24^{\circ}$

| Occupancy <br> Factor | $\theta$ | $Q^{\prime}$ | $u_{0}$ | $[\mathrm{FM}]$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 1.32 | 1.66 | 3.20 | .764 |
| $2 / 3$ | 1.42 | 1.54 | 3.34 | .688 |
| $1 / 2$ | 1.57 | 1.40 | 3.54 | .601 |
| $1 / 3$ | 1.84 | 1.19 | 3.87 | .481 |
| $1 / 4$ | 2.09 | 1.04 | 4.13 | .405 |
| $1 / 5$ | 2.32 | .944 | 4.36 | .354 |
| $1 / 6$ | 2.52 | .867 | 4.56 | .315 |
| $1 / 8$ | 2.89 | .757 | 4.89 | .263 |
| $1 / 10$ | 3.22 | .680 | 5.16 | .228 |
| $1 / 20$ | 4.51 | .485 | 6.13 | .145 |

quantities tabulated in Table III are

$$
\begin{gathered}
\theta=K^{1 / 2} \cdot L \text {, where } L \text { is the half-period of the lattice; } \\
Q^{\prime}=\frac{4 q^{2}}{A} \frac{N r_{p}}{\beta^{2} \gamma^{3} \epsilon K^{1 / 2}} \text {, where } \pi \epsilon \text { is the (un-normalized) emittance plane (meter radians); } \\
u_{0}=K^{1 / 4} \epsilon^{-1 / 2} \text { a (maximum scaled beam radius); and }
\end{gathered}
$$

$[F M] \equiv Q^{\prime} / u_{0}^{2 / 3}$ is a "figure of merit" that enters into a formula of the type proposed by Maschke ${ }^{21}$ and analyzed by Reiser ${ }^{22}$ for the maximum transportable beam current or power [Eq. (23)]. (The maximum beam radius becomes less if the intensity is reduced.)

$$
\begin{align*}
P & =C_{5}(A / q)^{4 / 3}(\gamma-1)(\beta \gamma)^{7 / 3} \epsilon^{2 / 3} B_{Q}{ }^{2 / 3} \cdot[\mathrm{FM}]  \tag{23}\\
& =C_{5}(A / q)^{4 / 3}(\gamma-1)(\beta \gamma)^{5 / 3} \epsilon_{N}{ }^{2 / 3} B_{Q}{ }^{2 / 3} .[\mathrm{FM}],
\end{align*}
$$

where

$$
\begin{gathered}
C_{5}=\left(\pi / \mu_{0}\right) c^{-1 / 3}\left(M_{p, 0} c^{2} / e\right)^{4 / 3}=3.43 \times 10^{15}(\text { MKSA units }), \\
\epsilon_{N}=\beta \gamma \epsilon \text { (meter-radians) },
\end{gathered}
$$

and $B_{Q}$ is the quadrupole pole-tip field (Tesla).
The figure of merit [FM] in Table III increases as $\sigma^{-2 / 3}$ as $\sigma$ is decreased from $24^{\circ}$, but the required aperture increases also and care must be taken in transporting very high currents that the aperture to length ratio of the quadrupoles does not become too large. ${ }^{8,22}$
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## INTRO DUCTION

In a paper by Carlson and Hendrickson ${ }^{1}$ use has been made of variational methods to secure upper and lower limits for electrical resistance. These methods, as presented, were based on techniques formulated by Schwinger and involved consideration of an integral equation for the current- or potential-distribution at a boundary surface. The presentation of Carlson and Hendrickson has the advantage of suggesting the applicability of similar techniques to problems in other fields of physics but, for this reason, may suffer from a lack of obvious physical motivation for the detailed mathematical steps. It is the purpose of the present note to indicate that the same technique may be introduced for resistance problems, in what may appear to be a more natural way, by use of well-known extremal theorems for resistance. It may be supposed that analogous extremal theorems exist in other fields of physics and that in some cases direct application of these theorems will lead to useful alternative methods of solution for specific problems.

## B. UPPER LIMIT TO RESISTANCE

Use is made of the theorem ${ }^{2}$ that an upper-limit, $R_{u}$.l., is given by

$$
\mathrm{R}_{\mathrm{u} . \ell .}=\frac{\iiint_{\rho} \mathrm{J}^{2} \mathrm{~d} \tau}{\left[\iint \overrightarrow{\mathrm{~J}} \cdot \overrightarrow{\mathrm{ds}}\right]^{2}},
$$

where $\rho$ is the resistivity of the material and $\vec{J}$ is an assumed current distribution (for which div $\vec{J}=0$ ) such that $\rho \vec{J}$ is not necessarily derivable

[^39]from a potential or, if it is, the potential from which it may be derived is not necessarily constant over the electrodes.

In terms of any assumed emergent current distribution, $J_{n}$, at one of the electrodes (designated as electrode number two), it is appropriate to consider the current distribution throughout the resistive medium to be

$$
\vec{J}=\frac{1}{\rho} \operatorname{grad} \quad \iint_{2} \mathscr{J}_{1} J_{n} d s,
$$

where $H_{1}$ is a Green's function, of $\vec{r}$ and $\vec{r}$, such that
(i) $\operatorname{div}\left(\frac{1}{\rho} \operatorname{grad} \mathcal{L}_{1}\right)=-\delta\left(\vec{r}-\vec{r}^{\prime}\right)$,
(ii) $\mathcal{U}_{1}=0$ on electrode number 1 , and
(iii) $\frac{\partial \mathscr{Y}_{1}}{\partial n}=0$ on the other boundaries of the resistive material.
$\mathscr{H}_{1}$ thus represents the potential arising from a point source of unit current when electrode number one serves as the sink.


## KEY <br> RESISTIVE MATERIAL insulating boundary PERFECTLY-CONDUCTING ELECTRODES

It will be noted that the expression considered for $\vec{J}_{\text {is }}$ such that, if $J_{n}$ were the true distribution of the emergent current, the expression $-\iint_{2} \mathcal{H}_{1} J_{n} d s$ would represent the true potential function for the problem, save for an arbitrary constan the That this so is seen from the use of Green's theorem (equivalent to reciprocation theorem for currents):

$$
\begin{aligned}
\mathrm{v} & =-\iint \frac{\mathrm{v} \partial \mathscr{H}_{1} \partial \mathrm{n}}{\rho} \mathrm{ds}+\iint \frac{\mathscr{Y}_{1} \partial \mathrm{v} / \partial \mathrm{n}}{\rho} \mathrm{ds} \\
& =\mathrm{v}_{1}-\iint_{z} \mathscr{H}_{1} J_{\mathrm{n}} \mathrm{ds} .
\end{aligned}
$$

By the nature of $\mathscr{y}_{1}$ as a source-function, the expression considered for $\vec{J}$ will, of course, be consistent with the $J_{n}$ assumed at the electrode.

$$
\begin{aligned}
R_{u . \ell .} & =\frac{\iiint_{2}\left(\vec{J} \cdot \operatorname{grad} \iint_{2} \mathscr{K}_{1} J_{n} d s\right) d \tau}{\left[\iint_{n} J_{n}\right]^{2}} \\
& =\frac{\iiint \operatorname{div}\left(\vec{J} \iint_{2} \mathscr{H}_{1} J_{n} d s\right) d \tau}{\left[\iint J_{n} d s\right]^{2}} \begin{array}{l}
\text { (since div } \vec{J}=0 \\
\text { throughout the } \\
\text { volume }
\end{array} \\
& =\frac{\iint d s^{\prime} \iint J_{n} \cdot M_{1}\left(\overrightarrow{r^{\prime}}, \vec{r}\right) J_{n} \text { ds }}{\left[\iint J_{n} d s\right]^{2}}
\end{aligned}
$$

the integration being only over the surface of electrode number 2 , since either $J_{n}$ or $\mathscr{U}_{1}$ will vanish on the other boundaries of the medium. To obtain an estimate for the resistance one assumes a functional form for U the emergent current distribution, $J_{n}$, which is presumed not to depart violently from the correct distribution and which is sufficiently simple to permit performing the indicated integrations without undue difficulty. Since the expression for $R_{u} . \ell$. is homogeneous of degree zero in $J_{n}$, no - further normalization is required.

By way of comparison with the example of Carlson and Hendrickson ${ }^{1}$, it is noted that

$$
\begin{aligned}
G_{1} & =\frac{1}{2 \pi \rho} \int_{2} H_{1} d \phi, \\
K_{1} & =\left[\frac{\pi b^{2}}{\ell} G_{1}-1\right] \text { at } z=\ell \quad \text { (i.e., at electrode number } 2 \text { ), and } \\
x(r) & \propto J_{n}(r) .
\end{aligned}
$$

Hence, for that case,

$$
\begin{aligned}
R_{u . \ell .} & =\rho \frac{\iint x\left(r^{\prime}\right) r^{\prime} G_{1}\left(r^{\prime}, r\right) r x(r) d r^{\prime} d r}{\left[\int x(r) r d r\right]^{2}} \\
& =\frac{\rho \ell}{\pi b^{2}} \frac{\iint r x(r)\left[K_{1}\left(r, r^{\prime}\right)+1\right] r^{\prime} x\left(r^{\prime}\right) d r d r^{\prime}}{\left[\int x(r) r d r\right]^{2}} \\
& =\frac{\rho \ell}{\pi b^{2}}[1+r], \begin{array}{l}
\text { in agreement with eq. (22) of the paper } \\
\text { cited (LR-132). }
\end{array}
\end{aligned}
$$

## C. LOWER LIMIT TO RESISTANCE

In analogy with the procedure of section $B$, use is made of the theorem ${ }^{3}$ that a lower limit, $\mathbb{R}_{\ell}, \ell$. , is given by

where $V$ is a scalar function of position which assumes the specified values for the potential on the two electrodes and $V_{o}$ represents the potential difference between the electrodes.

It is desirable to consider in this case, in addition to electrodes 1 and 2 , a third surface, number 3 , which physically forms a natural extension of electrode 2 but wh :h constitutes an insulating boundary in the resist ance problem of interest.


The potentials of electrodes $l$ and 2 are then taken to be $V_{0}$ and zero, respectively; the actual potential distribution over suríace 3 is not known, but will be considered to be given by an assumed trial function, $\Phi$.

Following again the procedure of Carlson and Hendrickson ${ }^{1}$, use is made of a Green's function, $\mathscr{H}_{2}$, such that
(i) $\quad \operatorname{div}\left(\frac{1}{p} \operatorname{grad} \mathcal{L}_{2}\right)=-\delta\left(\vec{r}-\overrightarrow{r^{r}}\right)$;
(ii) $\quad \mathbb{1}_{2}=0$ on surfaces $1 ; 2$, and 3 ; and
(iii) $\quad \partial \mathscr{H}_{2} / \partial n=0$ on the other boundaries of the resistive medium.
$\mathbb{L}_{2}$ thus represents the potential arising from a point source of unit current when surfaces 1,2 , and 3 serve as sinks at potential zero.

For use in the expression for $R \ell$. a potential distribution $V=V_{1}+V_{2}$ is employed, where

[^40]\[

$$
\begin{aligned}
\mathrm{v}_{1} & =-\mathrm{v}_{0} \iint_{1} \frac{1}{\rho} \partial \mathscr{H}_{2 i} \partial \mathrm{n} \mathrm{ds} \\
\text { and } \quad \mathrm{v}_{2} & =-\iint_{3}^{1} \frac{\Phi}{\rho} \frac{\partial \mathscr{H}_{2}}{\partial \mathrm{n}} \mathrm{ds}:
\end{aligned}
$$
\]

It is noted by use of Green's theorem or by the reciprocation theorem for currents, that $V_{1}$ represents the potential distribution which would be obtained if electrode 1 were at potential $V_{o}$, surfaces 2 and 3 at zero potential, and the remaining surfaces remained current barriers; similarly $\mathrm{V}_{2}$ is the potential corresponding to a distribution $\Phi$ over surface 3 , with electrodes 1 and 2 grounded and with the remaining surfaces impervious. The composite potential distribution $V$ would be, in fact, the correct potential function for the problem at hand if the actual potential distribution over surface 3 were substituted for $\Phi$.

By making use of the form adopted for $V$,
$\frac{1}{R_{\ell . \ell .}}=\frac{\iiint \frac{\left(\nabla V_{1}+\nabla V_{2}\right)^{2} d T}{\rho}}{V_{o}^{2}}$

$$
\begin{aligned}
& =\frac{\iiint \frac{1}{\rho}\left(\nabla \mathrm{~V}_{1}\right)^{2} \mathrm{~d} \tau+2 \iiint_{0} \frac{1}{\rho} \nabla \mathrm{~V}_{1} \nabla \mathrm{~V}_{2} \mathrm{~d} \tau+\iiint \frac{1}{\rho}\left(\nabla \mathrm{~V}_{2}\right)^{2} \mathrm{~d} \tau}{V_{0}^{2}} \\
& =\frac{1}{V_{0}} \iint_{1} \frac{1}{\rho} \frac{\partial V_{1}}{\partial n} d s+\frac{1}{V_{0}^{2}} \iint_{1} \frac{V_{1}}{\rho} \frac{\partial V_{2}}{\partial n} d s+\frac{1}{V_{0}^{2}} \iint_{3} \cdot \frac{V_{2}}{\rho} \frac{\partial V_{1}}{\partial n} d s \\
& +\frac{1}{V_{0}^{2}} \iint_{3} \frac{V_{2}}{\rho} \frac{\partial V_{2}}{\partial n} \mathrm{ds} \\
& =\frac{1}{R_{0}}-\frac{2}{V_{0}} \iint_{3} \iint_{1} \frac{\Phi}{\rho \rho^{\prime}} \frac{\partial^{2} V_{2}}{\partial n^{\prime} \partial n^{\prime}} d s d s^{\prime} \\
& -\frac{1}{V_{0}^{2}} \iiint_{3} \int_{3} \frac{\Phi}{\rho} \frac{\partial^{2} \mu_{2}}{\partial n^{\prime}} \frac{\Phi^{\prime}}{\rho^{\prime}} \mathrm{dst} \mathrm{ds}^{\prime},
\end{aligned}
$$

where $R_{0}$ is the resistance obtained when electrode $l$ is at the potential $V_{o}$ and both surfaces 2 and 3 are grounded.

It is convenient to introduce the relative distribution of potential on surface 3 :
whereupon

This last expression gives an upper limit to the conductance, and hence a lower limit to the resistance, in the problem of interest, through the use of various trial distributions for the potential on surface 3. In the form written it suffers, however, from the disadvantage that not only should a reasonable choice be made for the form of the trial potential, but also the scaling factor is of importance. For a given trial function, $X$, a scaling factor $f$ may be introduced such that $\Psi=f X$ and the last two terms in the expression for $\frac{1}{R_{\ell . \ell .}}$ become
$-2 f \iint_{3} \int_{1} \int_{1} \frac{x}{\rho \rho^{\prime}} \frac{\partial^{2} \mathscr{L} L_{2}}{\partial n \partial n^{\prime}}$ ds ds' $-f^{2} \iint_{3} \iint_{3} \frac{x}{\rho} \frac{\partial^{2} \mathscr{\mathcal { L } _ { 2 }}}{\partial n \partial n^{\prime}} \frac{x^{\prime}}{\rho^{\prime}} d s d s^{\prime}$.
The optimum choice of $f$, for a given $X$, is

$$
\mathrm{f}=-\frac{\iint_{3} \iint_{1} \frac{x}{p \rho}, \frac{\partial^{2} \mathscr{L}_{2}}{\partial n \partial n^{\top}} \mathrm{ds} \mathrm{~d} s^{\prime}}{\iint_{3} \iint_{3} \frac{x}{\rho} \frac{\partial^{2} \mathscr{H}_{2}}{\partial n_{2} \partial n^{\prime}} \frac{x^{\prime}}{\rho^{\prime}} \mathrm{ds} \mathrm{~d} s^{\prime}}
$$

and the expression for $\frac{1}{R_{\ell . \ell}}$ assumes the convenient homogeneous form:

$$
\begin{equation*}
=\frac{1}{R_{0}}+\frac{\left[\iint_{3} \iint_{1} \frac{x}{\rho \rho^{\prime}} \frac{\partial^{2} \mathscr{Z}_{2}}{\partial n^{\partial n^{\prime}}} d s d s^{\prime}\right]^{2}}{\iint_{3} \iint_{3} \frac{x}{\rho} \frac{\partial^{2} \not X_{2}}{\partial n^{2} n^{\prime}} \frac{x^{\prime}}{\rho} d s d s^{\prime}} \tag{1}
\end{equation*}
$$

The physical significance of the ethoice of scate factor may be seen in the follow.


$$
\frac{1}{\mu} \iint_{1} \frac{1}{\rho} \cdot\left(a^{2}\left(z^{\prime} n^{3} n^{\prime} n^{\prime}\right) d s^{\prime}+\frac{1}{p} \iint_{b} \frac{\underline{w}^{\prime}}{p^{\prime}}\left(a^{2} z^{\prime}, \ln d^{\prime}\right) d s^{\prime}\right.
$$

will then be zero at each peint of surface s. In the present casc the trial function $X$ has been scaled in such d way that the intugral $\iint_{i}^{\psi J_{n} \text { ds vani shes: i. e.. so that }}$
 the true values of $\Phi, v$

A simplification results in the special case that $\frac{1}{V_{0}} \frac{\partial V_{1}}{\partial n}$ is independent of position on surface 3 and (say) equals - $1 / \mathrm{L}$. This situation arises, for example, in a problem in which $V_{1}$ represents the potential in a conductor of constant cross-section and of constant resistivity across the cross-section, as in the example of reference l. In this case the double surface integral which appears in the numerator above, and which is identical with
$-\frac{1}{V_{o}} \iint_{3} \frac{X}{\rho} \frac{\partial V_{1}}{\partial n}$ ds, becomes $\frac{1}{L} \iint_{3} \frac{X}{\rho}$ ds and we obtain

$$
\frac{1}{\mathbf{R}_{\ell . \ell .}}=\frac{1}{R_{0}}+\frac{1}{L^{2}} \frac{\left[\iint_{3} \frac{x}{\rho} d s\right]^{2}}{\iiint \int_{3} \frac{x}{\rho} \frac{\partial^{2} \ell_{2} z}{\partial n^{\partial n^{\prime}}} \frac{x^{\prime}}{\rho^{\prime}} d s d s^{\prime}},
$$

involving integrations only over the surface 3 .

For comparison with the example of Carlson and Hendrickson ${ }^{1}$, one notes that for that case

$$
\rho=\text { const. }
$$

$$
\frac{1}{V_{0}} \frac{\partial V_{1}}{\partial n}=-1 / \ell,
$$

$$
\mathrm{G}_{2}=\frac{1}{2 \pi \rho} \int \mathscr{H}_{2} \mathrm{~d} \phi
$$

$$
K_{2}=\left[-1-\pi b^{2} \ell \frac{\partial^{2} \ell_{2}}{\partial n \partial n^{\prime}}\right] \text { at } z=\ell \text { (i.e., at electrode 3), }
$$

and

$$
\frac{\rho \ell}{\pi b^{2}}=R_{0}
$$

$$
\begin{aligned}
& \text { Hence, for the example chosen, } \\
& \qquad \begin{aligned}
\frac{1}{R_{\ell . \ell .}} & =\frac{1}{R_{0}}-\frac{1}{R_{0}} \iint r x(r)\left[K_{2}\left(r, r^{\prime}\right)+1\right] r^{\prime} \times\left(r^{\prime}\right) d r d r^{\prime} \\
& =\frac{1}{R_{0}} \frac{\left.\iint(r) r d r\right]^{2}}{\iint r(r) K_{2}\left(r, r^{\prime}\right) r^{\prime} X\left(r^{\prime}\right) d r d r^{\prime}+\left[\int x(r) r d r\right]^{2}} \\
& =\frac{1}{R_{0}} \frac{\Lambda}{\Lambda+1}, \begin{array}{l}
\text { in consistency with eq. (35) of the referenced } \\
\text { paper (LR-132). }
\end{array}
\end{aligned}
\end{aligned}
$$

## D. EXAMPLE

As an example consider the following "two dimensional" problem, which also may be solved rigorously by a simple Schwarz-Christoffel transformation when $L$ is large:

A slab of homogeneous resistive material, of height $h$, extends from $x=0$ to $b$ and $y=0$ to $L$. Current enters the specimen $a t y=L$ by an electrode extending from $x=0$ to $b$ and leaves at $y=0$ by an electrode extending from $x=0$ to $a$.


1. Upper limit:

In view of the two-dimensional character of this example, it suffices to use a Green's function, $G_{1}$, such that
(i) $\quad \nabla_{x, y}^{2} G_{1}=-\rho \delta\left(x, y ; x^{\prime}, y^{\prime}\right)$,
(ii) $\quad G_{1}=0$ at $y=L$, and
(iii) $\partial G_{2} / \partial n=0$ on the other boundaries.

Then

$$
R_{u . l .}=\frac{\iint_{\text {the Green's function will } b J_{e}(x) G_{1}\left(x, x^{\prime}\right) J_{n}\left(x^{\prime}\right) d x d x^{\prime}}^{h\left[\int_{n}(x) d x\right]^{2}}}{\text { (x) }}
$$

$A_{o}\left(L-y^{\prime}\right)+\sum_{1}^{\infty} A_{n} \cos n \pi x / b \cosh n \pi y / b \sinh n \pi\left(L-y^{\prime}\right) / b$, for $y<y^{\prime}$
$A_{0}(L-y)+\sum_{1}^{\infty} A_{n} \cos n \pi x / n \sinh n \pi(L-y) / b \cosh n \pi y^{\prime} / b$, for $y>y^{\prime} ;$
with $\operatorname{L}_{\varepsilon \rightarrow 0}\left[\left.\frac{\partial^{G_{1}}}{\partial y}\right|_{y=y^{\prime}-\varepsilon}-\left.\frac{\partial^{G_{1}}}{\partial y}\right|_{y=y^{\prime}+\varepsilon}\right]=\rho \delta\left(x-x^{\prime}\right) \cdot$

Accordingly, $A_{0}=\rho / b$,

$$
A_{n}=\frac{2 \rho}{\pi} \frac{\cos n \pi x^{\prime} / b}{n \cosh n \pi L / b} \quad(n \geqslant 1) \text {, and }
$$

$$
G_{1}\left(x, 0 ; x^{\prime}, 0\right)=\rho\left[\frac{L}{b}+\frac{2}{\pi} \sum_{1}^{\infty} \frac{1}{n} \cos n \pi x / b \cos n \pi x^{\prime} / n \tanh n \pi L / b\right]^{4}
$$

If one selects an assumed approximate distribution function $J_{n}=$ const. ( $0<x<a$ ) and performs the requisite integrations termwise,

$$
\rho\left[\frac{L a^{2}}{b}+2 \frac{b^{2}}{\pi^{3}} \sum \frac{1}{n^{3}} \sin ^{2} n \pi a / b \tanh n \pi L / b\right]
$$

$$
\mathrm{R}_{\mathrm{u} . \ell .}=-\mathrm{ha}^{2}
$$

$=\frac{\rho}{h}\left[\frac{L}{b}+\frac{2}{\pi} \frac{b^{2}}{a^{2}} \sum \frac{1}{n^{3}} \sin ^{2} n \pi a / b \tanh n \pi L / b\right]$, and
for L large,
$R_{u . \ell .} \simeq \frac{\rho}{h}\left[\frac{L}{b}+\frac{2}{\pi^{3}} \frac{b^{2}}{a^{2}} \sum \frac{1}{n^{3}} \sin ^{2} n \pi a / b\right]$.
The term supplementing $\frac{\rho L}{h b}$ represents the estimated addition to the resistance of the sample as a result of limiting the area of electrode number 2 .

## 2. Lower Limit:

One again makes use of a two-dimensional Green's function, $G_{2}$, which is now required to satisfy the conditions:
(i) $\nabla_{x, y}^{2} G_{2}=-\rho \delta\left(x, y ; x^{\prime}, y^{\prime}\right)$,
(ii) $\quad G_{2}=0$ at $y=0, y=L$, and
(iii) $\frac{\partial G_{2}}{\partial x}=0$ at $x=0, x=b$.

[^41]$$
\frac{1}{R_{\ell . \ell .}}=\frac{1}{R_{o}}+\frac{1}{L^{2}} \frac{h^{2}\left[\int x(x) d x\right]^{2}}{h \iint x(x)\left[\frac{\partial^{2} G_{2}\left(x, y ; x^{\prime}, y^{\prime}\right)}{\partial y^{2} y^{\prime}}\right]_{y, y^{\prime}=0}^{x\left(x^{\prime}\right) d x d x^{\prime}}}
$$
or
$$
R_{\ell . \ell .}=R_{o}-\frac{\rho^{2}}{h b^{2}} \frac{\left[\int x(x) d x\right]^{2}}{\iint x(x)\left[G_{2}^{\prime \prime}+\frac{\rho}{L b}\right] \times\left(x^{\prime}\right) d x d x^{\prime}}
$$

A formal expression for the Green's function may be written as
$A_{o} y\left(L-y^{\prime}\right)+\sum_{1}^{\infty} A_{n} \cos n \pi x / b \sinh n \pi y / b \sinh n \pi\left(L-y^{\prime}\right) / b$, for $y<y^{\prime}$;
$A_{o} y^{\prime}(L-y)+\sum_{1}^{\infty} A_{n} \cos n \pi x / n \sinh n \pi(L-y) / b \sinh n \pi y^{\prime} / b$, for $y>y^{\prime}$;
with $\quad A_{0}=\frac{\rho}{L b}$,

$$
A_{n}=\frac{2 \rho}{\pi} \quad \frac{\cos n \pi x^{\prime} / b}{n \sinh n \pi L / b} \quad(n \geqslant 1)
$$

For a trial function, $X(x)$, one might prefer to employ a distribution which near the electrode is proportional to $\sqrt{\mathbf{x - a}}$; for illustrative convenience, however, the function

$$
x(x)=\frac{\pi}{2} \frac{x-a}{b-a}
$$

is selected. By formal integration* in the case that $L$ is large, one is Jed to the result
$R_{\ell . \ell .} \simeq R_{0}+\frac{\rho}{2 \pi h} \frac{1}{\sum_{1}^{\infty} n \frac{\cos ^{2} n \pi a / b}{\left[1-\left(2 n \frac{b-a}{b}\right)^{2}\right]^{2}} \quad \text { for a non-integral }} \frac{b}{2(b-a)^{3}}$

[^42]and
$$
R_{\ell . \ell .} \simeq R_{0}+\frac{\rho}{2 \pi h} \frac{1}{m \frac{\pi^{2}}{16}+\sum_{\substack{1 \\ n \neq m}}^{\infty} \frac{\cos ^{2} n \pi a / b}{\left[1-\left(2 n \frac{b-a}{b}\right)^{2}\right]^{2}}}
$$
when $\frac{b}{2(b-a)}$ equals an integer, $m$.

## 3. Exact Solution:

As was mentioned in the introductory paragraph of section $D$, the present problem admits of a simple exact solution for L large. A suitable Schwarz-Christoffel transformation is ${ }^{5}$

$$
W=\sin ^{-1}\left[\frac{\sin \frac{1}{2} \frac{\pi z}{b}}{\sin \frac{1}{2}} \frac{\pi a}{b}\right]
$$

At large distances above the $x$-axis, the potential function is

$$
V \simeq \frac{\pi}{2} \frac{y}{b}-\ln \sin \frac{\pi}{2} \frac{a}{b}
$$

and the change of the stream function in traversing the electrode is

$$
\Delta U=\frac{\pi}{2}
$$

Accordingly, the exact resistance for $L$ large is

$$
R \simeq \frac{\rho}{h}\left[\frac{L}{b}-\frac{2}{\pi} \ln \sin \frac{\pi a}{2 b}\right]
$$

4. Numerical Results:

Values for the supplemental resistance, obtained from the approximate formulas by numerical summation, are given in Table $I$.

TABLE I
Values of the Supplemental Resistance, $R-R_{o}$, in units $P / 2 \pi h$.

|  | $R_{\text {u. }}$ | $R_{\ell . \ell .}$ | $R_{\text {exact }}$ |
| :---: | :---: | :---: | :---: |
| Trial Function | $J_{n}=$ const. | $X=\sin \frac{\pi}{2} \frac{x-a}{b-a}$ | $\cdots$ |
| $a / b=1 / 4$ | 4.26 | 3.04 | 3.842 |
| $a / b=1 / 2$ | 1.70 | 1.15 | 1.386 |
| $a / b=3 / 4$ | $0.39_{2}$ | $0.26_{8}$ | 0.317 |

[^43]APPENDIX I
Proof of the theorem that the current distribution is such that the "heating," $\iiint \rho J^{2} d T$, is a minimum for fixed total current:

Let $\vec{J}_{0}$ be the correct current distribution, and $\vec{J}$ any other solenoidal current distribution corresponding to the same total current, $I$, at the electrodes.

Then
(i) $\quad \operatorname{div} \overrightarrow{\mathrm{J}}_{0}=0=\operatorname{div} \overrightarrow{\mathrm{J}}$,
(ii) $\iint \overrightarrow{\mathrm{J}}_{0} \cdot \overrightarrow{\mathrm{ds}}= \pm \mathrm{I}=\iint \overrightarrow{\mathrm{J}} \cdot \overrightarrow{\mathrm{ds}}$, and
(iii) $\quad \rho \vec{J}_{0}$ is derivable from a potential:
$\rho \overrightarrow{\mathrm{J}}_{\mathrm{o}}=-\overrightarrow{\dot{\mathrm{g} r a d} \mathrm{~V}}$, with $V$ constant on the electrodes.

## It then follows that

$$
\begin{aligned}
& \underset{\sim}{\text { u }} \iiint \rho\left(J^{2}-J_{0}^{2}\right) d \tau \\
& \equiv 2 \iiint \rho \vec{J}_{0}\left(\vec{J}-\vec{J}_{0}\right) d \tau+\iiint \rho\left(\vec{J}-\vec{J}_{0}\right)^{2} d \tau \\
& \equiv-2 \iiint(\overrightarrow{\operatorname{grad} V}) \cdot\left(\vec{J}-\vec{J}_{0}\right) d \tau+\iiint_{\rho}\left(\vec{J}-\vec{J}_{0}\right)^{2} d \tau \\
& \equiv-2 \iiint \operatorname{div}\left[V\left(\vec{J}-\vec{J}_{0}\right)\right] d \tau+2 \iiint v \operatorname{div}\left(\vec{J}-\overrightarrow{J_{0}}\right) d \tau \\
&+\iiint_{\rho}\left(\vec{J}-\overrightarrow{J_{0}}\right)^{2} d \tau \\
& \equiv-2 \iint v\left(\vec{J}-\vec{J}_{0}\right) \cdot \overrightarrow{d s}+2 \iiint V \operatorname{div}\left(\vec{J}-\vec{J}_{0}\right) d \tau \\
&+\iiint \rho\left(\vec{J}-\overrightarrow{J_{0}}\right)^{2} d \tau
\end{aligned}
$$

APPENDIX II
Proof of the theorem that the potential distribution is such that the heating, $\iiint_{0}(1 / \rho)(\operatorname{grad} V)^{2} d \tau$, is a minimum for a fixed interelectrode potential difference:

Let $V_{0}$ be the correct potential distribution, for which
(i) $\quad \operatorname{div}\left(\frac{1}{\rho} \operatorname{grad} V_{o}\right)=0$,
(ii) $V_{0}$ assumes the prescribed potentials at the electrodes,
and (iii) $3 V_{0} / 2 n=0$ on the other boundaries.
$V$ is taken to correspond to the same potential difference between the electrodes and, for convenience, might be considered to assume the same values as $V_{o}$ on the electrodes. It then follows that

$$
\begin{aligned}
& \iiint \frac{(\nabla \mathrm{V})^{2}-\left(\nabla \mathrm{V}_{\mathrm{o}}\right)^{2}}{\rho} d T \equiv 2 \iiint \frac{\nabla \mathrm{~V}_{\mathrm{o}} \cdot \nabla\left(\mathrm{~V}-\mathrm{V}_{\mathrm{o}}\right)}{\rho} d T+\iiint \frac{\left[\nabla\left(\mathrm{V}-\mathrm{V}_{\mathrm{o}}\right)\right]^{2}}{\rho} d T \\
& \equiv 2 \iiint \operatorname{div}\left[\left(V-V_{o}\right) \frac{\operatorname{grad} V_{o}}{\rho}\right] d \tau \\
& -2 \iiint\left(\mathrm{~V}-\mathrm{V}_{\mathrm{o}}\right) \operatorname{div}\left(\frac{1}{\rho} \operatorname{grad} \mathrm{~V}_{\mathrm{o}}\right) \mathrm{d} \tau \\
& +\iiint \frac{\left[\nabla\left(V-V_{0}\right)\right]^{2}}{\rho} d \tau \\
& =2 \iint \frac{V-V_{0}}{\rho} \frac{3 V_{0}}{\ni n} d s-2 \iiint\left(V-V_{0}\right) \operatorname{div}\left(\frac{\operatorname{grad} V_{0}}{\rho}\right) d \tau \\
& +\iiint \frac{\left[\nabla\left(\mathrm{V}-\mathrm{V}_{\mathrm{o}}\right)\right]^{2}}{\rho} \mathrm{~d} \tau \\
& =\iiint \frac{\left[\nabla\left(\mathrm{V}-\mathrm{V}_{0}\right)\right]^{2}}{\rho} \mathrm{~d} T \geq 0 \text {, }
\end{aligned}
$$

and the heating is least for the correct potential distribution.
$=\iiint_{\rho} \rho\left(\vec{J}-\overrightarrow{J_{0}}\right)^{2} d \tau \geqslant 0$,
and the heating is least for the correct current distribution.
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## EVALUATION OF THE ZEROS OF

## CROSS-PRODUCT BESSEL FUNCTIONS

L. Jackson Laslett and William Lewish*


#### Abstract

Computational results for the characteristic values and characteristic solutions of Bessel's equation are presented. Specifically, the results pertain to the first two solutions subject to the Neumann boundary condition $a t r=a, b$ and to the first solution subject to the Dirichlet condition, when (b-a)/(b+a) is small (0.1, 0.01, 0.001). Approximate analytic formulas are derived to complement the computational results. The posaible application of the data to phenomena involving the interaction of an intense circulating beam and the electromagnetic fields within a particle accelerator is indicated, as is also the utility of the results for estimation of the loss-factor, $Q$, for resonant electromagnetic modes of possibly high order within a toroidal vacuum chamber of rectangular cross section.


## I . INTRODUCTION

In a number of physical or engineering problems in which use of cylindrical coordinates is appropriate, separation of variables leads to Bessel's differential equation,

$$
\begin{equation*}
\frac{1}{r} \frac{d}{d r}\left[r \frac{d Z}{d r}\right]+\left[q^{2}-\frac{n^{2}}{r^{2}}\right] z=0 \tag{1}
\end{equation*}
$$

Associated with the Department of Statistics, Iowa State University, Ames, Iowa

A resume of the results reported here has been submitted to Mathematics of Computation.
for the radial dependence of the variable of interest. Solutions are typically sought which satisfy the Dirichlet boundary condition ( $Z=0$ ) or the Neumann boundary condition $(d Z / d r=0)$ at $r=a-n d r=b$. If the solution to Eq. (1) is written as a linear combination of Bessel and Neumann functions, application of the Dirichlet or Neumann boundary conditions respectively leads to the following equations for determining the eigenvalues, $q$ :

$$
\begin{equation*}
J_{n}(q a) Y_{n}(q b)-J_{n}(q b) Y_{n}(q a)=0 \tag{2a}
\end{equation*}
$$

or

$$
\begin{equation*}
J_{n}^{\prime}(q a) Y_{n}^{\prime}(q b)-J_{n}^{\prime}(q b) Y_{n}^{\prime}(q a)=0 \tag{2b}
\end{equation*}
$$

The zeros of the cross-product Bessel functions which appear on the left-hand side of Eqs. ( $2 a, b$ ) are frequently sought for cases in which $n$ is not large, because of the interest in the lower-order modes which are possible in the physical problem under consideration. Cases may also arise, however, in which attention should be directed to the higher-order modes in order to determine the circumstances in which such possibly-unwanted modes may become excited. An example of the latter situation is the interest which is currently attached to the resonant electromagnetic modes which may be excited ${ }^{1}$ within a toroidal vacuum chamber of rectangular cross section by an azimuthally-modulated circulating beam such as that of a particle accelerator.

[^44]Solutions to Eqs. (2a) and (2b) have been discussed by a number of writers ${ }^{2-7}$ and results presented in the form of approximate algebraic formulas, in tables or graphically. For application to problems in which $\frac{b-a}{b+a}$ is small and in which $n$ may be large, however, it appeared appropriate to make an independent investigation of the initial roots of Eqs. (2a) and (2b) by study of characteristic solutions to Bessel's equation (1) in the interval $a \leq r \leq b$ without explicit reference to the usual Bessel and Neumann functions. Approximate analytic formulas have been obtained for the first characteristic value and function associated with the Dirichlet boundary condition and for the first.two eigenvalues and functions associated with the Neumann boundary condition. An in-

2 James McMahon, Ann. of Math. 9, 23-30 (1894).
3
A. Kalähne, Zeits. für Math. u. Physik 54, 55-86 (1907).
${ }^{4}$ William Marshall, Ann. of Math. 11, 153-160 (1910).
${ }^{5}$ Rohn Truell, J. Appl. Phys. 14, 350-352 (1943).
6
Don Kirkham, J. Math. and Phys. 36, 371-377 (1958).
7
W. N. Wong, "Electromagnetic Fields in a Donut Space", Midwestern Universities Research Association internal report MURA-555, Madison, Wisconsin, 1960.
dependent systematic determination of these characteristic values and functions has also been made numerically with the CYCLONE digital electronic computer at Iowa State University for cases in which $\frac{b-a}{b+a}$ was as signed the values $0.001,0.01$, and 0.1 and for a special set of cases in which this quantity was given the value 0.0001 . It is the purpose of this report to summarize the results of this analytic work and to present the results of the numerical investigation.

## II. TRANSFORMATION OF BESSEL'S EQUATION

It may be noted that, due to the nature of the customary Bessel functions of high order, and in particular because the function $J_{n}$ remains quite small until its argument is comparable to its order, the lowest characteristic values, $q$, will be in the neighborhood of $n / b$ for $n$ large. For this reason and to focus attention on the interval $a \leq r \leq b$, it is convenient to define

$$
\begin{align*}
& \eta \equiv \frac{b-a}{b+a}  \tag{3a}\\
& \delta \equiv \eta^{2}\left[\left(q \frac{b+a}{2}\right)^{2}-n^{2}\right] \tag{3b}
\end{align*}
$$

and

$$
\begin{equation*}
x \equiv 2 \frac{r-(b+a) / 2}{b-a} \tag{3c}
\end{equation*}
$$

In terms of these quantities ${ }^{+}$

[^45]\[

$$
\begin{equation*}
r=\frac{b+a}{2}(1+\eta x) \text {, with }-1 \leq x \leq 1, \tag{4}
\end{equation*}
$$

\]

and Bessel's equation (1) assumes the form

$$
\begin{equation*}
\frac{d}{d x}\left[(1+\eta x) \frac{d z}{d x}\right]+\left[(1+\eta x) \delta+\frac{2+\eta x}{1+\eta x} \cdot \eta_{n}^{3} \cdot x\right] z=0 . \tag{5}
\end{equation*}
$$

The solutions to Eq. (5) which are of interest are those for which the Dirichlet boundary condition ( $\mathrm{Z}=0$ ) or, alternatively, the Neumann boundary condition ( $\mathrm{dZ} / \mathrm{dx}=0$ ) applies at $\mathrm{x}= \pm 1$. In the case that the Dirichlet boundary condition is to be applied, it is convenient for some purposes to make the transformation

$$
\begin{equation*}
s=(1+\eta x)^{1 / 2} z \text {, } \tag{6}
\end{equation*}
$$

in terms of which Eq. (5) may be written

$$
\begin{equation*}
\frac{\mathrm{d}^{2} \mathrm{~s}}{\mathrm{dx}}+\left[\delta+\frac{\left(\eta^{2} / 4\right)+\eta^{3} n^{2}(2+\eta x) x}{(1+\eta x)^{2}}\right] s=0 \tag{7}
\end{equation*}
$$

with $S( \pm 1)=0$.
For $\uparrow \ll$ 1, the terms in Eqs. (5) and (7) which contain $\{$, save in some cases those which involve the combination $\boldsymbol{\gamma}^{3} n^{2}$, may be treated as a perturbation or, in some approximations, ignored.

## III. APPROXIMATE ANALYTIC FORMULAS

In a preliminary investigation of the present problem, estimates of the characteristic values and an indication of the nature of the characteristic functions were obtained by a variational solution of Eqs. (5) or (7). For the present purposes, however, it appears preferable to em-
ploy, where applicable, a standard perturbation procedure, ${ }^{8}$ since a solution consistent to a certain order of smallness may thereby automatically be obtained. We assume throughout that $\eta \ll 1$ and commence by considering the case in which $\eta^{3} n^{2}$ also is small.
(a) Application of Perturbation Method, with $\eta^{3} n^{2}$ Small

The differential Eqs. (5) and (7) may be put into an appropriate form, to which the standard perturbation procedure ${ }^{8}$ is directly applicable, by regarding $n$ as the small parameter in terms of which the perturbation development is performed, but regarding $n$ as possibly sufficiently large that quantities such as $\eta^{2} n^{2}$ or $\eta^{3} n^{2}$ are not necessarily negligible. Equations (5) and (7) accordingly are written

$$
\begin{equation*}
\frac{d^{2} z}{d x}+\eta\left[\frac{d}{d x}\left(x \frac{d Z}{d x}\right)+\left(\delta+2 \eta^{2} n^{2}\right) \cdot x \cdot z-\eta^{3} n^{2} x^{2} z\right]=-\delta \cdot z \tag{8}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{d^{2} s}{d x^{2}}+\eta\left[2 \eta^{2}\left(n^{2}-\frac{1}{4}\right) \cdot x \cdot s-3 \eta^{3}\left(n^{2}-\frac{1}{4}\right) x^{2} s\right]=-\left(\delta+\frac{\eta^{2}}{4}\right) s \tag{9}
\end{equation*}
$$

where the quantities contained within the square brackets are to be regarded as the perturbation Hamiltonian acting on the dependent variable-i.e., $H^{\prime} Z$ or $H^{\prime} S$, respectively--and the quantities $-\delta$ and $-\left(\delta+\frac{n^{2}}{4}\right)$ which appear on the right-hand sides of Eqs. (8) and (9) play the role

8 L. I. Schiff, Quantum Mechanics (McGraw-Hill Book Co., Inc., New York, 1955), Ed. 2, Chapt. VII, Sect. 25, pp. 151-154. We gratefully acknowledge the assistance provided by Dr. C. L. Hammer in discussing with us the use of the perturbation method for which results are described in Sect. III(a) of this report.
normally filled by the energy in quantum-mechanical applications of the perturbation technique.

The basic solutions to the unperturbed equation,

$$
\begin{equation*}
\frac{d^{2} u}{d x^{2}}=-2 u \tag{10}
\end{equation*}
$$

adjusted to be orthonormal in the interval $-1 \leqslant x \leqslant 1$, are

$$
u_{m}=\frac{1}{\sqrt{2}}, \sin \frac{\pi}{2} x, \cos \pi x, \sin \frac{3 \pi}{2} x, \cos 2 \pi x, \ldots \ldots
$$

with

$$
\lambda_{\mathrm{m}}=(\mathrm{m} \pi)^{2}, \mathrm{~m}=0, \frac{1}{2}, 1, \frac{3}{2}, 2, \ldots,
$$

for the case that the Neumann boundary condition applies, and

$$
u_{m}=\cos \frac{\pi}{2} x, \sin \pi x, \cos \frac{3 \pi}{2} x, \sin 2 \pi x, \ldots
$$

with

$$
\lambda_{m}=(m \pi)^{2}, m=\frac{1}{2}, 1, \frac{3}{2}, 2, \ldots
$$

for use with the Dirichlet boundary condition. The results of a pertur bation analysis of Eq. (8) are then to be obtained from the formulas ${ }^{8}$

$$
-\delta_{m}=-\lambda_{m}+\eta H_{m, m}^{\prime}+\eta^{2} \sum_{k \neq m} \frac{H_{m, k}^{\prime} H_{k, m}^{\prime}}{\lambda_{k}-\lambda_{m}}
$$

or

$$
\begin{equation*}
\delta_{m}=(m \pi)^{2}-\eta H_{m, m}^{\prime}-\eta^{2} \sum_{k \neq m} \frac{H_{m, k}^{\prime} H_{k, m}^{\prime}}{\pi^{2}\left(k^{2}-m^{2}\right)} \tag{11a}
\end{equation*}
$$

and

$$
\begin{align*}
z_{m} & =u_{m}+q \sum_{k \neq m} \frac{H_{k, m}^{\prime}}{\lambda_{k}-\lambda_{m}} u_{k} \\
& =u_{m}+\eta \sum_{k \neq m} \frac{H^{\prime} k, m}{\pi^{2}\left(k^{2}-m^{2}\right)} u_{k}, \tag{11b}
\end{align*}
$$

with analogous expressions for use with Eq. (9). The matrix elements $H_{k, m}^{\prime}$ in Eq. (11a,b) represent the integral $\int_{-1}^{1} u_{k} H^{\prime} u_{m} d x$.
(i) Results for the first Neumann solution:

With $m=0$, the matrix elements for Eq. (8) are found, to the desired order, to be

$$
\begin{equation*}
H_{o, o}^{\prime}=-\frac{r^{3} n^{2}}{3} \text { from the } x^{2} \text { term in } H^{\prime} \text {, } \tag{12a}
\end{equation*}
$$

and

$$
\begin{align*}
H_{o, k}^{\prime}=H_{k, 0}^{\prime} & =(-)^{\frac{\ell-1}{2}} \sqrt{2}\left(\frac{2}{\pi}\right)^{2} \frac{\delta+2 n^{2} n^{2}}{\ell^{2}} \\
& =(-)^{\frac{\ell-1}{2}} 2 \sqrt{2}\left(\frac{2}{\pi}\right)^{2} \eta^{2} n^{2} \frac{1}{l^{2}} . \tag{12b}
\end{align*}
$$

from the $x$ term in $H^{\prime}$, where $\ell=2 k$ assumes odd values $(1,3, \ldots)$ and in which the result has been simplified by anticipating the result that $\delta$ will be very small (vii.).

By use of Eqs. (11a,b) it then follows that

$$
\begin{array}{r}
\delta \doteq \frac{1}{3} \eta^{4} n^{2}-8\left(\frac{2}{\pi}\right)^{6} \eta^{6} n^{4} \sum_{\ell \text { odd }} \frac{1}{\ell^{6}} \\
=\frac{1}{3} \eta^{4} n^{2}-\frac{8}{15} \eta^{6} n^{4}, 9 a \tag{13a}
\end{array}
$$

and

$$
\begin{align*}
Z= & \frac{1}{\sqrt{2}}+2 \sqrt{2}\left(\frac{2}{\pi}\right)^{4} \eta^{3} n^{2} \sum_{\ell \text { odd }}(-)^{l-1} \frac{1}{l^{4}} \sin \frac{\ell}{2} \pi x \\
& =1  \tag{13b}\\
& \sqrt{2}\left[1+i^{3} n^{2}\left(x-\frac{x^{3}}{3}\right)\right] 9 b
\end{align*}
$$

Pa The summation of $1 / \ell^{6}$ for hod, may be determined in terms of the Riemann zeta function (Ref. 12, Sect. IX, p. 269):

$$
\ell \sum_{\text {odd }} \ell^{6}=\frac{63}{64} \xi(6)=\frac{63}{64} \frac{\pi^{6}}{945}=\frac{\pi^{6}}{(64)(15)} ;
$$

For small values of $\eta^{3} n^{2}$, the characteristic solution of concern here is, of course, nearly constant. From Eq. (13b), moreover, it is seen that in particular,

$$
\begin{equation*}
Z(-1): Z(0): Z(1) \doteq 1-\frac{2}{3} \eta^{3} n^{2}: 1: 1+\frac{2}{3} \quad \eta^{3} n^{2} \tag{13c}
\end{equation*}
$$

for $\eta^{3} n^{2}$ small, and the slope at $x=0$ similarly is given by

$$
\begin{equation*}
z^{\prime}(0) / z(0) \doteq r^{3} n^{2} \tag{13d}
\end{equation*}
$$

The features of the solution indicated by Eqs. (13c,d) will be checked in Sect.IV(a)by comparison with computational results.
(ii) Results for the first Dirichlet solution:

With $m=\frac{1}{2}$ and by use of Eq. (9), results of the desired degree of approximation are obtained by application of the perturbation method through first order. The desired matrix elements for Eq. (9) are

$$
\begin{equation*}
H_{\frac{1}{2}}^{\prime} \cdot \frac{1}{2}=-\left(1-\frac{6}{\pi}\right) \eta^{3}\left(n^{2}-\frac{1}{4}\right) \tag{14a}
\end{equation*}
$$

and

$$
\begin{equation*}
H_{k, \frac{1}{2}}^{\prime}=-(-)^{k} 16\left(\frac{2}{\pi}\right)^{2} \eta^{2}\left(n^{2}-\frac{1}{4}\right) \frac{k}{\left(4 k^{2}-1\right)^{2}} \tag{14b}
\end{equation*}
$$

9a whereupon

$$
8\left(\frac{2}{\pi}\right)^{6} \sum_{\ell \text { odd }} \ell^{\frac{1}{6}}=\frac{(8)(64)}{\pi^{6}} \frac{\pi^{6}}{(64)(15)}=\frac{8}{15} \text {, as employed in }
$$

Eq. (13a) of the text.
9 b One may readily verify, for the interval $-1 \leqslant x \leqslant 1$, the Fourier development
$\frac{1}{4}\left(\frac{\pi}{2}\right)^{4}\left(x-\frac{x^{3}}{3}\right)=\sin \frac{\pi}{2} x-\frac{1}{3} 4 \sin \frac{3 \pi}{2} x+\frac{1}{5} 4 \sin \frac{5 \pi}{2} x-\frac{1}{7} 4 \sin \frac{7 \pi}{2} x+\ldots$ which is used in obtaining Eq. (13b) of the text.
with $k=1,2,3, \ldots$. Accordingly, by formulas analogous to Eqs. (11a,b),

$$
\begin{align*}
& \delta+\frac{\eta^{2}}{4}=\left(\frac{\pi}{2}\right)^{2}+\left(1-\frac{6}{\pi^{2}}\right) \eta^{4}\left(n^{2}-\frac{1}{4}\right) \\
& \delta \doteq\left(\frac{\pi}{2}\right)^{2}-\frac{\eta^{2}}{4}+\left(1-\frac{6}{\pi^{2}}\right)\left(n^{2}-\frac{1}{4}\right) \eta^{4}, \tag{15a}
\end{align*}
$$

and

$$
\begin{array}{r}
S \doteq \cos \frac{\pi}{2} x-16\left(\frac{2}{\pi}\right)^{4} \eta^{3}\left(n^{2}-\frac{1}{4}\right) \sum_{k=1}^{\infty}(-)^{k} \frac{k}{\left(4 k^{2}-1\right)^{3}} \sin k \pi x \\
=\cos \frac{\pi}{2} x+\frac{1}{\pi}\left(n^{2}-\frac{1}{4}\right) \eta^{3}\left[\left(1-x^{2}\right) \sin \frac{\pi}{2} x-\frac{2}{\pi} \cdot x \cdot \cos \frac{\pi}{2} x\right] \cdot 9 c .(15 b) \tag{15b}
\end{array}
$$

The corresponding form for $Z$ is given by $S / \sqrt{1+\eta \times}$ Eq. (6) and when $\psi \ll 1$, will differ little from the form of $S$ itself. To the order considered in the present analysis, the factors $\left(n^{2}-\frac{1}{4}\right) q^{4}$ and $\left(n^{2}-\frac{1}{4}\right) q^{3}$ which appear in Eqs. (15a, b) might well be replaced by $\mathcal{f}^{4} n^{2}$ and $\mathcal{F}^{3} n^{2}$, respectively; we leave the results in the present form, however, since these expressions are exact in the case $n=\frac{1}{2}$, for which $Z=\frac{\cos \frac{\pi}{2} x}{\sqrt{1+\eta x}} \quad$ With $\uparrow$ small, the following simple characteristics of the derivative are suggested by Eq. (15b):

> 9c The Fourier development
> $\frac{\pi^{3}}{256}\left(1-x^{2}\right) \sin \frac{\pi}{2} x-\frac{\pi^{2}}{128} \cdot x \cdot \cos \frac{\pi}{2} x=-\sum_{k=1}^{\infty}(-)^{k} \frac{k}{\left(4 k^{2}-1\right)^{3}} \sin k \pi x$, for $-1 \leqslant x \leqslant 1$, is employed to obtain Eq. (15b) of the text.

$$
\begin{equation*}
Z^{\prime}(1): Z^{\prime}(-1)=-\frac{1+\left(2 / \pi^{2}\right) \eta^{3} n^{2}}{1-\left(2 / \pi^{2}\right) \eta^{3} n^{2}} \cdot \sqrt{\frac{1-\eta}{1+\eta}} \tag{15c}
\end{equation*}
$$

and

$$
\begin{align*}
& Z^{\prime}(0): Z(0)=\frac{1}{2}\left(1-\frac{4}{\pi^{2}}\right) \eta^{3} n^{2}-\frac{1}{2}  \tag{15d}\\
& \doteq 0.29736 \eta^{3} n^{2}-\frac{1}{2} q .
\end{align*}
$$

(iii) Results for the second Neumann solution:

With $m=\frac{1}{2}$ the matrix elements for Eq. (8) are found, to the desired order, to be

$$
\begin{align*}
& H_{\frac{1}{2}}^{\prime}, \frac{1}{2}=-\frac{1}{3}\left(1+\frac{6}{\pi^{2}}\right) M^{3} n^{2}  \tag{16a}\\
& H_{\frac{1}{2}, 0}^{\prime}=H_{0, \frac{1}{2}}^{\prime}=\sqrt{2}\left(1+\frac{8}{\pi^{2}} M^{2} n^{2}\right) \tag{16b}
\end{align*}
$$

so that

$$
\begin{align*}
& H_{\frac{1}{2}, 0}^{\prime} \cdot H_{0, \frac{1}{2}}^{\prime} \cong 2+8\left(\frac{2}{\pi}\right)^{2} \eta^{2} n^{2},  \tag{16c}\\
& \text { and } \\
& H_{\frac{1}{2}, k}^{\prime}=H_{k, \frac{1}{2}}^{\prime}=8(-)^{k}\left[\frac{\delta+2 n^{2} n^{2}}{\pi^{2}} \frac{4 k^{2}+1}{\left(4 k^{2}-1\right)^{2}}-\frac{2 k^{2}}{\left(4 k^{2}-1\right)^{2}}\right] \\
& \doteq-8(-)^{k}\left[\frac{1}{4\left(4 k^{2}-1\right)}-\frac{2}{\pi^{2}} 7^{2} n^{2} \frac{4 k^{2}+1}{\left(4 k^{2}-1\right)^{2}}\right] \tag{16d}
\end{align*}
$$

so that
where $k=1,2,3, \ldots$ and in which Eq. (16d) has been obtained through use of the fact that, for the present purpose, $\delta$ is substantially $(\pi / 2)^{2}$.

It then follows, by application of the formulas (11a) and (11b), that

$$
\begin{align*}
& \delta \doteq\left(\frac{\pi}{2}\right)^{2}+\frac{1}{3}\left(1+{ }_{\pi}^{2}\right) \eta^{4} n^{2}+\left(\frac{2}{\pi}\right)^{2} \eta^{2}\left[2+8\left(\frac{2}{\pi}\right)^{2} \eta^{2} n^{2}\right] \\
& -64\left(\frac{2}{\pi}\right)^{2} \eta^{2} \sum_{k=1}^{\infty}\left[\frac{1}{16} \frac{1}{\left(4 k^{2}-1\right)^{3}}-\frac{1}{\pi^{2}} \eta^{2} n^{2} \frac{4 k^{2}+1}{\left(4 k^{2}-1\right) 4}\right] \\
& =\left(\frac{\pi}{2}\right)^{2}+2\left(\frac{2}{\pi}\right)^{2}\left[1-2 \sum_{k=1}^{\infty} \frac{1}{\left(4 k^{2}-1\right)^{3}}\right] \eta^{2} \\
& +\left\{\frac{1}{3}\left(1+\frac{6}{\pi^{2}}\right)+8\left(\frac{2}{\pi}\right)^{4}\left[1+2 \sum_{k=1}^{k=1} \frac{4 k^{2}+1}{\left(4 k^{2}+1\right)^{4}}\right]\right\} \eta^{4} n^{2} \\
& =\left(\frac{\pi}{2}\right)^{2}+\frac{3}{4} \eta^{2}+\left(1+\frac{10}{\pi^{2}}\right) \boldsymbol{h}^{4} n^{2}, 9 \mathrm{~d}, \mathrm{e}  \tag{17a}\\
& z \doteq \sin \frac{\pi}{2} x \quad-\frac{4}{\pi} 2 \eta\left(1+\frac{8}{\pi} 2 h^{2} n^{2}\right) \\
& -\frac{8}{\pi} 2 \eta \sum_{k=1}^{\infty}(-)^{k}\left[\frac{1}{\left(4 k^{2}-1\right)^{2}}-\frac{8}{\pi} 2 \eta^{2} n^{2} \frac{4 k^{2}+1}{\left(4 k^{2}-1\right)^{3}}\right] \cos k \pi x \\
& =\sin \frac{\pi}{2} x-\left(\frac{2}{\pi}\right)^{2}\left[1+2 \sum_{k=1}^{\infty}(-)^{k} \frac{1}{\left(4 k^{2}-1\right)^{2}} \cos k \pi x\right] \eta
\end{align*}
$$

9d Use may be made of the Fourier development

$$
\begin{array}{r}
\frac{\pi^{3}}{128} x^{2} \cos \frac{\pi}{2} \times-\frac{3 \pi}{32}\left(1+\frac{\pi^{2}}{12}\right) \cos \frac{\pi}{2} \times-\frac{3 \pi^{2}}{64} \cdot x \cdot \sin \frac{\pi}{2} x+\frac{1}{2} \\
=\sum_{k=1}^{\infty}(-)^{k} \frac{1}{\left(4 k^{2}-1\right)^{3}} \cos k \pi x
\end{array}
$$

to simplify the result leading to Eq. (17a) of the text: By setting $x=1$ in this development it follows that

$$
\sum_{k=1}^{\infty} \frac{1}{\left(4 k^{2}-1\right)^{3}}=\frac{1}{2}-\frac{3 \pi^{2}}{64}
$$

and

$$
2\left(\frac{2}{\pi}\right)^{2}\left[1-2 \sum_{k=1}^{\infty} \frac{1}{\left(4 k^{2}-1\right)^{3}}\right]=\frac{3}{4} .
$$

$$
\begin{aligned}
& \left.\quad-2\left(\frac{2}{\pi}\right)^{4}\left[1-2 \sum_{k=1}^{\infty}(-)^{k} \frac{4 k^{2}+1}{\left(4 k^{2}-1\right)^{3}} \cos k \pi x\right]\right\}^{3} n^{2} \\
& =\sin \frac{\pi}{2} x-\frac{1}{2} h\left(x \sin \frac{\pi}{2} x+\frac{2}{\pi} \cos \frac{\pi}{2} x\right)
\end{aligned}
$$

Ye Use may also be made of the Fourier development

$$
\begin{aligned}
-\frac{1}{32}\left[\frac{\pi^{4}}{24} x^{3} \sin \frac{\pi}{2} x \quad-\frac{\pi^{4}}{8}\left(1-\frac{4}{\pi^{2}}\right) \cdot x \cdot\right. & \left.\sin \frac{\pi}{2} x+\pi \cos \frac{\pi}{2} x\right] \\
& =8 \sum_{k=1}^{\infty}(-)^{k} \frac{k^{2}}{\left(4 k^{2}-1\right)^{4}} \cos k \pi x,
\end{aligned}
$$

in which setting $x=1$ leads to the result

$$
8 \sum_{k=1}^{\infty} \frac{k^{2}}{\left(4 k^{2}-1\right)^{4}}=\frac{\pi^{4}}{384}-\frac{\pi^{2}}{64}
$$

By combining this result with the sum found in Ref. (9d) above it follows that

$$
8 \sum_{k=1}^{\infty} \frac{k^{2}}{\left(4 k^{2}-1\right)^{4}}-\sum_{k=1}^{\infty} \frac{1}{\left(4 k^{2}-1\right)^{3}}=\frac{\pi^{4}}{384}+\frac{\pi^{2}}{32}-\frac{1}{2} .
$$

$$
\sum_{k=1}^{\infty} \frac{4 k^{2}+1}{\left(4 k^{2}-1\right)^{4}}=\frac{\pi^{4}}{384}+\frac{\pi^{2}}{32}-\frac{1}{2}
$$

and

$$
\begin{aligned}
\frac{1}{3}\left(1+\frac{6}{\pi^{2}}\right)+8\left(\frac{2}{\pi}\right)^{4} & {\left[1+2 \sum_{k=1}^{\infty} \frac{4 k^{2}+1}{\left(4 k^{2}-1\right)^{4}}\right] } \\
& =\frac{1}{3}+\frac{2}{\pi^{2}}+\frac{8}{\pi^{2}}+\frac{2}{3} \\
& =1+\frac{10}{\pi^{2}}
\end{aligned}
$$

as was employed to obtain Eq. (17a) in the form cited in the text.
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$$
\begin{equation*}
-\frac{1}{\pi} \eta^{3} n^{2}\left[\left(1+\frac{4}{\pi^{2}}-x^{2}\right) \cos \frac{\pi}{2} x+\frac{2}{\pi} \cdot x \cdot \sin \frac{\pi}{2} x\right] \cdot 9 f, g \tag{17b}
\end{equation*}
$$

The form of the solution given by Eq. (17b) is such as to suggest

$$
\begin{equation*}
z(1): z(-1)=-\frac{1-\frac{1}{2} \eta-\frac{2}{\pi} 2 \eta^{3} n^{2}}{1+\frac{1}{2} \eta+\frac{2}{\pi} 2 \eta^{3} n^{2}}, \tag{17c}
\end{equation*}
$$

and

$$
\begin{align*}
Z(0): Z(-1) & \doteq \frac{1}{\pi} \eta+\frac{1}{\pi}\left(1+\frac{4}{\pi} 2\right) \eta^{3} n^{2}  \tag{17d}\\
& \doteq 0.318310 \eta+0.447316 \eta^{3} n^{2}
\end{align*}
$$

9f The Fourier development

$$
\frac{\pi^{2}}{8} \cdot x \cdot \sin \frac{\pi}{2} x+\frac{\pi}{4} \cos \frac{\pi}{2} x=1+2 \sum_{k=1}^{\infty}(-)^{k} \frac{1}{\left(4 k^{2}-1\right)^{2}} \cos k \pi x
$$

is employed in obtaining the coefficient of $\{$ in Eq. (17b) of the text.

9 g The Fourier development

$$
\begin{aligned}
-\frac{\pi^{3}}{32} x^{2} \cos \frac{\pi}{2} x+\frac{\pi}{8}(1 & \left.+\frac{\pi^{2}}{4}\right) \cos \frac{\pi}{2} x+\frac{\pi^{2}}{16} \cdot x \cdot \sin \frac{\pi}{2} x \\
& =1-2 \sum_{k=1}^{\infty}(-)^{k} \frac{4 k^{2}+1}{\left(4 k^{2}-1\right)^{3}} \cos k \pi x
\end{aligned}
$$

is likewise employed in obtaining the coefficient of $\eta^{3} n^{2}$ in Eq. (17b) of the text.

The results described in the sub-section (Sect.III(a) may be considered applicable for $\eta^{3} n^{2} \ll 1$; of equal or greater interest, however, are the results discussed below for $\eta^{3} \mathbf{n}^{2}>1$.
(b) Character of Solution When $\eta^{3} n^{2}$ is Large

In cases for which $\eta^{<}<1$ but $\eta^{3} n^{2}$ is not small, the main features of the solutions to Eq. (5) may be obtained conveniently by consideration of the simpler equation

$$
\begin{equation*}
\frac{d^{2} z}{d x^{2}}+\left[\delta+2{h^{3}}^{2} x\right] z=0 \tag{18}
\end{equation*}
$$

Solutions of this approximate equation, (18), may be written explicitly in terms of Bessel and Neumann functions of order $\frac{1}{3}$ or equivalently, in terms of Bessel functions of order $\pm \frac{1}{3}$ :

$$
\begin{equation*}
z=\xi^{1 / 2}\left[\mathrm{AJ}_{1 / 3}\left(\frac{\xi^{3 / 2}}{3 \eta^{3} n^{2}}\right)+B J_{-1 / 3}\left(\frac{\xi^{3 / 2}}{3 \eta^{3} n^{2}}\right)\right] \tag{19}
\end{equation*}
$$

where

$$
\begin{equation*}
\xi \equiv \delta+2 \gamma^{3} n^{2} x \tag{20}
\end{equation*}
$$

To the extent that Eq. (20) adequately represents the solution to the exact differential Eq. (5), the desired eigenvalues, $\delta$, may be determined by solution of

$$
\begin{equation*}
J_{1 / 3}\left(y_{+}\right) J_{-1 / 3}\left(y_{-}\right)-J_{1 / 3}\left(y_{-}\right) J_{-1 / 3}\left(y_{+}\right)=0, \tag{2la}
\end{equation*}
$$

or

$$
J_{2 / 3}\left(y_{+}\right) J_{-2 / 3}\left(y_{-}\right)-J_{2 / 3}\left(y_{-}\right) J_{-2 / 3}\left(y_{+}\right)=0
$$

for the Dirichlet or Neumann boundary conditions respectively, where
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$$
\begin{align*}
& y_{+} \equiv \frac{\left(\delta+2 \eta^{3} n^{2}\right)^{3 / 2}}{3 \eta^{3} n^{2}}  \tag{22a}\\
& y_{-} \equiv \frac{\left(\delta-2 \eta^{3} n^{2}\right)^{3 / 2}}{3 \eta^{3} n^{2}} \tag{22b}
\end{align*}
$$

and the solutions would be sought by trial, aided by published tables of $J_{ \pm 1 / 3}$ and $J_{ \pm 2 / 3}{ }^{10,11}$ In the event that $\delta<2 \eta^{3} n^{2}$, Eqs. (21a,b) may be expressed more conveniently in terms of the associated Bessel functions as

$$
\begin{equation*}
J_{1 / 3}\left(t_{+}\right) I_{-1 / 3}\left(t_{-}\right)+I_{1 / 3}\left(t_{-}\right) J_{-1 / 3}\left(t_{+}\right)=0 \tag{23a}
\end{equation*}
$$

or

$$
\begin{equation*}
J_{2 / 3}\left(t_{+}\right) I_{-2 / 3}\left(t_{-}\right)-I_{2 / 3}\left(t_{-}\right) J_{-2 / 3}\left(t_{+}\right)=0 \tag{23b}
\end{equation*}
$$

for the Bessel and Neumann conditions respectively, and with

$$
\begin{align*}
& t_{+} \equiv \frac{\left(2 \eta^{3} n^{2}+\delta\right)^{3 / 2}}{3 \eta^{3} n^{2}}  \tag{24a}\\
& t_{-} \equiv \frac{\left(2 \eta^{3} n^{2}-\delta\right)^{3 / 2}}{3 \eta^{3} n^{2}} \tag{24b}
\end{align*}
$$

In any case, of course, characteristic values of $\delta$ for solutions to Eq. (18) must necessarily be somewhat less negative than $-2 \eta^{3} n^{2}$ in order that the coefficient of $Z$ in Eq. (18) be positive for some values of $x$ in the interval $-1 \leq x \leq 1$.

For the purpose of obtaining convenient approximate formulas for the characteristic values of $\delta$, it is useful to note that for $n^{3} n^{2}$ somewhat

10 National Bureau of Standards Computation Laboratory, Tables of Bessel Functions of Fractional Order, (Columbia University Press, New York, 1948-49), vols. I and II.
${ }^{11}$ G. N. Watson, Theory of Bessel Functions, (Cambridge University Press and MacMillan Co. , New York, 1948), Ed. 2. Note: $Y_{1 / 3}=\left[J_{1 / 3-2 J}-1 / 3\right] / \sqrt{3}$.
greater than unity (f.ex., for $\boldsymbol{q}^{3} n^{2}>6$ ) the argument $t_{-}$which appears in Eqs. (23a, b) becomes sufficiently large that these equations effectively reduce to

$$
\begin{equation*}
J_{1 / 3}\left(t_{+}\right)+J_{-1 / 3}\left(t_{+}\right)=0 \tag{25a}
\end{equation*}
$$

or

$$
\begin{equation*}
J_{2 / 3}\left(t_{+}\right)-J_{-2 / 3}\left(t_{+}\right)=0 \tag{25b}
\end{equation*}
$$

respectively. This simplification, which very materially assists the estimation of $\delta$, corresponds to setting $A=B$ in Eq. (19) for the solution $Z$. Under these circumstances, then, the solution of interest is taken as substantially of the form

$$
7 \propto\left\{\begin{array}{l}
\xi^{1 / 2} J_{1 / 3}\left(\frac{\xi^{3 / 2}}{3 r^{3} n^{2}}\right)+J_{-1 / 3}\left(\frac{\xi^{3 / 2}}{3 r^{3} n^{2}}\right)  \tag{26a}\\
\sqrt{\frac{3}{2}} i^{4 / 3}|\xi|^{1 / 2} H_{1 / 3}^{(1)}\left(\frac{\left.1 \xi\right|^{3 / 2}}{3 r^{3} n^{2}}\right), \text { for } \xi \geq 0,
\end{array}\right.
$$

in which the first Hankel function becomes sufficiently small at $x=-1$ as to satisfy adequately the boundary condition normally imposed at that point. The Eqs. (25a) or (25b) for the characteristic values $\delta$ may then be considered as arising simply by application of the desired boundary condition at $x=+1$. A reasonably good description of the solution $Z(x)$ for $x<-\frac{\delta}{2 \eta^{3} n^{2}}$--that is, for $\xi<0-$-is afforded by replacing Eq. (26b) by its asymptotic form,
and, with less accuracy, the Eq. (26a) for $\}>0$ may likewise be written

$$
\begin{equation*}
z \approx \frac{3 \sqrt{2 / \pi} r^{3 / 2} n}{\xi 1 / 4} \cos \left(\frac{\xi \cdot 3 / 2}{3 \eta^{3 n^{2}}}-\frac{\pi}{4}\right) \quad(\xi>0) \tag{27b}
\end{equation*}
$$

These asymptotic forms, Eqs. (27a, b), may alternatively be obtained directly by use of the $W-K-B$ procedure Ref. 8, Sect. 28, pp. $184 \mathrm{ff} .{ }^{+}$

Solution of Eqs. (25a) and (25b) by aid of published tables 10,11 leads to the following simple estimates for the characteristic values $\delta$, applicable in cases for which $\eta^{3} n^{2}$ is at least somewhat large in comparison to unity:

For the first Neumann root: $\delta \cong-2 \eta^{3} n^{2}+1.61724 \eta^{2} n^{4 / 3}$,
For the first Dirichlet root: $\delta \cong-2 \eta^{3} n^{2}+3.71151 \eta^{2} n^{4 / 3}$,
For the second Neumann root: $\delta \cong-2 \eta^{3} n^{2}+5.15619 \eta^{2} n^{4 / 3}$
The numerical factors associated with $\eta^{2} n^{4 / 3}$ in Eqs. (28a, b) are seen, as could be expected, to be twice the numerical coefficients given in series developments for the first maximum and first zero of $J_{n}$ when $n$ is large ${ }^{l 2}$ [Ref. 11, Sect. 15.83, p. 521; Ref. 12, Sect. VIII. 3.6, p. 143]. The values of $\gamma^{3} n^{2}$, at which $\delta=0$ for the first Dirichlet root and for the second Neumann root, also may be estimated directly from Eqs. (23a) and (23b), again by reference to published tables, 10,11 as 6.412 and 17.133, respectively, which do not differ greatly from the values suggested by the approximate Eqs. (28b, c).

The nature of the characteristic solutions is such that, for large values

[^46]of $\eta^{3} n^{2}$, the magnitude of the solutions is large only for $x$ near +1 . A more quantitative statement concerning this feature can be made by reference to a universal curve which is constructed by plotting (Fig. 1) a solution of the form of Eqs. (26a, b),
\[

$$
\begin{equation*}
z \tilde{\propto} v^{1 / 2}\left[J_{1 / 3}\left(v^{3 / 2}\right)+J_{-1 / 3}\left(v^{3 / 2}\right)\right] \text { vs. } v . \tag{29}
\end{equation*}
$$

\]

with $v$ regarded as linearly dependent upon $x$ in accordance with the relation

$$
\begin{equation*}
v \equiv \frac{\delta+2 r^{3} n^{2} x}{3^{2 / 3} r^{2} n^{4 / 3}} \tag{30}
\end{equation*}
$$

The various characteristic solutions of interest may then be considered as depicted by the curve of Fig. 1 with the $x=1$ boundary located at $A$ $(v=0.7775), B(v=1.7843)$, or $C(v=2.4788)$, corresponding respectively to the three roots listed in Eqs. (28a, b, c). This representation will be substantially correct if $\gamma^{3} n^{2}$ is sufficiently large that the boundary $x=-1$ lies well to the left in Fig. 1 in a region where the function has become quite small in accord with the Hankel-function form of Eq. (29) appropriate for $v<0$. The function plotted in Fig. 1 is seen to be less than $\frac{1}{e}$ of its maximum value for $v<-0.52$ and thus becomes small in this sense for displacements

$$
\Delta v=1.3,2.3,3.0
$$

to the left of the points $A, B, C$, respectively. The corresponding annular regions, within which the solution $Z$ assumes prominence, are then, delimited by


FIGURE I. UNIVERSAL CURVE, PLOTTED FROM EQN. (29)

$$
\begin{array}{ll}
\left(1-\frac{1.35}{\eta^{2} 13}\right) \leq x \leq 1 & \begin{array}{l}
\text { (for the first Neumann } \\
\text { eigenfunction) }
\end{array} \\
\left(1-\frac{2.39}{\eta^{2} n^{2} 3}\right) \leq x \leq 1 & \begin{array}{l}
\text { (for the first Dirichlet } \\
\text { eigenfunction) }
\end{array} \tag{31b}
\end{array}
$$

and

$$
\begin{equation*}
\left(1-\frac{3 \cdot 12}{i^{2} n^{2 / 3}}\right) \leq x \leq 1 \tag{31c}
\end{equation*}
$$

$$
\begin{aligned}
& \text { (for the second Neumann } \\
& \text { eigenfunction) . }
\end{aligned}
$$

## IV. COMPUTATIONAL RESULTS

The differential Eq. (5), suitably scaled, was integrated with the CYCLONE digital computer at Iowa State University by use of the RungeKutta process. ${ }^{13,14}$ The primary purpose of the work was to determine characteristic values of $\delta$ and to tabulate the corresponding functions for solutions satisfying the Neumann or Dirichlet boundary conditions at $x= \pm 1$, for a number of representative values of $n$ and for $\}$ given in turn the values $0.001,0.01$, and 0.1 . In each case the value of $\delta$ (or in two instances the value of $n$ ) was adjusted by trial, to give solutions of the desired form, conforming to the prescribed boundary conditions.

In performing the integration a larger number of steps was employed to traverse the interval $-1 \leqslant x \leqslant 1$ in cases in which $r^{3} n^{2}$ was large since more rapid changes of the function occur in certain portions of that interval in such cases. The effect of truncation error was found by tests
${ }^{13}$ S. Gill, Proc. Cambridge Phil. Soc. 47, 96-108 (1951).
14 D. J. Wheeler, "Solution of a System of Ordinary Differential Equations", University of Illinois Computer Laboratory sub-routine F1-114, (University of Illinois, Urbana, 1953).
in which the interval size was halved, to be sufficiently small that use of the finer interval only affected the final value of the function or its derivative (in the Dirichlet or Neumann cases, respectively) by less than $10^{-6}$ of the maximum value and the consequent errors in $\delta$ could thus be judged when tabulating the results of the computations.

In addition to the tabulation of results from the computations outlined above, an opportunity was taken to make a limited number of checks of the approximate analytic results described in Sect. III. For the purpose of obtaining tables of certain integrals of interest in physical application of the eigensolutions, a special series of runs was also made with $\}$ as signed the small value 0.0001 and $\eta^{3} n^{2}$ given various values in the interesting range extending from $1 / 2$ to 20.

We make below, first a brief comparison between some of the computational results and the analytic theory for the form of the eigenfunctions, following which the main body of numerical results is presented in tabular and graphical form.
(a) Computational Checks of Theoretical Results for the Eigenfunctions To permit a comparison of the computational results with the theoretical expressions for the form of the characteristic solutions when $\eta^{3} n^{2}$ is small, Table I lists $Z(+1) / Z(-1)$ and $Z^{\prime}(0) / Z(0)$ for the first Neumann solutions, Table II gives $Z^{\prime}(+1) / Z^{\prime}(-1)$ and $Z^{\prime}(0) / Z(0)$ for the first Dirichlet solution, and Table III contains $Z(+1) / Z(-1)$ and $Z(0) / Z(-1)$ for the second Dirichlet solution, for examples in which $\boldsymbol{\gamma}$ assumes the values $0.1,0.01$,

Table I. Comparison of observed and theoretical eigenfunctions for first Neumann solution.

| $\eta$ | $\eta^{3} n^{2}$ | Computer | Theory | $Z^{\prime \prime}(0) / Z(0)$ |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
|  |  |  |  |  |  |
| 0.1 | 0.1 | 1.14303 | 1.14286 | 0.0997 | 0.1000 |
| 0.01 | 0.04 | 1.054769 | 1.054795 | 0.03998 | 0.04000 |
| 0.001 | 0.1 | 1.14249 | 1.14286 | 0.09986 | 0.10000 |
| 0.0001 | 0.5 | 1.9205 | 2.0000 | 0.4841 | 0.5000 |

$\qquad$

Table II. Comparison of observed and theoretical eigenfunctions for first Dirichlet solution.

| $\eta$ | $\eta^{3} n^{2}$ | Computer | $Z^{\prime}(+1) / Z^{\prime}(-1)$ | $Z^{\prime}(0) / Z(0)$ |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 0.1 | 0.1 | -0.94213 | -0.94195 | -0.02022 | -0.02026 |
| 0.01 | 0.04 | -1.0062312 | -1.0062307 | +0.00689435 | +0.00689431 |
| 0.001 | 0.1 | -1.040319 | -1.040326 | +0.0292346 | +0.0292358 |
| 0.0001 | 0.5 | -1.2244 | -1.2254 | +0.14851 | +0.14863 |

Table III. Comparison of observed and theoretical eigenfunctions for secondNeumann solution.
$\eta \quad \eta^{3} n^{2}$
$\eta \quad n^{3} n^{2}$
$Z(+1) / Z(-1)$
$Z(0) / Z(-1)$
Computer Theory
Computer Theory
0.1
0.1
$-0.8697$
$-0.8687$
0.0717
0.0766
0.01
0.04
$-0.974146$
$-0.974128$
0.0208
0.0211
0.001
0.1
$-0.95944$
$-0.95932$
0.0441
0.0450
0.0001
0.5
$-0.8281$
$-0.8159$
0.199
0.224
0.001 , and 0.0001 . The theoretical results listed in Tables I-III are calculated from Eqs. ( $13 \mathrm{c}, \mathrm{d}$ ), ( $15 \mathrm{c}, \mathrm{d}$ ), and (17c, d) of Sect. III(a).

The most striking feature of the solutions for large values of $\boldsymbol{q}^{\mathbf{3}} \mathbf{n}^{\mathbf{2}}$ is the localization of such solutions to a region close to $\mathbf{x}=1$. Table IV presents values of the coordinate $x$ at which the solution equals $\frac{1}{e}$ of its maximum value as determined computationally and as calculated from Eqs. (31a, c) of Sect.III(b) for $\mathcal{Y}=0.0001$ and $h^{3} n^{2}=20$.

Table IV. Coordinate at which the characteristic solutions equal $\frac{1}{e}$ of their maximum value for $\eta=0.0001$ and $\eta^{3} n^{2}=20$.

| Solution | Computer | $\mathbf{x}$ |
| :--- | :---: | :---: |
| 1st Neumann | 0.509 | 0.503 |
| 1st Dirichlet | 0.123 | 0.120 |
| 2nd Neumann | -0.143 | -0.149 |

(b) Tabulation of the Eigenvalues and Characteristic Solutions

The computational results for the eigenvalues for a series of values of $n$ and with $\eta$ given the values $0.001,0.01$, and 0.1 , are listed in Table $V$. Included in Table $V$, for comparative purposes, are also characteristic values of $\delta$ for $\eta=1$, obtained from published tables ${ }^{15}$ of Bessel functions of the first kind. Entries are also given for $\eta=0.001$, which indicate the values of $n$ at which the values of $\delta$ for the first Dirichlet solution and for the second Neumann solution pass through zero ( $n=80110$ and 130953, respectively); from the discussion of Sect.III(b) it was to be expected that with $?$ small, these roots would occur when $\gamma^{3} n^{2}=6.412$ and 17.133, or at $n \cong 8.007 \times 10^{4}$ and $1.309 \times 10^{5}$ in the case $\eta=0.001$. The general dependence of the eigenvalues on $n$ is depicted in Fig. 2, in which hyperbolic scales ${ }^{16}$ are used for the ordinates and abscisae, in order to provide a substantially linear scale near the origin.

The character of the solutions associated with the computational results summarized in Table $V$, is described by the reproductions of the teleprinter output from the computer, which are included with this report, and in the accompanying graphs (Figs. 3-20) of selected eigenfunctions.

[^47]Table V. Values of $\delta$ for the first Neumann eigenvalue, the first Dirichet eigenvalue, and the second Neumann eigenvalue.

| $\eta=$ | 2-0.001 |  |  | 7.0.01 |  |  | 7:0.1 |  |  | $7.1 .0^{\text {a }}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Root | $\mathrm{N}_{1}$ | $\mathrm{D}_{1}$ | $\mathrm{N}_{2}$ | $\mathrm{N}_{1}$ | $\mathrm{D}_{1}$ | $\mathrm{N}_{2}$ | $\mathrm{N}_{1}$ | $\mathrm{D}_{1}$ | $\mathrm{N}_{2}$ | $\mathrm{N}_{1}$ | $\mathrm{D}_{1}$ | $\mathrm{N}_{2}$ |
| $\mathrm{n}=0$ | 0 | 2. 4674011 | 2. 46740209 | 0 | 2.467376 | 2.467476 | 0 | 2. 4648915 | 2. 4749309 | (0) | 1.445797 | 3. 670493 |
| 1/2 | 0 | " | " | " | " | " | . 00000839 | 2. 4649013 | 2. 474989 | 0.089633 | 2. 217401 | 5. 049703 |
| 1 | 0 | " | " | " | " | " | 0.0000330 | 2. 4649308 | 2.4751343 | -0.152511 | $2.67049{ }^{1}$ | 6. 106071 |
| 2 | 0 | " | " | " | " | " | 0.0001255 | 2. 4650481 | 2.4757499 | -1.667909 | 2. 593654 | 7. 243048 |
| 5 | 0 | " | " | " | " | " | 0.0005019 | 2. 4658332 | 2. 4802714 | -14.709967 | -5. 765268 | 2. 666867 |
| 10 | 0 | " | " | " | 2.467377 | 2.467478 | -0.0019893 | 2. 4681254 | 2. 4994189 | -65.361612 | -47.614970 | -32. 367035 |
| 20 | 0 | 2. 4674021 | " | . 0000012 | 2. 467378 | 2.467484 | -0.0680405 | 2. 4693426 | 2.6189112 | -276.5774 | -238492 | -208.010 |
| 30 |  |  |  |  |  |  | -0.335704 | 2. 4435640 | 2. 9276509 |  |  |  |
| 40 |  |  |  |  |  |  | -0.905569 | 2. 3513268 | 3. 4493650 |  |  |  |
| 50 | 0 | 2.4674011 | 2.46740210 | . 0000050 | 2. 467386 | 2.467529 | -1.799205 | 2. 143523 | 4.0878274 |  |  |  |
| 75 |  |  |  |  |  |  | -5.418144 | 0. 8024951 | 5. 142091 |  |  |  |
| 100 | 0 | 2.4674011 | 2.46740211 | -0.000020 | 2. 467409 | 2. 467720 | -11.009312 | -2.103247 | 4. 361139 |  |  |  |
| 150 |  |  |  |  |  |  | -28.210824 | -13.285380 | -2. 541564 |  |  |  |
| 200 | 0.00000002 | 2. 4674011 | 2. 46740217 | -0.000720 | 2. 467421 | 2. 468957 | -53.56333 | -31.956122 | -16.514506 |  |  |  |
| 500 | 0.00000004 | 2. 4674015 | 2.4674026 | -0.032070 | 2. 463969 | 2.498479 |  |  |  |  |  |  |
| 1000 | -0.00000020 | 2.4674014 | 2. 4674046 | -0.456025 | 2. 401502 | 2.835214 |  |  |  |  |  |  |
| 1500 |  |  |  | -1.717081 | 2. 130264 | 3.657827 |  |  |  |  |  |  |
| 2000 | -0.00000720 | 2. 4674015 | 2. 4674169 | -3.876713 | 1. 441630 | 4.535002 |  |  |  |  |  |  |
| 2500 |  |  |  | -6.921675 | 0.145494 | 4.843058 |  |  |  |  |  |  |
| 3000 |  |  |  | -10.857817 | -1.875544 | 4. 303889 |  |  |  |  |  |  |
| 4000 |  |  |  | -21.440133 | -8. 287472 | 0.828077 |  |  |  |  |  |  |
| 5000 | -0.00032495 | 2. 467367 | 2. 4677163 | -35.682279 | -17.993822 | -5.740178 |  |  |  |  |  |  |
| 10000 | -0.005290 | 2. 466738 | 2.4718184 |  |  |  |  |  |  |  |  | - |
| 20000 | -0.082838 | 2.456331 | 2.533433 |  |  |  |  |  |  |  |  |  |
| 50000 | -2.030430 | 2.042788 | 3.787091 |  |  |  |  |  |  |  | - |  |
| 75000 | -6. 127374 | 0.515508 | 4.811675 |  |  |  |  |  |  |  |  |  |
| 80110 |  | $0$ |  |  |  |  |  |  |  |  |  |  |
| 100000 | -12.476797 | -2.763631 | 3.907135 |  |  |  |  |  |  |  |  |  |
| 130953 |  |  | 0 |  |  |  | - |  |  |  |  |  |
| 150000 | -32.066830 | -15.395587 | -3.890509 |  |  |  |  |  |  |  |  |  |
| 200000 | -60.999918 | -36.537911 - | 19.657327 |  |  |  |  |  |  | . |  |  |
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$-1.0 \quad \begin{aligned} \text { FIG. } 8 \quad \eta=0.001 ; & n=200,0 \\ 8 & =-60999918 \text { FOR } N_{1} \\ & =-36.537911 \text { FOR D } \\ & =19.657327 \text { FOR } N_{2}\end{aligned}$





FIG. $12 \quad \eta=0.01 ; n=1000$
$8=-0.456025$ FOR $N_{1}$
$\begin{array}{lll}=2.401502 & \text { FOR D } \\ =2.835214 & \text { FOR } N_{2}\end{array}$


$\begin{aligned} &-.8 \\ & \text { FIG. } 14 \quad \eta=0.01 ; n=5000 \\ & 8=-35.682279\end{aligned} \quad$ FOR $N_{1}$







The output format for the Neumann solutions is to be interpreted as follows, where the subscripts 1 and 2 serve to distinguish two computations, for identical values of $\eta$ and $n$, made in the course of a single run, and $s$ is an integer employed in scaling the program:

| Run No. | Total Steps |
| :---: | :---: |
| $\eta$ | $7 / 2^{8-1}$ |
| $2^{8-1}(x+1)$ | $Z_{1}$ |

$\left[\begin{array}{l}\text { Steps } \\ \text { between } \\ \text { prints }\end{array}\right]$


$$
\mathrm{N}=\left(\frac{h \mathrm{n}}{\left.2^{8-1}\right)^{2}}, \mathrm{D}=\frac{\delta}{(28-1 \pi)^{2}}, \mathrm{P}=\frac{1}{28-1 \pi} \frac{\mathrm{dZ}}{\mathrm{dx}}\right.
$$

For the Dirichlet solutions the same format is used except $D_{2}, Z_{2}$, and $P_{2}$ are omitted.

A comparison between the computationally-determined values of and the predictions of the approximate theoretical results of Sect. III is provided by Table VI. A similar comparison of the characteristic functions was presented previously, in connection with Tables I-IV.


## (c) Integrals of the Eigenfunctions

In particular physical applications such as occur in determining the feedback between a centrally-located beam and the electromagnetic fields within a toroidal vacuum chamber or in estimating the loss figure ( $Q$ ) for a resonant mode, certain integrals of the characteristic solutions will be found useful and in a sense may be regarded as providing a normalization factor for solutions of otherwise arbitrary magnitude. To obtain such integrals as would be generally useful, in an approximate sense, when $\eta$ is small, three special series of computer runs were made, with $\mathcal{h}=0.0001$ and with $\eta^{3} n^{2}$ assigned values generally in the range $\frac{1}{2}$ to 20 , from the results of which the requisite integrals were evaluated by an approximate hand calculation. The character of some of the solutions obtained in these runs is illustrated by Figs. 21, 22, and 23. The salient features of the solutions and the values determined for the integrals are summarized in Tables VII, VIII, and IX. The particular quantities denoted $F_{1} \equiv\left(\frac{2}{\pi}\right)^{2} \frac{[d Z / d x] o^{2}}{\int_{-1}^{1} z^{2} d x}$,

$$
G=\frac{[z(0)]^{2}}{\int_{-1}^{1} Z^{2} d x} \text {, and } F_{2} \equiv\left(\frac{2}{\pi}\right)^{2} \frac{[d Z / d x]_{0}^{2}}{\int_{-1}^{1} Z^{2} d x} \text {, } \text {, also }
$$

are plotted in Figs. 24, 25, and 26, for the first Neumann solution, the

[^49]first Dirichlet solution, and the second Neumann solution, respectively.
Table VII. Salient features and integrated square of first characteristic solution subject to the Neumann boundary condition. $\mathcal{T}_{\boldsymbol{l}}=0.0001$.

| $n^{3} n^{2}$ | $\delta$ | ${\frac{z_{i}}{z_{f}}}^{a}$ | $\frac{[d z / d x] o}{Z_{f}}$ | $\frac{\int_{-1}^{1} z^{2} d x}{z_{f}^{2}}$ | $\left(\frac{2}{\pi}\right)^{2} \frac{[\mathrm{~d} z / d x]_{0}^{2}}{\int_{-1}^{1} z^{2} d x}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $1 / 2$ | -0.127783 | 0.52069 | 0.3576 | 1. 1780 | 0.0440 |
| 1 | -0.46206 | 0. 28920 | 0.5228 | 0.8719 | 0.1270 |
| 2 | -1.4544 | 0. 11072 | 0.6245 | 0.6531 | 0.2420 |
| 3 | -2.6424 | 0.05144 | 0.6273 | 0. 5634 | 0.2831 |
| 4 | -3.927 | 0.02681 | 0.6015 | 0.5102 | 0.2874 |
| 5 | -5. 2714 | 0.01506 | 0. $5665_{5}$ | 0.4732 | 0.2749 |
| 6 | $-6.6595$ | 0.00893 | 0.5293 | 0. 4451 | 0.2551 |
| 8 | -9. 5299 | 0.00352 | 0.4575 | 0.4044 | 0.2098 |
| 10 | -12.492 | 0.00154 | 0.3942 | 0.3754 | 0.1678 |
| 15 | -20.161 | 0.00026 | 0.2738 | 0.3279 | 0.0926 |
| 20 | -28.081 | 0.00006 | 0.1941 | 0.2979 | 0.0512 |

${ }^{a}$ The subscripts $i$ and $f$ refer to the initial and final values, at $x=-1$ and $x=+1$, respectively; the subscript o refers to the midpoint of the interval, at $x=0$.


FIGURE 21
CHARACTERISTIC SOLUTIONS SUBJECT TO THE NEUMANN BOUNDARY CONDITION


FIGURE 22
CHARACTERISTIC SOLUTIONS SUBJECT TO THE DIRCHLET BOUNDARY CONDITION


FIGURE 23
CHARACTERISTIC SOLUTIONS SUBJECT TO THE NEUMANN BOUNDARY CONDITION.




Table VIII. Salient features and integrated square of first characteristic solution subject to the Dirichlet boundary condition. $\eta=0.0001$.

| $\eta^{3}{ }^{2}$ | $\delta$ | $\frac{[d \mathrm{~d} / \mathrm{dx}]_{\mathrm{i}}^{\mathrm{a}}}{[\mathrm{~d} \mathrm{z} / \mathrm{dx}]_{\mathrm{f}}}$ | $\left[\frac{Z(o)}{d Z / d x]_{f}}\right.$ | $\frac{\int_{-1}^{1} z^{2} d x}{(d z / d x)_{f}^{2}}$ | $\frac{[z(0)]^{2}}{\int_{-1}^{1} z^{2} d x}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1/2 | 2. 44989 | -0 81674 | -0.57593 | 0. 33307 | 0.9959 |
| 1 | 2. 39757 | -0.66744 | -0.52222 | 0. $2773{ }_{4}$ | 0.9833 |
| 2 | 2. 19214 | $-0.44766$ | -0.43275 | 0.19993 | 0.9367 |
| 3 | 1. 86207 | -0.30299 | -0.36266 | 0.15139 | 0.8688 |
| 4 | 1.42218 | -0.20749 | -0.30734 | 0.11964 | 0.7895 |
| 5 | 0.88798 | -0.14394 | -0.26319 | 0.09794 | 0.7073 |
| 6 | 0.27375 | -0.10118 | -0.22752 | 0.08249 | 0.6275 |
| 8 | -1.14815 | -0.05192 | -0.17412 | $0.0623_{4}$ | 0.4863 |
| 10 | -2.77031 | -0.02786 | -0.13669 | 0.04997 | 0.3739 |
| 15 | -7.42438 | -0.00686 | -0.08063 | 0.03287 | 0.1978 |
| 20 | -12.6550 | -0.00199 | -0.05119 | 0.0250 | 0. 1048 |

a The subscripts $i$ and $f$ refer to the initial and final values, at $\mathbf{x}=-1$ and $x=+1$, respectively.

Table IX. Salient features and integrated square of second characteristic solution subject to the Neumann boundary condition. $\boldsymbol{\eta}=0.0001$.

|  | $\delta$ | $\frac{z_{i}^{a}}{Z_{f}}$ | $\frac{[\mathrm{d} Z / \mathrm{dx}]_{0}}{\mathrm{Z}_{\mathrm{f}}}$ | $\frac{\int_{-1}^{1} z^{2} d x}{z_{f}^{2}}$ | $\left(\frac{2}{\pi}\right)^{2} \frac{(\mathrm{a} z / \mathrm{dx})_{0}^{2}}{\int_{-1}^{1} z^{2} d x}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1/2 | 2. 5405 | -1. 2076 | 1.7294 | $1.282_{2}$ | 0.9454 |
| 1 | 2. 8182 | -1.3666 | 1.8363 | 1.6454 | 0.8306 |
| 2 | 3.4688 | -1.4092 | 1. 7648 | 2.1311 | 0.5923 |
| 3 | 4.0673 | -1. 2001 | 1.3936 | 2.1419 | 0.3675 |
| 4 | 4.5023 | -0.9222 | 0.8964 | 1.9347 | 0. 1683 |
| 5 | 4.7470 | -0.6744 | 0.3950 | $1.686_{4}$ | 0.0375 |
| 6 | 4.8154 | -0.4846 | -0.0546 | 1. 5420 | 0.0008 |
| 8 | 4. 5447 | -0.2525 | -0. 7599 | 1.3297 | 0.1760 |
| 10 | 3.9027 | -0.1371 | -1. 2495 | 1. 2103 | 0. 5288 |
| 15 | 1. 3587 | -0.0352 | -1.8894 | 1.0466 | 1. $382_{5}$ |
| 20 | -2.0086 | -0.0107 | -2.0731 | 0.9500 | $1.833_{4}$ |
| 30 | -10.2162 | -0.00136 | -1.9083 | $0^{0.829} 8$ | 1. 779 |

[^50]
## v. CONCLUSION

The analytic and computational work presented in this report provides information concerning the characteristic values of $\delta$, and for the shape of the first characteristic functions when the parameter $\geqslant$ is small. Since the contribution from $f^{-}$makes a relatively small change in the characteristic value for the original Bessel equation when $n$ is large, use of Eq. (3b) in connection with the values of $\delta$ found here should afford accurate characteristic values for $q$ in such cases.

In application of these results to the excitation of electromagnetic modes by an azimuthally-modulated beam circulating within the vacuum chamber of a particle accelerator, however, the quantity $\delta$ enters essentially directly in determining whether or not a resonant electromagnetic mode is excited by the beam. With a modulated coasting beam moving at a radius $R_{o}$ with an angular speed $\omega_{o}=\beta c / R_{B}$, the $\phi, t$ dependence of the charge-current density and hence of the electromagnetic fields, may be expressed in terms of circular functions of argument $n\left(\phi-\omega_{0}{ }^{t}\right)$. For the radial dependence of the fields one employs, of course, Bessel functions (or their derivatives), $\mathrm{Z}_{\mathrm{n}}(\mathrm{qr})$. The axial variation, finally, may be expressed in terms of circular functions, whose argument we may denote by $\mathbb{K}$ z. Maxwell's equations for the electromagnetic field then require the relation

$$
\begin{aligned}
x^{2} & =\frac{n^{2} w^{2}}{c^{2}}-q^{2} \\
& =\frac{n^{2} \beta^{2}}{R_{B}^{2}}-q^{2} .
\end{aligned}
$$

By introducing the average radius of the chamber, $R_{A v} \equiv \frac{b+a}{2}$, this relation may be put in the convenient form

$$
\left(q_{R_{A v}}\right)^{2}=n^{2}\left(\frac{R_{A v}}{R_{B}}\right)^{2}-\left(k R_{A v}\right)^{2}
$$

Resonant excitation of the chamber will occur if $\mathcal{K}$ times the chamber height, $h$, is an odd multiple of $\pi$ :

$$
K=(2 m+1) \pi / h .
$$

The resonant values of $q$ are thus such that

$$
\left(q_{R_{A v}}\right)^{2}=n^{2}\left(\frac{\beta R_{A v}}{R_{B}}\right)^{2}-\left[(2 m+1) \pi \frac{R_{A v}}{h}\right]^{2}
$$

or, in terms of $\delta, \eta\left(\equiv \frac{b-a}{b+a}\right)$, and the chamber width $w(=b-a)$,

$$
\delta=(\eta n)^{2}\left[\left(\frac{\beta_{R_{A v}}}{R_{B}}\right)^{2}-1\right]-\left[\left(m+\frac{1}{2}\right) \pi \frac{w}{h}\right]^{2}
$$

Typically $\beta R_{A v} / R_{B}$ will be close to unity (for a relativistic beam moving close to the center of the aperture) and $w / h$, although normally greater than unity, will not be large. For resonance to occur then, it usually may be expected that $\delta$ would have to be somewhat negative, and hence, for the lower-order resonant modes, $\eta^{3} n^{2}$ would be roughly of order unity.

As one example of resonance associated with the first Neumann root corresponding to a transverse -electric (TE) mode of oscillation, one may note that $\eta=0.01$ and $n=2000$ leads to an eigenvalue $\boldsymbol{\delta}=-3.88$. If
$\beta R_{A v} / R_{B}=1$, resonance would occur in this case with $m=0$ for $w \cong \frac{5}{4} h$. For this example $\eta n=20$ and $\eta^{3} n^{2}=4$. If $\eta^{3} n^{2}$ becomes quite large, of course, the mutual coupling between the beam and the
electromagnetic fields (involving the factors F or $G$ shown in Figs. 24-26 and listed in Tables VII-IX) may be greatly reduced, due to the local zation of the characteristic functions close to the outer wall of the vacuum chamber. In any case, with $\eta$ quite small as is typical of modern high-energy accelerators, the values of the harmonic number, $n$, which could lead to resonance will necessarily be quite large. The possibility of a self-generated instability resulting from the mutual interaction between an intense coasting beam and the associated electromagnetic fields, however, lends interest to a study of these high-order modes.

The loss-factor, $Q$, associated with the resonant electromagnetic modes of a toroidal vacuum chamber, can also be estimated, when $\boldsymbol{\eta}$ is small and (in particular) with $n$ large, from the results given in this report. The evaluation of

$$
\begin{equation*}
\frac{1}{Q} \equiv \frac{\langle\text { Power Loss }\rangle \text { Av }}{\omega(\text { Energy Stored })} \tag{32}
\end{equation*}
$$

for a transverse electric (TE) mode leads to ${ }^{17}$
$\frac{1}{Q}=4 \frac{R_{\text {surf }}}{Z \text { space }} \frac{K^{2}}{K^{3}}\left\{\frac{1}{h}+\frac{1}{4 q^{2}}\left[\frac{n^{2}}{b}\left(1+\frac{b}{a}\left[\frac{Z(a)]^{2}}{[Z(b)]^{2}}\right)+\frac{q^{4} b}{k^{2}}\left(1+\frac{a}{b} \frac{[z(a)]^{2}}{[Z(b)]^{2}}\right] \frac{[z(b)]^{2}}{\int_{a}^{b} z^{2} r d r}\right\}\right.\right.$,
where $K \equiv \frac{\omega}{c}, R_{\text {surf. }}=\frac{\text { resistivity }}{\text { skin depth }}=\frac{\mu_{0} \omega}{2}$. (skin depth) , $Z_{\text {space }}=\sqrt{\mu_{0} / \epsilon_{o}}=\mu_{0} c=4 \pi \times 10^{-7} \times 3 \times 10^{8}=120 \pi=377$ ohms, and $Z(r)$ satisfies the Neumann boundary condition at $\mathbf{r}=\mathrm{a}, \mathrm{b}$. When a and b are nearly equal $(n \ll 1)$, the result given by Eq. (33a) can be simplified 17

The loss-factor, $Q$, of a toroidal cavity can be obtained for the $T E$ modes (Cont. on pg 67)
(Ref. 17 cont.)
by use of the field components (rationalized MKS units)

$$
\begin{aligned}
& B_{\phi}=-n \frac{Z}{r} \sin K_{z} \sin n \phi \cos \omega t \\
& B_{r}=\frac{d Z}{d r} \sin \pi z \cos n \phi \cos \omega t \\
& B_{z}=-\frac{q^{2}}{K} Z \cos \pi z \cos n \phi \cos \omega t \\
& E_{\phi}=\frac{\omega}{\pi} \frac{d Z}{d r} \cos \pi z \cos n \phi \sin \omega t \\
& E_{r}=n \frac{W}{\pi} \frac{Z}{r} \cos \pi z \sin n \phi \sin \omega t \\
& E_{z}=0, \text { with } q^{2}+k^{2}=(\omega / c)^{2}=K^{2} .
\end{aligned}
$$

representing standing waves of a resonant TE mode. Application of Eq. (32) then leads to Eq. (33a) of the text. In the special case of a pill box $\quad$ ( $a=0$ and $\left.Z(r)=J_{n}(q r)\right]$, Eq. (33a) simplifies to

$$
\frac{1}{Q}=4 \frac{R_{\text {surf. }}}{Z_{\text {space }}} \frac{1}{K^{3}}\left[\frac{K^{2}}{h}+\frac{1}{2 b} \frac{q^{4} b^{2}+n^{2} k^{2}}{q^{2} b^{2}-n^{2}}\right]
$$

which may be seen to agree with a result given by Smythe ${ }^{18}$ (Sect. 15.17, Eq. (8), p. 535) in which his a becomes our b, d becomes h, m becomes $\mathrm{n}, \mathrm{p}$ becomes $\mathrm{Kh} / \pi, \beta_{\mathrm{mn}}$ becomes $\mathrm{q}, \beta_{\mathrm{mn}}^{\mathrm{m}}$ becomes K , and his w $\quad \gamma \delta$ may be identified as $R_{\text {surf }} / Z_{\text {space }}$. Similarly with a circular-function distribution for $Z$, as could be the case for $h$ and $\eta^{3} n^{2}$ both small, Eq. (33b) of the text may be expressed as

$$
\frac{1}{Q} \doteq 4 \frac{R_{\text {surf }}}{Z_{\text {space }}} \frac{1}{K^{3}}\left[\frac{K^{2}}{h}+\frac{k^{2_{k}^{2}{ }_{\phi}+\left(k_{r}^{2}+k_{\phi}^{2}\right)^{2}}}{\left(k_{r}^{2}+k_{\phi}^{2}\right) w}\right]
$$

in which $k_{\phi}$ has been employed to denote $n / R$, and we note $q^{2} \cong k_{r}^{2}+k_{\phi}^{2}$. This result too, may be seen to agree with a formula given by Smythe ${ }^{18}$ (Sect. 15.16, Eq. (9), p. 534) for a rectangular resonator, in which his
(Ret. ${ }^{66} 17$ eont.)
a becomes our $w, d$ becomes $h, m$ becomes $k_{r} w / \pi, n$ becomes $k_{\phi} b / \pi$, $p$ becomes $K h / \pi$, and we let his $b \rightarrow \infty$ to eliminate inclusion of losses from the end walls of Smythe's cavity.

18 William R. Smythe, Static and Dynamic Electricity (McGraw-Hill Book Co., Inc., New York, 1950), Ed. 2.
to

$$
\begin{equation*}
\frac{1}{Q} \cong 4 \frac{R_{\text {surf }}}{Z_{\text {space }}} \frac{K^{2}}{K^{3}}\left\{\frac{1}{h}+\frac{1}{2 q^{2} w}\left(\frac{n^{2}}{R^{2}}+\frac{q^{4}}{k^{2}}\right)\left(1+\frac{[Z(-1)]^{2}}{[Z(1)]^{2}}\right) \frac{[z(1)]^{2}}{1 Z^{2} d x}\right\}, \tag{33b}
\end{equation*}
$$

where $R$ denotes the average radius, $\frac{b+a}{2}$, w represents the width, $b-a$, and $Z$ is now regarded as a function of $x$. Values of $Z(-1) / Z(+1)$ and of $[Z(1)]^{2} / \int_{-1}^{1} z^{2} d x$ for representative values of $\eta^{3} n^{2}$, are obtainable from Tables VIII and IX for the first two solutions conforming to the Neumann boundary condition.

Similarly, the result for a transverse magnetic (TM) mode is 19

$$
\begin{equation*}
\frac{1}{Q}=4 \frac{R_{\text {surf. }}}{Z_{\text {space }}} \frac{1}{K}\left\{\frac{1}{h}+\frac{b}{4 q^{2}}\left[1+\frac{a}{b} \frac{(\mathrm{dZ} / \mathrm{dr})_{a}^{2}}{(\mathrm{dZ} / \mathrm{dr})_{b}^{2}}\right] \frac{(\mathrm{dZ} / \mathrm{dr})_{b}^{2}}{\int_{a}^{b} Z^{2} \mathrm{rdr}}\right\} \tag{34a}
\end{equation*}
$$

where $Z(r)$ satisfies the Dirichlet boundary condition at $r=a, b$. Again, when $a$ and $b$ are nearly equal, Eq. (34a) may conveniently be simplified to

$$
\begin{gather*}
\frac{1}{Q} \cong 4 \frac{R_{\text {surf }}}{Z_{\text {space }}} \frac{1}{K}\left\{\frac{1}{h}+\frac{2}{q^{2} w^{3}}\left[1+\frac{a}{b} \frac{(d Z / d x)_{i}^{2}}{(d Z / d x)_{f}^{2}}\right] \frac{(d Z / d x)_{f}^{2}}{\int_{-1}^{1} Z^{2} d x}\right\}  \tag{34b}\\
(d Z / d x)_{i}
\end{gather*}
$$

Values of $\frac{(d Z / d x)_{i}}{(d Z / d x)_{f}}$ and of $\frac{(d Z / d x)_{f}^{2}}{\int_{-1}^{1} Z^{2} d x}$, for representative values of $\eta^{3} n^{2}$,
are obtainable from Table VIII for the first Dirichlet solution.
19 The loss-factor for a TM mode can be obtained by use of the field components

$$
\begin{aligned}
& B_{\phi}=\frac{\omega}{c^{2} K} \frac{d Z}{d r} \sin K z \cos n \phi \sin \omega t \\
& B_{r}=n \frac{\omega}{c^{2} K} \frac{Z}{r} \sin K z \sin n \phi \sin \omega t \\
& B_{z}=0
\end{aligned}
$$

(Ref. 19 cont.)

$$
\begin{aligned}
& E_{\phi}=-n \frac{Z}{r} \cos \pi z \sin n \phi \cos \omega t \\
& E_{r}=\frac{d Z}{d r} \cos \pi z \cos n \phi \cos \omega t \\
& E_{z}=\frac{q^{2}}{\hbar} Z \sin \pi z \cos n \phi \cos \omega t,
\end{aligned}
$$

with $q^{2}+K^{2}=(w / c)^{2}=K$. Application of Eq. (32) then leads to Eq. (34a) of the text. In the special case of a pill box $\left(a=0\right.$ and $\left.Z(r)=J_{n}(q r)\right)$, Eq. (34a) simplifies to

$$
\frac{1}{Q}=4 \frac{R_{\text {surf. }}}{Z_{\text {space }}} \frac{1}{K}\left(\frac{1}{h}+\frac{1}{2 b}\right)
$$

in agreement with a result given by Smythe, ${ }^{18}$ for $p(o r K) \neq 0$ (Sect. 15.17, Eq. (9) , p. 535 ). Similarly for $Z$ represented by a simple circular function, Eq. (34b) may be written

$$
\frac{1}{Q} \doteq 4 \frac{R_{\text {surf. }}}{Z_{\text {space }}} \frac{1}{K}\left[\frac{1}{h}+\frac{k_{r}^{2}}{\left(k_{r}^{2}+k_{\phi}^{2}\right) w}\right]
$$

with $k_{\phi}$ denoting $n / R$ and use of $q^{2} \cong k_{r}^{2}+k_{\phi}^{2}$. This result is consistent with an expression given by Smythe ${ }^{18}$ (Sect. 15.16, Eq. (10), p. 534) when his $b$ is permitted to approach infinity after his $n$ is replaced by $k_{\phi} b / \pi$ and other appropriate identifications are made in the notation.

# LONGITUDINAL COUPLING IMPEDANCE OF A STATIONARY ELECTRON RING IN A CYLINDRICAL GEOMETRY $\dagger$ 
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#### Abstract

The longitudinal (azimuthal) coupling impedance is investigated for a stationary electron-ring beam circulating between a co-axial pair of conducting tubes. Proximity of the beam to the inner tube is found to be advantageous for reducing $\left(\left|Z_{n}\right| / n\right)_{\text {max }}$. Similar results are shown to be attainable with operation near the the outer tube, provided the quality factors $Q$ for higher-order resonant modes are deliberately made small. Illustrative computational results are presented graphically and a convenient approximate formula is suggested that may serve to guide the selection of desirable parameters for a typical fully-compressed electron ring.


## 1. INTRODUCTION

In evaluating the effectiveness of electron rings for the useful acceleration of ions, the requirement of longitudinal (azimuthal) stability appears to constitute a severe constraint. Another paper ${ }^{1}$ appearing in this issue is concerned with the selection of parameters for an electron-ring accelerator, and considers explicitly the stability requirements for a fully-compressed loaded ring at the time of release from the magnetic well. That paper reiterates the necessity of strongly limiting the selfgenerated azimuthal electric fields, that could excite an unstable azimuthal modulation of the electron ring beam, if rings of useful holding power are to be obtained. Such electric fields may be expected to be reduced by the presence of nearby conducting material, that in a magnetic acceleration column might conveniently take the form of conducting tubes co-axial with the electron ring. It may be of interest, therefore, to report in the present paper results from an analysis of the longitudinal coupling impedance of a toroidal electron beam situated coaxially between a pair of infinitely long conducting tubes. The analysis for a pair of tubes constitutes an extension of previous work ${ }^{2-5}$ concerned with an electron ring situated interior to a single tube, a ring inside a compressor chamber, ${ }^{6,7}$ and of similar work ${ }^{8}$ relating to a cylindrical layer of electrons situated between two walls. A two-tube configuration may represent a better approximation to

[^51]arrangements for magnetic acceleration that would be attractive on other grounds and, in addition, may aid in suppression of the longitudinal instability.

## 2. COMPUTATIONAL PROCEDURE

The present analysis is restricted to rings that are essentially stationary with respect to the tube structure, and (when losses are present) would require revision for application to rings with an axial speed comparable to that of light. No dielectric material is considered to be present, and no special frequency-sensitive elements are introduced (save for such as may aid in controlling the 'quality factor', $Q$ ).
The longitudinal coupling impedance, associated with an electron-ring beam of major radius $R$ and with a postulated current modulation $I_{n}=$ $I_{0} \exp [j(\omega t-n \phi)]$, is defined in terms of the corresponding longitudinal (azimuthal) electric field $E_{\phi}$ as $Z_{n}=-2 \pi R E_{\phi} / I_{n}$. Perturbation analyses ${ }^{9}$ have suggested the relation between $\left|Z_{n}\right| / n$ and the amount of Landau damping that must be present (e.g., from energy spread) if longitudinal stability is to be assured.
We commence the analysis, for determination of $Z_{n}$, by making a formal series development for the steady-state electromagnetic fields associated with a current distribution $I_{0} \delta(r-R) \delta(z) \exp [j(\omega t-n \phi)]$, subject to boundary conditions that correspond to outgoing (or damped) waves for $|z|$ large and to conducting surfaces at $r=R_{\text {IN }}, R_{\text {OUT }}$. Radial coordinates can be expressed conveniently in terms of the radius of the inner tube, so that, in these units,
the radial interval of interest extends from unity to $f=R_{\text {OUT }} / R_{\text {IN }}$ and the ring beam is situated at $R=\rho R_{\mathrm{IN}}(1<\rho<f)$. The angular frequency is $\omega=n \beta c / R=n \beta c /\left(\rho R_{\mathrm{IN}}\right)$. The series development of the electromagnetic field then employs characteristic functions, $R_{m}$, and characteristic values, $g_{m}$, of the Bessel equation

$$
x \frac{\mathrm{~d}}{\mathrm{~d} x}\left(x \frac{\mathrm{~d} R_{m}}{\mathrm{~d} x}\right)+\left(g_{m}^{2} x^{2}-n^{2}\right) R_{m}=0
$$

with $\left.R_{m}\right|_{x=1}=\left.R_{m}\right|_{x=f}=0$ for the transversemagnetic (TM) modes-and correspondingly the functions $S_{m}$ and values $h_{m}$, with $\left.S_{m}^{\prime}\right|_{x=1}=$ $\left.S_{m}^{\prime}\right|_{x=f}=0$ for the transverse-electric (TE) modes. ${ }^{10}$ The $z$-dependence of the fields is contained in factors that, for the TM modes, are circular functions of $\omega t-k_{m}|z|-n \phi$ with

$$
k_{m}=\left[(\omega / c)^{2}-\left(g_{m} / R_{\mathrm{IN}}\right)^{2}\right]^{1 / 2}
$$

and $\omega=n \omega_{\odot}=n \beta c / R$ for frequencies above cutoff, and are of the form $\exp \left(-\alpha_{m}|z|\right)$ times a circular function of $\omega t-n \phi$ with $\alpha_{m}=\left[\left(g_{m} / R_{\text {IN }}\right)^{2}-\right.$ $\left.(\omega / c)^{2}\right]^{1 / 2}$ for frequencies below cut-off-and similarly for the TE modes.

The azimuthal electric field is found in these terms to be such that

$$
\begin{aligned}
& \frac{1}{n} Z_{n}=2 \pi Z_{0} \rho\left\{\sum_{m}\left[(n / \rho)^{2}-\left(g_{m} / \beta\right)^{2}\right]^{1 / 2} F_{\mathrm{TM}}\right. \\
&\left.+\sum_{m}\left[(n / \rho)^{2}-\left(h_{m} / \beta\right)^{2}\right]^{-1 / 2} F_{\mathrm{TE}}\right\},
\end{aligned}
$$

where $Z_{0}=\sqrt{\mu_{0} / \varepsilon_{0}}=120 \pi$ ohms, the coupling factors' $F_{\mathrm{TM}}, F_{\mathrm{TE}}$ are

$$
F_{\mathrm{TM}}=\frac{\left[R_{m}(\rho)\right]^{2}}{\left[f R_{m}^{\prime}(f)\right]^{2}-\left[R_{m}^{\prime}(1)\right]^{2}}
$$

and

$$
F_{\mathrm{TE}}=\frac{\left[S_{m}^{\prime}(\rho)\right]^{2}}{\left(f^{2} h_{m}{ }^{2}-n^{2}\right)\left[S_{m}(f)\right]^{2}-\left(h_{m}^{2}-n^{2}\right)[ } \overline{\left.S_{m}(1)\right]^{2}}
$$

and the coefficients before these factors have the character $-j$ and $+j$ respectively when the characteristic values $g_{m}$ or $h_{m}$ exceed $n \beta / \rho$. The formal expression written above for $Z_{n} / n$ clearly requires modification to take account of a non-vanishing transverse extent of the beam and to make allowance for losses that will prevent the factors
$\left[(n / \rho)^{2}-\left(g_{m} / \beta\right)^{2}\right]^{1 / 2}$ and $\left[(n / \rho)^{2}-\left(h_{m} / \beta\right)^{2}\right]^{-1 / 2}$ from becoming exactly zero or infinite under 'resonant' conditions.

With respect to the first of the modifications iust mentioned, we may note that for a large $m$, a combination of two of the terms just written will make a contribution that can be estimated as $-j\left(Z_{0} / \beta \gamma^{2}\right)(1 / m)$, a capacitive impedance by virtue of the factor $-j$. Such terms, summed over large $m$ to a limiting value that will depend on the minor dimensions of the ring, will provide a contribution to $Z_{n} / n$ of the form $-j\left(Z_{0} / \beta \gamma^{2}\right)$ times a logarithmic factor in which the minor dimensions of the ring appear in the argument. This result is concordant with the expected low-frequency inductive impedance whose dominant (logarithmic) term is given approximately by $2 \pi \beta c j\left[\left(Z_{0} / 2 \pi c\right) \ln (8 R / a)\right]$ for a circular ring of round wire (major and minor radii: $R, a$ ), combined with the corresponding capacitive contribution (larger, by a factor $1 / \beta^{2}$ ) of opposite sign-or (more generally) with a contribution to $Z_{n} / n$ of the form $-j\left(Z_{0} / \beta \gamma^{2}\right) \ln (D / a)$, where $D$ is related to a major dimension of dominant importance ${ }^{7}$ (such as $R, \lambda$, or the spacing to the wall). In practice, terms of high $m$ value were diminished by a 'convergence factor' that served to suppress terms for which $m \pi \geqslant$ outer tube radius/minor radius, and the details of this procedure did not appear to affect the results materially for parameter values of interest in the present work.

With respect to the potentially resonant factors $\left[(n / \rho)^{2}-\left(g_{m} / \beta\right)^{2}\right]^{1 / 2}$ and $\left[(n / \rho)^{2}-\left(h_{m} / \beta\right)^{2}\right]^{-1 / 2}$, for the TM and TE modes respectively, these were replaced by

$$
\left\{(n / \rho)^{2}-\left[\left(1+j / 2 Q_{\mathrm{TM}}\right) y_{m} / \beta\right]^{2,1 / 2}\right.
$$

and

$$
\left\{(n / \rho)^{2}-\left[\left(1+j / 2 Q_{\mathrm{TE}}\right) h_{m} / \beta\right]^{2 ;-1 / 2}\right.
$$

Such a replacement, although leading to a typical resonant-factor behavior, perhaps can be justified rigorously only if (i) the boundary condition at a resistive wall can be correctly written in terms of a surface resistance $\mathscr{R}_{s}$ as $E_{\phi} / H_{z}=(1+j) \mathscr{R}_{s}$ and (ii) the corresponding complex characteristic value ( $g_{m}$ or $h_{m}$ ) is given with sufficient accuracy by a firstorder development from the case in which $\mathscr{R}_{s}=0$. With the exception of cases in which the quality factors are very low (e.g., $<10$ ), however, the resonant factors written above are believed to be
suitable in applications of the present work. In performing the computations, one has the option of either (i) computing for each $n$ the $Q_{\mathrm{TM}}$ and $Q_{\mathrm{TE}}$ values for the $m$-value lying closest to resonance in each case, using a specified specific volume resistivity $\rho_{\mathrm{v}}$ for the tube material $\left(\mathscr{R}_{\mathrm{s}}=\sqrt{\mu_{0} \omega \rho_{v} / 2}\right.$ ), or (ii) simply specifying a single value of $Q$ to be used throughout (thereby permitting the user to represent loss mechanisms deliberately introduced into the structure).

## 3. EXPECTED CHARACTER OF THE COUPLING IMPEDANCE

The selection of geometrical configurations for which the longitudinal coupling impedance can be expected to be favorable or unfavorable for electronring stability may be guided by some general considerations. A ring beam enclosed within a structure with highly-conducting walls potentially can excite resonances that will lead to unacceptably high values of the coupling impedance. Reflections may be expected to be suppressed for certain (high$n$ ) modes, however, if the boundary is poorly reflecting and is situated in the radiation-field zone for such modes-with the result that the corresponding impedance then should be close to that cited for a beam in free space ( $Z_{n} / n \cong 354 i^{1 / 3} n^{-2 / 3}$ ohms, ${ }^{7,12,13}$ for $n$ well below a critical harmonic number that is of the order of $\gamma^{3}$ ). ${ }^{13-15}$ For lower $n$, where the free-space coupling impedance would be unacceptably high, a surface of high conductivity close to the beam should serve to lower $E_{\phi}$ at the beam and so act to reduce the coupling impedance substantially if resonant responses are avoided for such $n$-values.

In a computational investigation of coupling impedance for a ring beam in the presence of one or two co-axial tubes, it is of interest, therefore, to include an examination of cases in which the beam is situated only a small distance outside an inner conducting tube, in an effort to provide coupling impedances that for low $n$ will be well below the free-space values. If, with such geometry, mechanical considerations require the presence of an additional tube exterior to the beam, one may anticipate that the selection of a suitably large radius for this outer tube will preclude the excitation of dangerous low-order resonances. Under such
conditions, the provision of only moderate losses, by any one of several means at the outer radius, may suffice to suppress adequately the contributions of high-order (possibly resonant) $\mathrm{TE}_{n m}$ modes (high $m$ )-for which the $m-1$ sign reversals of $E_{\phi}(r)$ ultimately must serve to reduce the coupling between the electromagnetic field and a beam of appreciable radial extent.

For purposes of comparison, there also is interest in cases in which the beam is located just inside an outer tube, with an inner tube either absent or assigned a considerably smaller radius. Under these latter circumstances the surface conductivity of the wall should be high for the low-frequency (low- $n$ ) modes, but the resonances that can occur for larger values of $n$ should be suppressed by a deliberate reduction of the quality factor ('de $Q$-ing') for high-frequency fields.

## 4. COMPUTATIONAL RESULTS

The possibility of attaining undesirably large values of coupling impedance as a result of resonances is illustrated in Fig. 1 for a two-tube structure


FIG. 1. Maximum longitudinal coupling impedance, divided by $n$, for the first 12 azimuthal modes for coaxial copper tubes of radius ratio 6 . For wall resistivity $\rho_{\mathrm{n}}=1.8 \times 10^{-6} \Omega-\mathrm{cm}$ the $Q$ 's are in the range of $10^{4}-10^{5}$. Beam locations were chosen to excite the $T E_{n, 1}$ and $T E_{n, 2}$ resonances and to exhibit'resonant behavior.


FIG. 2. Resonant beam radii for coaxial tubes with radius ratio 6. For a given $n$ the $T E_{n m}$ and $T M_{n m}$ resonances alternate, with $m$ increasing to the left.
with a radius ratio 1:6 and high values of $Q$ which would be appropriate for tubes constructed of a good conductor such as copper. By reference to a mode chart (Fig. 2) that shows the beam radii for resonant excitation of the wave-guide modes in such a geometry (with $\beta=v / c=0.999703$ ), it is evident that the largest value of $\left|Z_{n}\right| / n$ occurs when the beam is located so as to excite the $\mathrm{TE}_{1,1}$ resonance, the second highest value corresponds to excitation of the $\mathrm{TE}_{2,1}$ mode, etc., with the low-n $\mathrm{TE}_{n, 1}$ modes dominating the coupling impedance in the region where the $T E_{n, 1}$ modes are excited-that is, from approximately midgap to the outer wall. The $\mathrm{TE}_{n, 1}$ modes are distinctive ${ }^{15}$-and can be particularly troublesome-because the associated $E_{\phi}(r)$-field experiences no sign reversal. The $\mathrm{TE}_{1,1}$ resonant beam radius for the case of a single tube is $R_{B} \cong \beta R_{\text {out }} 1.8412$ and the corresponding resonant radius for a pair of tubes whose radius ratio does not greatly exceed unity is close to $R_{B} \cong$ $\beta\left(R_{\text {IN }}+R_{\text {OUT }}\right) / 2$, while the resonant radii for other $\mathrm{TE}_{n, 1}$ modes will be progressively larger. The existence of these potentially-resonant modes thus deserves recognition when considering operation
with the ring beam fairly close to an outer cylindrical wall.
The curves of Fig. 3 again indicate the behavior of $Z_{1}$ vs. $R_{B}$ for $R_{\mathrm{OUT}} / R_{\mathrm{IN}}=6$, and illustrate the influence of the quality factor $Q$. One notes that, as expected, for $Q$ sufficiently large,
(i) For $\omega<\omega_{\text {resonant }}[\rho>n \beta /($ characteristic value, $h$ )]
$Z_{n \text {.Real }}$ is relatively small (in comparison to $Z_{n, I_{\text {mag }},}$ ) and is approximately proportional to $1 / Q$ (as may be interpreted as due to wall resistance acting on image currents), while $Z_{n, \text { lmag, }}$ is rather insensitive to $Q$;
(ii) For $\omega=\omega_{\text {resonant }}$
$Z_{n, \text { Real }} \cong\left|Z_{\text {n.Imag. }}\right|$, each assuming large values $\propto \sqrt{Q} ;$
(iii) For $\omega>\omega_{\text {resonant }}$
$Z_{n, \text { Real }}$ is large (in comparison to $Z_{n, \text { lmag. }}$ ) and is rather insensitive to $Q$-corresponding to power


FIG. 3. Longitudinal coupling impedance for $n=1$, for coaxial tubes with a radius ratio of 6 . For this case, $\gamma=41$, and the minor dimensions $a$ and $b$ are $0.02 R_{\text {inner }}$.
radiated down the tubes (and ultimately absorbed, remotely, in the tube walls or emerging from the ends).

The curves of Fig. 4 depict the results of computations intended to indicate how $\left(\left|Z_{n}\right| / n\right)_{\max }$ can be held to reasonably low values either (i) by operating
with a moderate value of $Q$ and situating the beam close to an inner tube (so that excitation of loworder resonances is precluded), or (ii) by operating with the beam close to an outer tube, with $Q$ deliberately caused to decrease at the higher frequencies in order to reduce the extent to which the higher-order resonances can be excited. In performing computations pertaining to this latter type of operation, the computations (with selected $Q$ values) were extended to sufficiently large values of $n$ that $\left|Z_{n}\right| / n$ appeared to have become distinctly a monotonically decreasing function of $n$ that essentially merged into the free-space curve for this quantity. Two illustrative examples of the computational results for the two cases described are shown in Figs. 5 and 6.

It will be recognized that, in the selection of parameters for an electron-ring device, a decision to operate with a ring situated close to a conducting tube necessarily restricts the amount of energy spread (and attendant radial spread) that can be present and that also could act to suppress the


FIG. 4. Maximum longitudinal coupling impedance divided by $n$. A-Beam located close to an outer wall at 4 cm and $Q(n)$ adjusted to minimize $\left|Z_{n}\right| n \mid$. B-Beam located between two walls at 3 cm and 4 cm and $Q(n)$ adjusted to minimize $Z_{n} / n$. $C$-Beam located close to an inner wall at 3 cm and $Q$ made high for all $n$.
longitudinal instability. As a guide for finding suitable parameters, therefore, it is convenient to have at hand a simple relationship that relates $\left(\left|Z_{n}\right| / n\right)_{\text {max }}$ to the 'clearance' throughout the range of possible practical interest for these parameters. The results shown in Fig. 4 for a beam situated at a small distance outside an inner conducting tube suggest that with reasonable accuracy one may write $\left(\left|Z_{n}\right| / n\right)_{\max } \cong 300\left(R_{B}-R_{\mathrm{IN}}\right) / R_{\mathrm{IN}}$ ohms, for $R_{\mathrm{IN}} / 30 \leqq R_{B}-R_{\mathrm{IN}} \leqq R_{\mathrm{IN}} / 3$, under these circumstances. Thus, with $\left(R_{B}-R_{\text {IN }}\right) / R_{\text {IN }}=0.2-$ that should provide sufficient clearance for a beam with a radial spread arising from $\Delta E / E \preccurlyeq 10$ per cent (full width at half maximum)-we should expect to achieve a longitudinal coupling impedance such that $\left|Z_{n}\right| / n \cong 60$ ohms. The results shown in Fig. 4 are quite insensitive to $\gamma$, decreasing typically by about 2 per cent when $\gamma$ is increased


FIG. 5. Typical curves of $\boldsymbol{Z}_{n} / \boldsymbol{n}_{i}$ versus $n$ for a beam radius $R_{b}=3.4 \mathrm{~cm}$ near an inner tube at 3 cm and an outer tube at 27 cm , with $Q$ as a parameter. $\gamma=41$ and the minor dimensions $a$ and $b$ are 1 mm . At this radius, resonant behavior (due to the presence of the outer tube) is seen to be developing at $n \simeq 27$, whereas the $Z_{n}|n|_{\text {max }}$ of the first peak is at $n \simeq 10$. For $\min Z_{n} / n!$ for all $n$ at this radius, $Q$ should decrease from $\sim 1000$ at $n \simeq 10$ to $\sim 30$ at $n \simeq 27 . Z_{n} /\left.n\right|_{\text {max }}$ for this case was taken as $40 \Omega$ in the construction of curve $C$ in Fig. 4.


FIG. 6. Typical curves of $Z_{n} / n$ versus $n$ for a beam radius $R_{b}=3.6 \mathrm{~cm}$ near an outer tube at 4 cm , and an inner tube at 0.444 cm , with $Q$ as a parameter. The clearance to the wall, 4 mm , is the same as in Fig. 5, $\gamma=41$, and the minor dimensions $a$ and $b$ are 1 mm . At this radius, resonant behavior is seen at $n=20$, therefore minimum $Z_{n} / n \mid$ for all $n$ would be obtained by switching from high $Q$ to low $Q$ at $n \simeq 13 . Z_{n} / n_{\text {max }}^{\prime}$ for this case was taken as $60 \Omega$ in the construction of curve A in Fig. 4.
from 20 to 82. The minor dimensions of the beam have a larger effect on $Z_{n} / n$ than the $\gamma$ dependence. because the self field term and the term due to excitation of high $m$ modes decrease as the beam minor dimensions are increased. The curve C in Fig. 4 is moved approximately 0.05 cm to the left as the minor dimensions are decreased from 0.1 cm to 0.05 cm , and approximately 0.15 cm to the right as the minor dimensions are increased to 0.2 cm , for a $<10$ per cent change of $\left|Z_{n}\right| / n$ in the region around $60 \Omega$. At much greater spacings from the inner tube the dependence of $\left|Z_{n}\right| / n$ on the minor dimensions becomes negligible because of the dominance of the low $n$ and $m$ modes.

## 5. CONCLUSIONS

An examination of the longitudinal coupling impedance that can be attained for a ring beam between a pair of co-axial conducting tubes has indicated that low values of $\left|Z_{n}\right| / n$ may be conveniently attained by situating the beam a small distance outside an inner conducting tube. If,
alternatively, the beam is close to an outer tube, similar results may be obtained if the quality factors for higher multiples of the circulating frequency are reduced so as to suppress potentially resonant fields. For an electron beam with $\gamma=41$ and a $3.5-\mathrm{cm}$ orbit radius surrounding a tube of radius 2.9 or 3.2 cm , it should be possible in this way to achieve values of $\left(\left|Z_{n}\right| / n\right)_{\max }$ that are approximately 62 or 28 ohms, respectively.
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AN ESTIMATE OF LIMITS TO THE LONGITUDINAL COUPLING IMPEDANCE

## A. Faltens and L.J. Laslett <br> Lawrence Berkeley Laboratory

Various simple models of structures in a storage ring and their contributions to the longitudinal coupling impedance are considered in an attempt to focus attention on possible problem areas and their solutions. In all cases emphasis is placed on the physical mechanism which is the source of the undesirable impedance. None of the mechanisms or structures considered prevent the attainment of a low $\left|Z_{n} / n\right|$, of the order of $1 \Omega$, if sufficient care is taken over the frequency range from 0.1 MHz to about 10 GHz .

The various results and views in this note evolved mainly during the time of the Berkeley Electron Ring Accelerator project, in which a substantial effort was devoted to calculating, estimating, and measuring the properties of various beam-surrounding geometries which would simultaneously satisfy longitudinal and transverse stability requirements, and allow penetration of slowly increasing magnetic guide fields and fast inflection fields. Initially, interest centered on the low harmonic "inductive wall" effects, and later shifted to the microwave frequency region. It was shown that there are practical limits to attainable impedances, with the longitudinal impedance being the limiting one, with the limits manifesting themselves in the frequency region where free space wavelength and chamber dimensions are comparable. A value of $\left|Z_{n} / n\right|$ of about $30 \Omega$ was the lowest which might be attained in the geometries considered for electron ring accelerators. ${ }^{1,2}$ The
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corresponding limits for ISABELLE are less than $1 \Omega$. Also, as in recent results from CERN, it was found that stability was determined by the instantaneous local energy spread in a beam filament. Multiturn injection of a beam with an instantaneous energy spread plus an energy ramp in time gave the same high-frequency thresholds as injection without the ramp, thereby imposing more stringent limits on allowable coupling impedances.

Before considering the effects of boxes and bends in the vacuum chamber, it may be appropriate to ask why a metallic vacuum chamber is necessary. The coupling impedance of a completely unshielded beam in free space may be obtained from synchrotron radiation results. The power radiated by an electron in a circular orbit, as derived by J. Schwinger, ${ }^{3}$ is:
$P(\omega, t)=\frac{3^{1 / 6} \Gamma\left(\frac{2}{3}\right) e^{2}}{\pi R}\left(\frac{\omega}{\omega_{0}}\right)^{1 / 3}\left[1-\frac{\Gamma\left(\frac{2}{3}\right)}{2}\left(\frac{\omega}{2 \omega_{\mathrm{crit}}}\right)^{1 / 3}+\ldots\right]$
for $\omega \ll \omega_{c r i t}$, independently of particle energy and therefore presumably the type of particle, and,

$$
\begin{aligned}
& P(\omega, t)=\frac{3}{4}\left(\frac{3}{2 \pi}\right)^{1 / 2} \frac{e^{2}}{R}\left(\frac{E}{m^{2}}\right)^{4}\left(\frac{\omega_{o}}{\omega_{\text {crit }}}\right) \times \\
&\left(\frac{\omega}{\omega_{c r i t}}\right)^{1 / 2} e^{-\omega / \omega_{c i t}} \times\left[1+\frac{55 \omega_{c r i t}}{72 \omega}+\ldots\right]
\end{aligned}
$$

for $\omega \gg \omega_{0}\left(2 \pi\right.$ times the revolution frequency), and $\omega_{\text {crit }}=$ $(3 / 2) \omega_{0}\left(E / \mathrm{mc}^{2}\right)^{3}$, or in our notation the harmonic number of the critical frequency is $n_{\text {crit }}=(3 / 2) \gamma^{3}$.

[^53]The power raditated at any harmonic, $n$, may be related to the real part of the coupling impedance, $R_{n}$, and the $n{ }^{\text {th }}$ harmonic current Fourier amplitude, $I_{n}$, of a $\delta$-function charge traveling in a circle as $P_{n}=I_{n_{4}}^{2} R_{n} / 2$. Inclusion of the reactive terms leads to the result: ${ }^{4}$

$$
\frac{\mathrm{z}_{\mathrm{n}}}{\mathrm{n}}=354 \mathrm{n}^{-2 / 3}\left(\frac{\sqrt{3}}{2}+j \frac{1}{2}\right)
$$

At very low harmonics, the more precise result is about $10 \%$ smaller, about $320 \Omega$ for $n=1$, but very much larger than the "long wavelength limit",

$$
\frac{Z_{n}}{n} \simeq-\left(j Z_{0} / \beta \gamma^{2}\right) \quad \ln \frac{R}{n a} \leq-j 4 \Omega
$$

obtained by using the static inductance and capacity of a beam, and also greater than the tolerable impedance for ISABELLE. ${ }^{5}$ The beam must, therefore, be shielded to suppress the low-harmonic radiation.

One shielding geometry of interest is a metallic pipe surrounding the beam. Such a pipe is an effective shield for wavelengths longer than its waveguide-cutoff wavelength, which for a circular pipe is given by

$$
\lambda_{c o}=\frac{2 \pi a}{2.405} \text { for } \mathrm{TM} \text { or } \mathrm{E} \text {-type waves. }
$$

The harmonic number at which propagation begins for a 4 cm

[^54]radius pipe of 2960 meter circumference is $n_{c o} \simeq 2960 / \lambda_{c o} \simeq 28325$, at which harmonic the $\left|Z_{n} / n\right|$ of free space has dropped to about $0.38 \Omega$. Right at cutoff the impedance of the idealized smooth pipe is much less than this, but eventually, with increasing frequency many modes will propagate and the impedance should approach the free space values. The question regarding the beam pipe is: "At what frequency will it give behavior similar to free space, that is, for which wavelengths will the changes in pipe direction, wall losses, imperfections, clearing electrodes, etc. destroy the coherence of the radiated waves and scatter them randomly into the chamber until their energy is dissipated?" A reasonable estimate for this wavelength is about a centimeter, for which $\left|Z_{n} / n\right| \simeq 0.1 \Omega$. Taking into account the local curvature of the particles only in the magnets, $n_{c r i t} \simeq 10^{5}$ at injection and $\sim 3 \times 10^{7}$ at final energy, so we are interested in wavelengths down to centimeters and microns respectively.

In the nonphysical model of a perfectly smooth pipe bent into a circle, there will be resonances which for an aluminum wall could have high $Q$ values, leading to higher coupling impedances than the free space values if the beam is able to excite them. Analogous problems using the eigenfunctions of a pill box cavity, coaxial cylinders, or a single cylinder showed that resonance that could be excited by a beam would occur at harmonic numbers $n$ where

$$
\frac{r_{\text {beam }}}{\beta R_{\text {outer wall }}}=\frac{1}{1+0.80862 n^{-2 / 3}}
$$

where the required slowing of the phase velocity of the wave may be thought of as arising from the wave traveling at a slightly larger radius than the beam. In a straight, smooth pipe this synchronism does not occur because the phase velocity of any
mode is always greater than $c$, and the beam in vacuum will always travel at less than the velocity of light. The waves of course can be slowed down by loading of various types, and in ISABELLE this will undoubtedly be more important than the curvature effects, but the point is that even with smooth walls resonant effects may occur for $n \approx 10^{6}$ at high $\gamma$.

One such "smooth wall" resonance'is illustrated in the Appendix, where the properties of an $8 \mathrm{~cm} \times 8 \mathrm{~cm}$ square cross sectioned aluminum chamber of 2960 meter circumference have been computed. The results of this computation are that a beam of $\gamma=200$ will resonate at harmonic numbers of about $2.5 \times 10^{6}$ with modes having a $Q \sim 3 \times 10^{5}$. Fortunately, the $\left|z_{n} / n\right|$ of these modes is only $\sim 0.2 \Omega$, or about a factor of 10 above what radiation into space would give at that frequency, and no resonances at all are excited at the injection energy.

Returning to the real geometry of a beam pipe with bends, discontinuities, etc., resonances may be expected at the cutoff harmonic, $n_{c o}$ and even lower if resonant structures are introduced into the chamber. A rule of thumb for attainable cavity impedances is: $R \simeq \sqrt{f(M H z)} M \Omega /$ meter. The maximum useful length for a cavity is $\ell \simeq \lambda / 2$ before transit time effects start to decrease $R$; if the cavity length is much longer than $\lambda / 2$, the net interaction with a beam is due to a length of $\lambda / 2$ or less, with the remainder of the length acting as a load on the cavity. Combining the above yields an estimate for single, simple cavities of:

$$
\frac{R_{n}}{n} \leq 4.7 \times 10^{8}\left(\frac{\lambda}{2 \ell}\right) \mathrm{n}^{-3 / 2}
$$

As an example of the sort of structure which should be avoided or modified, we consider a 30 cm long section of 12 cm
diameter pipe inserted in the standard 8 cm pipe in order to join beam pipes and provide a space for clearing electrodes and monitors (Fig. 1). The $R_{n} / n$ for such an empty cavity could be as high as $50 \Omega$. If this structure is complicated by insertion of clearing electrodes suspended at their midpoints, then this object is expected to resonate in a lower $Q$, half-wave TEM mode, coupling to the beam with the longitudinal fringing fields at its ends. Capacitive bypassing of such a clearing electrode is unattractive because a very large capacity, $C \sim 400 \mu F$, is required for the $\mathrm{L} \approx 12 \mathrm{nH}$ inductances which are to be bypassed. A well conducting clearing electrode at a 4 cm radius and 30 cm long will resonate near $n=4500$ with a $Q$ of $\sim 3000$, and also produce an $R_{n} / n$ of a few tens of ohms. By contrast, the contribution to $Z_{n} / n$ from inductive wall effects is almost negligible. At low frequencies, the "inductance" of the empty box is due to the capacity of the fringing fields at the corners, which is effective over a distance comparable to the step size, $\Delta \simeq b-a$. The "inductance" of the box with clearing electrodes is approximately the inductance of the electrostatically shielded volume between the clearing electrode and the chamber outer wall. The impedances may be estimated as:
$\frac{Z n}{n} \simeq \frac{j \mu_{0} \omega_{0}}{2 \pi}\left(\ell n \frac{b}{a}\right)(b-a) \simeq j 0.001 \Omega$, and $\frac{j \omega_{0} \mu_{0}}{2 \pi}\left(\ell n \frac{b}{a}\right)(\ell) \simeq j 0.0153 \Omega$
respectively. The impedance due to the use of bellows for the outer wall certainly is small compared to the latter value, but could be reduced by bridging the bellow convolutions with longitudinally conducting strips of metal. The precise value of the low-n $\left(Z_{n} / n\right)$ may be measured. 6
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(a) JUNCTION BOX

(b) JUNCTION BOX WITH

Fig. 1

After the obvious resonant structures are eliminated or otherwise made harmless, the beam pipe is still left with bends and other discontinuities. If no lossy materials are introduced at the discontinuities, then each junction simply transmits and reflects the incident waves, making each section of beam pipe no worse than an approximately 5 meter long cavity, for which a resonance at $n \approx n_{c o}$ is expected with an $R_{n} / n \leq 1 \Omega$. A long structure such as this poses questions which can only be answered statistically: will one of the cavity resonances fall exactly on some beam harmonic; what will be the transit time factor; and how many cavities will be resonant at the same frequency? Taking the worst case limit for each would make $Z_{n} / n \simeq 500$ for an estimated total of 500 beam pipe sections. The $Z$ of an $n=28000$ resonance can be expected to be less than 30000 , so the probability of some harmonic hitting it is essentially 1. The transit time factor as used here oscillates as $\sin ^{2}$ ( $\pi \ell / \lambda$ ) with increasing cavity length, giving an expected value of $1 / 2$. Simultaneous resonance of many sections is more likely at the cutoff frequency than at higher frequencies, therefore the potential problem is serious. However, the problem is easily overcome as only a small amount of loss, attainable by numerous means, will lower the Q's sufficiently to make the impedance very low. If the de-Qing is very successful, then the coupling impedance will approach the free space limits again, as any radiated energy from the beam would be absorbed. As the problem area is right around the cut-
off frequency region, the $\left|Z_{n} / n\right|$ thus would tend towards $0.38 \Omega$, perhaps enhanced by a small factor due to weak resonances remaining after de-Qing.

In the frequency region far above cutoff, that is, where modes are simultaneously propagating, the quality factors of individual resonances will be smaller than perhaps expected because any discontinuity, unless it is specially designed to counteract the effect, will scatter energy into other propagating modes. Likewise, the $Q$ 's of single resonators may be expected to be high only for frequencies below the cutoff frequency of the beam pipe. At these very high frequencies and at high $\gamma$ the beam fields travel essentially as plane waves, parallel to the beam, with nearly identical fields to the fields of a TEM wave in a coaxial transmission line, and their scattering at obstacles may be estimated geometrically. Given a beam incident upon a number of obstacles, the reflection of the fields at the first obstacle will be higher than at subsequent ones because of the time required to re-establish the fields. In the rest frame of the particle the fields would be re-established with a transverse speed of $c$ or less, which in the laboratory frame would be $v_{t} \leq c / \gamma$. The impedance of an isolated obstacle in the shape of a concentric disc with inner and outer radii a and b, respectively, based on the above considerations is:

$$
z=\frac{z_{o}}{2 \pi} \ln \frac{b}{a}
$$

As an example, for $a=3 \mathrm{~cm}, \mathrm{~b}=4 \mathrm{~cm}$.

$$
z \cong 17 \Omega
$$

and only one such obstacle would be effective per beam pipe junction. The total impedance for wavelengths of 1 cm or less, for which the above mechanism might apply is $\sim 8.5 \mathrm{k} \Omega$, and
$Z_{n} / n \leq 0.028 \Omega$, and therefore no suprises or high impedances are expected for very high frequencies ( $n>10^{5}$ ).

The ordinary skin resistance contributes a term $Z_{n} / n=$ $(1+j) \sqrt{\omega_{0} \mu \mathrm{f}} / 2 \mathrm{n} \quad(\ell / 2 \pi a)$, which is important only at 10 w harmonics with a peak magnitude of $1.7 \Omega$, and decreasing as $\mathrm{n}^{-1 / 2}$. A small amount of wall impedance, of the order of $j 1 \Omega$, is desirable to offset the space charge term $Z_{n} / n=j Z_{o} / \beta \gamma^{2}(\ln b / a)=-j 1 \Omega$ at the injection energy.

The preceding limits and the harmonic range over which they are important may be all combined on one graph (Fig. 2). Some specific items such as rf cavities and kicker magnets have been excluded here because they are treated separately elsewhere and because their impedances can be made small. The expected $\left|z_{n} / n\right|$ curve, after elimination of low frequency resonances and diminution of wall inductances due to discontinuities, should follow the heavy line, and stay below $1 \Omega$ for all frequencies except the first two harmonics. On the other hand, any resonant object in a wide frequency band is potentially very harmful and should be avoided. The graph was constructed to show the large possible variation of coupling impedance. The single cavity approximation assumes only one cavity in the ring at any harmonic, and the presence of harmful low-harmonic resonances is unlikely in any event. The value of $Z_{n} / n$ for vacuum chamber resonances is an estimate for the worst case of $\sim 500$ sections acting similarly.

The general recipe for obtaining low $\left|z_{n} / n\right|$ for all $n$ is therefore to shield the beam with a nearby good conductor to decrease the low harmonic free space impedance. The shielding geometry will in most practical cases introduce resonances at higher frequencies, and at that point it is beneficial to provide attenuation, which, in the limit of sufficient attenuation at high frequencies will make the impedance approach the free space values (see Ref. 2 for some computed examples). There is a trade-off between low-n and high-n $\left|z_{n} / n\right| ' s$, as measures taken to move the


Fig. 2. Estimate of Coupling Impedance Limits
resonant behavior to higher frequencies by decreasing the shielding pipe diameter tend to increase the very low harmonic surface impedance. For the parameters of interest to ISABELLE, a maximum $\left|Z_{n} / n\right|$ of the order of $1 \Omega$ is estimated to be possible for all $n$.

## APPENDIX

Coupling Impedance Contribution From the Electromagnetic Modes of a Toroidal Vacuum Chamber

The electromagnetic modes of a number of structures such as cylinders, pillbox cavities, and toroidal vacuum chambers may couple resonantly with an azimuthal current and produce a contribution to the longitudinal coupling impedance. The effect of such modes is computed for a toroidal aluminum vacuum chamber of square cross section of $8 \mathrm{~cm} \times 8 \mathrm{~cm}$ and major radius of 471 meters such as might approximate the ISABELLE vacuum chamber if it were smoothly bent in a circle. Resonant behavior is exhibited only for $\gamma>\gamma_{i n j}$, and a contribution to $z_{n} / n$ of $0.2 \Omega$ is computed for $\gamma=200$.

The solution of the electromagnetic modes for the geometry:


The solution for the TE fields at high azimuthal harmonic numbers is depicted in Fig. A-1, where the functions $Z$ and $Z^{\prime}$, which are proportional to the $B$ and E fields, are plotted across the normalized chamber radius, $x$. A beam located in the chamber midplane has a peak normalized coupling impedance on resonance of
7. L.J. Laslett and W. Lewish, Iowa State Report IS-189, 1960.


Fig. Al. $Z \& Z^{\prime}$ functions vs normalized chamber radius for $n=2.47 \times 10^{6}$, 4
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$$
\begin{aligned}
& \frac{R_{n}}{n}=\frac{\pi z_{0}^{2}}{\rho \lambda^{2} K^{2} n^{2}} \\
& \frac{\frac{1}{n^{2}}\left(\frac{d z}{d x}\right)_{\text {beam }}^{2}}{\langle R\rangle^{2} q^{2} \eta \int(1+\eta x) z^{2} d x+\frac{H}{4}\left\{\frac{n^{2}}{\langle R\rangle}\left(\frac{z^{2} \text { outer }}{1+\eta x_{o}}+\frac{z^{2} \text { inner }}{1+\eta x_{i}}\right)\right.} \\
& \left.+\frac{q^{4}}{K^{2}}<R>\left(\left(1+\eta x_{o}\right) z_{\text {outer }}^{2}+\left(1+\eta x_{i}\right) z_{\text {inner }}\right)\right\} \\
& \text { where } q^{2}+K^{2}=\left(\frac{\omega}{c}\right),\langle R\rangle=\frac{b+a}{2}, K=\frac{\pi}{H} \text {, and } \eta=\frac{b-a}{b+a}
\end{aligned}
$$

A handier version of this formula, in terms of the chamber $Q$ is:

$$
\frac{R}{n}=\frac{4 \pi Z_{0} Q}{n q^{2}} \frac{\lambda}{H<R>^{2} \eta^{3}} \frac{\left(\frac{d Z}{d x}\right)_{\text {beam }}^{2}}{\int_{-1}^{1}(1+\eta x) z^{2} d x}
$$

Either formula, evaluated at the first resonance, which occurs for $n \cong 2.5 \times 10^{6}$ for a beam at the center with $\gamma \cong 200$, results in a value of $\left(R_{n} / n\right)=0.2 \Omega$. The resonant radii for successive azimuthal resonances in this region are spaced by only 16 nanometers, which in combination with the high $Q$ 's of these resonances ( $>10^{5}$ ) may warrant reexamination of the usual relations between the peak value $\left|z_{n} / n\right|$ and longitudinal stability.

## 6

## Beam Transport for Heavy Ion Fusion

## APPENDIX A

$$
\begin{aligned}
I=q e \beta c N & =\frac{1}{4} \frac{A}{a} \frac{e C}{r_{p}} \beta^{3} \gamma^{3} \epsilon K^{1 / 2} Q^{\prime} \\
& =\frac{1}{4} \frac{A e c}{q r_{p}} \beta^{3} \gamma^{3} K a^{2} \frac{Q^{\prime}}{U_{0}^{2}} \\
& =\frac{1}{4} \frac{e^{2}}{m_{\rho} r_{p}} \beta^{2} \gamma^{2} B^{\prime} a^{2} \frac{Q^{\prime}}{U_{0}^{2}} \\
& =\pi \epsilon_{0} C^{2} \beta^{2} \gamma^{2} B^{\prime} a^{2} \frac{Q^{\prime}}{U_{0}^{2}} \\
& =\frac{\pi}{\mu_{0}}(\beta \gamma)^{2} B^{\prime} a^{2} \frac{Q^{\prime}}{U_{0}^{2}} \\
& =\frac{\pi}{\mu_{0}}(\beta \gamma)^{2} B a \frac{Q^{\prime}}{U_{0}^{2}} \\
& =\frac{10^{7}}{4}(\beta \gamma)^{2} \mathrm{Ba} \frac{Q^{\prime}}{U_{0}^{2}} \quad \text { (MKS-A units). }
\end{aligned}
$$
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## Summary

The possibility of using intense bursts of heavy ions to initiate an inertially confined fusion reaction has stimulated interest in the transport of intense unneutralized heavy ion beams by quadrupole or solenoid systems. We have examined this problem in some detail, using numerical integration of the coupled envelope equations for the quadrupole case. The general relations which emerge are used to develop examples of high energy transport systems and as' a basis for discussing the limitations imposed by a transport system on achievable intensities for initial acceleration.

## Solution of the Envelope Equations

The envelope equations of Kapchinskij and Vladimirskij (KV) arel).

$$
\begin{align*}
& \frac{d^{2} a_{x}}{d s^{2}}=-K_{x}(s) a_{x}+\frac{\varepsilon^{2}}{B^{2} \gamma^{2} a_{x}^{3}}+\frac{4 g^{2}}{A} \frac{N r_{p}}{B^{2} \gamma^{3}} \frac{1}{a_{x}+a_{y}} \\
& \frac{d^{2} a_{y}}{d s^{2}}=-K_{y}(s) a_{y}+\frac{\varepsilon^{2}}{\beta^{2} \gamma^{2} a_{y}^{3}}+\frac{4 g^{2}}{A} \frac{N r_{p}}{B^{2} \gamma^{3}} \frac{1}{a_{x}+a_{y}}, \tag{1}
\end{align*}
$$

where $a_{x, y}=$ beam half-width, height; $\pi \varepsilon=$ normalized emittance, in either plane, $q$ and $A$ are the ion charge state and atomic weight, $N$ is the number of particles per unit length, $r_{p}$ is the classical proton radius and

$$
\begin{aligned}
& K_{x, y}= \pm \frac{B^{\prime}(s)}{[B \rho]} \text { for quadrupoles } \\
&=\frac{1}{4}\left[\frac{B_{s}(s)}{[B \rho]}\right]^{2} \\
& \begin{array}{l}
\text { for solenoids (in a frame } \\
\text { rotating at the Larmor } \\
\text { frequency) }
\end{array}
\end{aligned}
$$

If $K(s)$ is a step-wise function of $s$, of constant magnitude or zero, Eqns. (1) can be put into dimensionless form by setting

$$
\begin{align*}
& s=K^{-1 / 2} \theta \text { and } a=K^{-1 / 4} \varepsilon^{1 / 2}(\beta \gamma)^{-1 / 2} u: \\
& \frac{d^{2} u_{x}}{d \theta^{2}}=-s_{x}(\theta) u_{x}+\frac{1}{u_{x}^{3}}+\frac{Q}{u_{x}+u_{y}} \\
& \frac{d^{2} u_{y}}{d \theta^{2}}=-s_{y}(\theta) u_{y}+\frac{1}{u_{y}^{3}}+\frac{Q}{u_{x}+u_{y}} \tag{2}
\end{align*}
$$

where $Q=\frac{4 q^{2}}{A} \frac{N r}{B \gamma^{2} \varepsilon K^{1 / 2}}$ and $S(\theta)$ is a step function of unit amplitude. If $S(\theta)$ is periodic, the necessary aperture and the current for a matched beam can be expressed as functions of Q . For quadrupoles,

[^56]\[

$$
\begin{align*}
a & =C_{1}\left(\frac{A}{q}\right)^{1 / 3} B_{Q}^{-1 / 3}(B \gamma)^{-1 / 3} \varepsilon^{2 / 3} u_{m}^{4 / 3}, \\
I & =C_{2}\left(\frac{A}{q}\right)^{1 / 3} B_{Q}{ }^{2 / 3}(B \gamma)^{5 / 3}(\varepsilon)^{2 / 3} u_{m}^{4 / 3} \frac{Q}{u_{m}^{2}}  \tag{3}\\
& =\frac{C_{2}}{C_{1}}(B \gamma)^{2} B_{Q^{a}} \frac{Q}{u_{m}^{2}}, \\
\text { where } \quad C_{1} & =\left(\frac{m_{p}{ }^{2}}{e}\right)^{1 / 3}=1.46 \quad[\text { MKSA units] } \\
C_{2} & =\frac{1}{4}\left(\frac{4 \pi}{\mu_{0}}\right)^{5 / 6}\left(\frac{r_{p} c^{2}}{r_{p}}\right)^{1 / 6}=3.66 \times 10^{6}
\end{align*}
$$
\]

$B_{Q}$ and $a$ are defined by $K=\frac{B_{Q}}{[B \rho] a}$, and $u_{m}$ is the maximun value of $u_{x, y}$ for the periodic solution of Eqns. (2). $\mathrm{B}_{\mathrm{Q}}$ is in Teslas, a and $\varepsilon$ in meters and I in electrical amperes.

For a continuous solenoid, let $u_{x}=u_{y}=u$, a constant for a mattched beam. Equations (2) yileld the relation $Q=2\left(u^{2}-1 / u^{2}\right)$, from which one obtains:

$$
\begin{aligned}
& a=C_{3}\left(\frac{A}{q}\right)^{1 / 2} B_{s}^{-1 / 2} \varepsilon{ }^{1 / 2} u \\
& I=C_{4} B_{s}(B \gamma) \varepsilon\left(u^{2}-\frac{1}{u^{2}}\right)=\frac{C_{4}}{C_{3}^{2}}\left(\frac{q}{A}\right)(B \gamma) B_{s}^{2} a^{2}\left(1-\frac{1}{u^{4}}\right)
\end{aligned}
$$

where $\quad c_{3}=\left(\frac{2 m_{p} c}{e}\right)^{1 / 2}=2.50188$

$$
C_{4}=\frac{1}{4}\left(\frac{4 \pi}{\mu_{0}}\right)=2.5 \times 10^{6} .
$$

Q, or the corresponding $u_{m}$ or $u$, can be regarded as a free parameter measuring the influence of the spacecharge force on particle motion. In the quadrupole case the relation between $Q$ and $u_{m}$ depends on the lattice structure. It is convenient to use the phase
advance per period, $\mu=\int \frac{d s}{\beta}=\int \frac{d \theta}{u_{x}{ }^{2}}=\int \frac{d \theta}{u_{y}{ }^{2}}$, as the
space charge parameter, since it has a more immediate physical significance $t^{t h}$ an $Q$ or $u_{m}$. In Fig. 1 is plotted $Q / u_{m}{ }^{2}$ and $u_{m} 4 / 3$ for a FODO lattice with equal drift and magnet lengths and a phase advance per period of $120^{\circ}$ at zero intensity. It is evident from the figure and from the form of Eqns. (4) for the solenoid case that, on the basis of these simple considerations, there is no limit to the current which can be transported, provided that the aperture can be made large enough and the variation in individual particle motion with intensity is tolerable.


## Transport at High Energy

As an application of these equations, we consider a situation in which a beam is extracted from an accelerator, passed through a buncher and allowed to drift some distance to shorten the pulse and increase the current to meet the targeting requirements. It is assumed that the rate of increase of current with distance is sufficiently slow that the transverse motion will adjust itself adiabatically to the matched conditions if it is matched at the entrance to the channel, where the current is low. We further assume that the elements at the end which focus the beam onto the pellet are adjusted to accept the phase-space configuration of the peak of the current pulse, which requires that there be a substantial overlap of the phase space ellipses for peak and lower intensities. The quantity, $n$, al so shown in Figure 1, is the fraction of the zero intensity phasespace area lying inside the higher intensity ellipse, assuming an emittance independent of intensity. It can be seen that requiring $\eta$ to be larger than, say, $50 \%$ sets a definite limit on peak current for a given quadrupole field. Table I gives four examples: energy, peak current and emittance are target requirements ${ }^{2}$, BQ was chosen arbitrarily for $\left.U_{238}^{+}\right]$and as high as seemed realistic for I $1+27$ because of the constraint on $\eta$.

TABLE I

## Examples of High Energy Transport

| Ion Type | $\mathrm{U}_{238}^{+1}$ |  |  | $\mathrm{I}_{127}^{+1}$ |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
|  | 100 | 40 |  | 40 | 10 |
| Energy (GeV) | 3.0 | 1.25 |  | 7.5 | 5 |
| $I_{\text {peak }}(\mathrm{kA})$ | 4.0 | 1.8 | 3.0 | 1.6 |  |
| $\varepsilon\left(10^{-5}\right.$ m-radians $)$ | 1 | 1 | 3 | 3 |  |
| $B_{Q}(T)$ | 4.2 | 3.0 | 2.1 | 2.6 |  |
| $a(\mathrm{~cm})$ | 107 | 100 | 92 | 44 |  |
| $\mu(\operatorname{deg})$ | .95 | .92 | .89 | .67 |  |

Solenoid focusing does not look favorable for the cases considered. It is not difficult to show that $\eta=1-\frac{4}{\pi} \tan ^{-1} \frac{u-1}{u+1}$, whence $u<2.5$ for $\eta>.50$.

Eqns. (4) then demand very high fields and large apertures.

## Transport at Low Energy

Equations (3) and (4) indicate that particle current must be much reduced at lower energy. Hence, to provide a final high current, the accelerator system is required to build up the current by orders of magnitude by some combination of stacking in transverse space and longitudinal compression.

Additional considerations will affect the application of Eqns. (3) and (4). We assume that there is no need to transport a reduced current as well as the highest current through the same system, or equivalently, that the lower current portion may have a lower emittance. This would then permit the zero-intensity phase shift $\mu_{0}$ to approach the pass-band limit of $180^{\circ}$ and $\mu$ to be made as small as allowed by the aperture or other considerations. However, a strong field $\mathrm{B}_{0}$ may result in quadrupole lengths and drift lengths that are too short, relative to the aperture, to permit fields that are reasonably linear and defined in length (as was assumed in the analysis). For the strong quadrupole case, then, we introduce the additional requirement that the ratio of aperture radius to quadrupole length not exceed a limiting value $R$ and this results in the following limit on particle current in the FODO lattice with equal drift and quadrupole lengths:

$$
I=C_{S}\left|\frac{A}{q}\right|(B \gamma)^{3} R^{2} \frac{\theta^{2} Q}{u_{m}^{2}},
$$

where $C_{5}=\frac{1}{16}\left(\frac{4 \pi}{\mu_{0}}\right)^{1 / 2}\left(\frac{m_{p} c^{2}}{r_{p}}\right)^{1 / 2}=1.9 \times 10^{6}$
and 20 is the cell length in the scaled variable, $\theta$.
The quantity $e^{2} \frac{Q}{u_{m}{ }^{2}}$ will depend on the phase advances, but has a maximum value close to unity.

Two other limitations should be kept in mind. First, the electrostatic potential in the beam can become comparable to the kinetic energy and, second, if $\mathrm{B}_{\mathrm{s}}$ or $\mathrm{B}_{\mathrm{Q}}$ approaches $\frac{2[B p]}{a}$, ions entering a lens at radius $a$, will be turned back at low intensity for a quadrupole and at any intensity for a solenoid. Both potential/ kinetic energy and $\mathrm{Ba} / 2[\mathrm{Bp}]$ must be much less than unity for the paraxial ray approximation used in this paper to be valid.

For a numerical example, we consider a beam of $\mathrm{U}_{238}^{+}$at a kinetic energy of 1.0 MeV and the same normallzed emittance as the $100-\mathrm{GeV}$ example of Table I. With a strong $\mathrm{B}_{Q}$ and no restriction on $R$, the first column of Table II shows that a current of 4.65 amperes can be transported by the FODO system. Restricting R to about 0.5 . reduces the current to 1.0 ampere (column 2); with reduced BQ , a better compromise is found at 2.42 ampere in column 3 but with somewhat larger aperture rouqhly proportional to the ratio $I / B_{0}$ in consistency with Eqns. (3) and the approximate constancy of Q/um.

TABLE II

| Ion Type | $u_{238}^{+1}$ |  |  |
| :---: | :---: | :---: | :---: |
| Energy (MeV) | 1.0 |  |  |
| $\varepsilon\left(10^{-5} \mathrm{~m}\right.$-radian $)$ | ) 4.0 |  |  |
| $\mathrm{B}_{\mathrm{Q}}$ (tesia) | 3.0 | 3.0 | 1.5 |
| R | 0.68 | 0.52 | 0.50 |
| I (Ampere) | 4.65 | 1.0 | 2.42 |
| a (cm) | 41.4 | 21.5 | 45.0 |
| $\mu_{0}(\mathrm{deg})$ | 160.0 | 120.0 | 160.0 |
| $\mu(\mathrm{deg})$ | 35.3 | 87.7 | 44.7 |

At this energy, the solenoid becomes comparable in effectiveness with quadrupoles. A choice between the two will depend on special features of the transport problem to be solved.

## Critique of the Envelope Equation Approach

Although the phase-space distribution underlying the KV envelope equations is not very realistic, the results are known to provide a useful guide for moderate intensities. However, since we are interested in understanding beam behavior under extreme space charge conditions, we have investigated a number of effects not described by Eqns. (1).
a) Incoherent image forces should be taken into account in any case other than that of a round beam in a round pipe, since both economic and focusing field strength limitations demand that these beams substantially fill the vacuum channel. A simple, if somewhat academic, test can be made by assuming an elliptical chamber, confocal with an elliptical beam; in this situation the image forces are linear, 3 ) but change the functional form of the space charge terms in Eqns. (1). It was found that even if the chamber coincides everywhere with the beam edge, the relations described by Fig. (1) change very little. In the more realistic case of an elliptical beam in a round pipe, we have found by numerical computation that the non-linear part of the image fields is small compared to nonlinear fields due to a degree of non-uniformity one might reasonably expect in the charge distribution.

Coherent image forces, which attract the beam to the enclosing pipe, come into play if the beam is steered improperly or is deflected by a lens placement error. We find that a coherent motion of the beam is stable, but with a reduction in phase advance comparable to the reduction in the incoherent motion.
b) For a round beam, born in a field free region but transported by a continuous solenoid, there exists an infinity of stationary self-consistent phase space distributions in addition to the KV distribution. We have examined a broader class of these distributions than in previous work ${ }^{4}$ ) and find that in all cases the spatial distribution tends toward uniformity with increasing current, although the individual particle motion becomes highly non-linear except for the KV distribution. Moreover, the dependence of current and aperture on $A / q, B_{S}, B_{\gamma}$ and $\varepsilon$ is as given in Eqns. (4), independent of the form of the distribution function in the high-intensity limit. It is not clear to us, however, whether any of the distributions examined offers a better description of a real beam than the

KV distribution. It is known that a large sub-class of these distributions is stable for small perturbation of initial conditions,5) but we found that the KV distribution is unstable, with a threshold in current, foc a large number of modes (see also Ref. 4). The lowest threshold occurs at $u=1.6$, which would imply that Eqns. (4) have a very limited range of validity. On the other hand, the KV distribution has special mathematical properties and we prefer to believe that Eqns. (4) are probably qualitatively correct for more realistic distributions which are probably stable.
c) Since the Hamiltonian is not a constant of the motion for a quadrupole transport line, it is not possible to construct stationary (i.e., periodic) solutions by the technique outlined in the previous paragraph. As a partial step away from the KV distribution we examined a "self-inconsistent" problem by tracing individual particle trajectories in a field with a linear part generated by the periodic solution of the envelope equation, plus cubic terms appropriate to a parabolic density profile of the same outer dimensions. For intensities such that $\mu$ is less than $\sim 20^{\circ}$, we find a large growth in amplitude of some particles and the development of an island structure in their phase space, indicative of resonant behavior in the periodic non-linear field. We are thereby led to suspect that a quadrupole transport system may be subject to unstable behavior at high intensity.
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values of $Q^{\prime} / u_{0}^{2}$
in the asymptotic limit

We present here tabular values of $Q^{\prime} / u_{0}^{2}$ pertaining to matched solutions of the sealed $K \cdot V$ envelope equations, for a symmetric periodic A-G lattice of hard-edge quadrupole fences. The quantities $Q^{\prime}$ and $u_{0}$ are respectively scaled measures (corresponding to envelope equation with $K=1$ and $\epsilon=1$ ) of an intensity parameter and of the maximum envelope radius (analogous to the unscaled envelope radius $a_{\text {max }}$ ) -- See Hofmann, Laslett, Smith, and Haber, Particle Accelerators, 13, 145-178 (1983), esp. p. 177.

The quantity $Q^{\prime} / u_{0}^{2}$ may be of particular interest in describing the transportable current (in a single channel) in terms of the maximum matched envelope radius ( $q_{\text {max }}$ ) and the focusing meagretic field at that lOcation ( $B_{\text {Fdje }}$ ) as

$$
\begin{aligned}
I=\frac{\pi}{\mu_{0}}(\beta \gamma)^{2} B^{\prime} a^{2} \frac{Q^{\prime}}{u_{0}^{2}} & =\frac{10^{7}}{4}(\beta \gamma)^{2} B^{\prime} a^{2} \frac{Q^{\prime}}{u_{0}^{2}} \quad \text { (MKS-A units) } \\
& =\frac{10^{7}}{4}(\beta \gamma)^{2} B a \frac{Q^{\prime}}{u_{0}^{2}}
\end{aligned}
$$

- see Appendix $A$, and examples in Appendix $B$. The quantity $Q \% u_{0}^{2}$ in general is a function of $\sigma_{0}, \sigma_{\text {, }}$, and $\eta$, but for numerical values we here shall direct attention to the asymptotically limiting value (maximum value) attained in the limit of space-charge dominance $(\sigma \rightarrow 0)$. Of interest also may be values of sealed half period (vs. $\sigma_{0}$ and $\eta$ ) and some measure of matched-envelope flutter (egg. $\frac{a_{\text {max }}}{a_{\text {mid }}}=\frac{u_{0}}{u_{\text {mid. }}}$ ).

| $\eta$ | $\sigma_{0}$ <br> $(\mathcal{D e g . )}$ | $\Theta$ | $\frac{Q^{\prime}}{u_{0}^{2}}$ | $\frac{a_{\text {max }}}{a_{\text {mid }}}=\frac{u_{0}}{u_{\text {mid }}}$ | $\frac{a_{\text {max. }}}{a_{\text {min }}}=\frac{u_{0}}{v}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $2 / 3$ | 30. | 1.02094577 | 0.10313 | 1.1195 | 1.2618 |
|  | 40 | 1.1738823 | 0.12746 | 1.1597 | 1.3611 |
| 50 | 1.30523654 | 0.14785 | 1.1997 | $1.4659^{+}$ |  |
| 60 | 1.42015371 | 0.16485 | 1.2391 | $1.5758^{-}$ |  |
| 70 | 1.52158494 | 0.17896 | 1.2776 | 1.6896 |  |
|  | 80 | 1.61136905 | 0.19060 | 1.3148 | 1.8062 |


| $\eta$ | $\sigma_{0}$ <br> $(D e g)$. | $\Theta$ | $\frac{Q^{\prime}}{u_{0}^{2}}$ | $\frac{a_{\text {max }}}{a_{\text {mid }}}=\frac{u_{0}}{u_{\text {mid }}}$ | $\frac{a_{\text {maxi }}}{a_{\text {min }}}=\frac{u_{0}}{v}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $3 / 5$ | 30 | 1.05561165 | 0.096217 | $1.1212^{-}$ | 1.2648 |
|  | 40 | 1.21369643 | 0.11882 | $1.1622^{-}$ | 1.3654 |
| 50 | 1.34944425 | 0.13771 | 1.2030 | 1.4717 |  |
| 60 | 1.46817563 | $0.15343^{\circ}$ | $1.2434^{-}$ | 1.5831 |  |
| 70 | 1.57294365 | $0.16642^{\circ}$ | 1.2829 | 1.6987 |  |
| 80 | 1.66565250 | 0.17711 | $1.3211^{+}$ | $1.8172^{-}$ |  |


| $\eta$ | $\sigma_{0}$ <br> $(D e g)$. | $\Theta$ | $\frac{Q^{\prime}}{u_{0}^{2}}$ | $\frac{a_{\text {max }}}{a_{\text {mid }}}=\frac{u_{0}}{u_{\text {mid }}}$ | $\frac{a_{\text {max. }}}{a_{\text {min. }}}=\frac{u_{0}}{v}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $1 / 2$ | 30. | 1.12622633 | 0.084183 | 1.1238 | 1.2697 |
|  | 40 | 1.29481965 | 0.10382 | 1.1661 | $1.3724^{+}$ |
| 50. | 1.43954938 | 0.12017 | 1.2083 | $1.4811^{+}$ |  |
| 60 | 1.56609292 | 0.13370 | 1.2502 | 1.5952 |  |
| 70 | 1.67771031 | 0.14484 | 1.2914 | 1.7136 |  |
| 80 | 1.77643753 | 0.15395 | 1.3315 | 1.8352 |  |



| $\eta$ | $\sigma_{0}$ <br> $(D$ eg. | $\Theta$ | $\frac{Q^{\prime}}{u_{0}^{2}}$ | $\frac{a_{\text {max }}}{a_{\text {mid }}}=\frac{u_{0}}{u_{\text {mid }}}$ | $\frac{a_{\text {max. }}}{a_{\text {min. }}}=\frac{u_{0}}{v}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\frac{1}{10}$ | 30. | 2.31476612 | 0.019580 | 1.1358 | 1.2915 |
|  | 40. | 2.66095317 | 0.024004 | 1.1837 | 1.4041 |
| 50. | 2.95793391 | 0.027618 | 1.2325 | 1.5242 |  |
| 60 | $3.21738288^{+}$ | $0.030545^{\circ}$ | 1.2819 | 1.6512 |  |
| 70 | 3.44601504 | 0.032893 | 1.3313 | 1.7843 |  |
| 80 | 3.64803747 | $0.034755^{*}$ | $1.3803^{*}$ | 1.9222 |  |

APPENDIX A

$$
\begin{aligned}
I=q e \beta e N & =\frac{1}{4} \frac{A}{q} \frac{e c}{r_{p}} \beta^{3} \gamma^{3} \in K^{1 / 2} Q^{\prime} \\
& =\frac{1}{4} \frac{A e e}{2 r_{p}} \beta^{3} \gamma^{3} K a^{2} \frac{Q^{\prime}}{u_{0}^{2}} \\
& =\frac{1}{4} \frac{e^{2}}{m_{p} r_{p}} \beta^{2} \gamma^{2} \mathcal{B}^{\prime} a^{2} \frac{Q^{\prime}}{u_{0}^{2}} \\
& =\pi \epsilon_{0} c^{2} \beta^{2} \gamma^{2} \mathcal{B}^{\prime} a^{2} \frac{Q^{\prime}}{u_{0}^{2}} \\
& =\frac{\pi}{\mu_{0}}(\beta \gamma)^{2} B^{\prime} a^{2} \frac{Q^{\prime}}{u_{0}^{2}} \\
& =\frac{\pi}{\mu_{0}}(\beta \gamma)^{2} B a \frac{Q^{\prime}}{u_{0}^{2}} \\
& =\frac{10^{7}}{4}(\beta \gamma)^{2} B a \frac{Q^{\prime}}{u_{0}^{2}} \quad \text { (MKS-A units). }
\end{aligned}
$$

APPENDIX $B$

- Examples --

We here illustrate application of the equation

$$
I=\frac{10^{7}}{4}(\beta \gamma)^{2} \cdot B a \frac{Q^{\prime}}{u_{0}^{2}}
$$

[Appendix A] for transport of ions with $\beta \gamma=0.36331$ (as from on ion with $A \cong 200$ and K.F. $=12.0 \mathrm{GeV}$, such as would result from acceleration from rest of a charge $\varepsilon=3$ ion through a potential difference of 4.0 GV ). For numerical use of the formula, we shall adopt

$$
\underset{\max }{a}=0.024 \mathrm{~m} \text {. and } B_{\text {Fore }}=2.0 \text { Tesla. }
$$

We shall presume the lattice shall be constructed with an occupancy $\eta=1 / 3$ and the halffperiod so adjusted that the value of $\sigma_{0}$ becomes substantially 75 degrees.

Under conditioner of pronounced tune deprasion, as would result from use of a sufficiently smell value of ancithace. that operation is well into the regime of Space-charpe dominance, we then nay employ the value

$$
\frac{Q^{\prime}}{u_{0}^{2}} \cong 0.10585 \quad[\mathrm{see} H T-\text { FAN -303]. }
$$

Substitution of the appropriate values into the formula cited above then leads to the expectation

$$
\begin{aligned}
I & =\frac{10^{4}}{4}(0.36331)^{2} 2.0(0.024)(0.10585) \\
& =1676.6 \text { Amp. }
\end{aligned}
$$

Computations (e.g., with Program AGNKJ) to check such a result can be undertaken through use of a value of $E$ sufficiently small as to insure pronounced space-chary
dominance. The appropriate value of $K=\frac{B^{\prime}}{[B P]}=\frac{B / a}{[B \rho]}$ for the ions in such a case becomes definite and the corresponding value for the half period becomes given in terms of the scaled half period ( $(1)$ by $L=\left(\bigoplus / \sqrt{K}\right.$. [For $\sigma_{0}=75 \mathrm{deg}$ and $\eta=1 / 3$, we have $\Theta=2.0359922$ (see HI-FIN-303).] An the numerical computations (Program AGNKJ) for which results are summarized below; we have taken $L=1.9418235 \mathrm{~m}$ and $K=1.0993+173 \mathrm{~m}^{-2}$. It is seen that when $\epsilon$ is small, so that $\sigma$ is quite small, the values of transportable current (I) for $B=2.0 \mathrm{~T}$ and $a_{\operatorname{man}}=0.024 \mathrm{n}$ are quite insensitive to the value of $\epsilon$ (as expected) and close to the predicted value calculated above.

$$
\begin{array}{lll}
p=4 \quad(\eta=1 / 3) & A=200, q=3 . \\
K=1.09934 .73 \mathrm{~m}^{-2} & K . E=12.0 G \mathrm{GV} & L=1.9418235 \mathrm{~m} . \\
& {[V=4.0 G V]} &
\end{array}
$$

$\epsilon=1.36 \times 10^{-6}:$

| $Q$ | $\frac{T}{\text { Amp. })}$ | $a_{\text {max }}$ | Sedge <br> $($ Ted 6 $)$ | $\sigma$ <br> $($ Deg. $)$ |
| :---: | :---: | :---: | :---: | :---: |
| 0. | $\cdots$ | 0.00289268 | 0.2410568 | 75.0000 |
| $6.7013889 \times 10^{-5}$ | 1676.202 | 0.024 | 2.000000 | 0.994355 |

$$
\epsilon=1.0 \times 10^{-7}:
$$

| $E=1.0 \times 10^{\prime}$ | $I$ <br> $Q$ | $a_{\text {max }}$ <br> $($ Am $)$ | Badge <br> $($ Tesl $)$ | $\sigma$ <br> $(D e g)$. |
| :---: | :---: | :---: | :---: | :---: |
| $6.7026394 \times 10^{-5}$ | 1676.515 | 0.024 | 2.000000 | 0.074205 |

VALUES OF $Q^{\prime} / u_{0}^{2}$
vs. $\sigma / \sigma_{0}$
L. Jackson haslet

The quantity $k=\frac{Q^{\prime}}{u_{0}^{2}}$, regarded as a Scaled-variable expression that is a function of $\sigma_{0}, \eta$, and $\sigma$ (or $\sigma \sigma / \sigma_{0}$ ), is a useful indicator of the electrical current transportable by a Periodic symmetrical Lard-edge A-G quadrupole focussing channel. This applicability arises from the relation

$$
\begin{aligned}
I & =\frac{\pi}{\mu_{0}}(\beta \gamma)^{2} B a k \\
& =2.5 \times 10^{6}(\beta \gamma)^{2} B a k \quad \text { (MKS-A units) }
\end{aligned}
$$

for magnellic lenses,
wherein " $a$ " denotes the maximum matched envelope radius (mete. and $B$ the strength of the quadrupole focusing field at that radius (in Tesla). [An analogous expression for electric focusing arses through the sufekitution $B=\frac{E}{\beta A}$, with which it may be useful to introduce the relation $V= \pm \frac{1}{2} E a^{2}$ for the electrostatic potential at the beam edge $\left.(r=a).\right]$

For a lattice of given $\sigma_{0}$ and $\eta$, the quantity $k$ increases with intensity, or with incressingly pronounced tune depression (decreasing $\sigma$ ), approaching a definite upper limit as $\sigma \rightarrow 0$ in the region of space-charge dominance. There then may be little advantage in pressing the tune depression beyond fleck a value that $k$ is close to its asymptotically limiting value.

For any value of $\sigma / \sigma$, in any event, the corresponding value of $k$ introduced into the formula Cited initially then gives the trauportable electrical current by a beam whose maximum snatched envelope radius and "edge" value of quadruple focussing field are respectively limited by "A" (meter) and B (Testa).

It is noted that the "mittance" ( $\epsilon$ ) does not appear explicitly in the formula cited. It will be recognized that for strongly pronounced tune deforestions, the value of $\epsilon$ will not significantly, affect the transportable current (although it will influence the value $\sigma$ of the strongly depressed tune, with $\sigma$ approvinuately proportional to $\epsilon$ ). ch such a care $k=\frac{Q^{\prime}}{u_{0}^{2}}$ has however virtually attained its asymptotic "limit and thews is substantially constant -- and the substantially constant value of I (independence with respect to the value of $\epsilon$ ) under such circumstances thus prevents no contradiction.

The relationship presented by the formula cited initially for the transportable current (I) is derived in Appendix $A$, and some computational checks (through use of Program AGNKJ) Jresented in Appendix $\mathcal{B}$. It is of interest to present, for somme specific value of the occupancy $\eta$ (such ac $\eta=1 / 2$ ), curves (each of constant $\sigma$ ) depicting values of $t=Q 1 / u_{0}^{2} \underline{2} s . \sigma / \sigma_{0}$. it is found that for very pronounced there depression $(\sigma \rightarrow 0)$, the factor $t=$ increases monotonically with increasing $\sigma$ (even as $\sigma \rightarrow 180 \mathrm{dag}$ ), but with only a slow increase for values of $\sigma$ much greater than 90 deg . (say for values of Ogrextithen 120 dg

Under more moderate operating conditions, however (i.'., such that $\sigma / \sigma_{0}$ is somewhat greater than, or significantly greater than, zero), the advantage of a large value for $\sigma_{0}$ may be diminished or even overturned-- to that (onfirely aside from additional issues concerning forsiotle instabilities of collective modes) thane mean be virtually no advantage to use of values of $\sigma_{0}$ in excess of $90 \mathrm{dg} . *$

* Data for construction of curves whose nature is such as to address and illustrate such charactenisties may be obtained through use of the Program SQUAD.

Appendix $A$
To derive the equation for trousportatle current initially cited in the text, we first recall the definition of certain scaled variables [see Hofmann et af, Particle Accelerators, 13, 145-178 (1983)]:

$$
Q^{\prime}=\frac{4 q^{2}}{A} \frac{N r_{p}}{\beta^{2} \gamma^{3} \in K^{1 / 2}}
$$

and

$$
u_{0}=K^{1 / 4} \epsilon^{-1 / 2} a, *
$$

wherein (in ter me of magnetic focusing) $K=\frac{B^{\prime}}{[B \rho]}$.
With substitution of such values one find

$$
\begin{aligned}
\frac{Q^{\prime}}{u_{\theta}^{2}} & =\frac{4 q^{2}}{A} \frac{r_{p}}{\beta^{2} \gamma^{3} K} \frac{N}{a^{2}} \\
& =\frac{4 q^{2}}{A} \frac{r_{p}}{\beta^{2} \gamma^{3}} \frac{[B \rho]}{B} \frac{N}{a}
\end{aligned}
$$

Substitution of the expression $[B P]=\frac{\beta \gamma A m_{0} c}{q e}$ and that for the clavical radius of an ion $q$ unit atonic weigh then leads to

$$
\begin{aligned}
k=\frac{Q^{\prime}}{u_{0}^{2}} & =\frac{q e}{\pi \epsilon \epsilon \beta \gamma^{2}} \frac{1}{B} \frac{N}{a} \\
& =\frac{\sqrt{\mu_{0} / \epsilon_{0}}}{\pi} \frac{q e}{\beta \gamma^{2}} \frac{1}{\mathcal{B}} \frac{N}{a} \\
& =\frac{q e Z_{0}}{\pi \beta \gamma^{2}} \frac{1}{B} \frac{N}{\bar{a}} \cong \frac{120 \cdot q e}{\beta \gamma^{2}} \frac{1}{B} \frac{N}{a} \quad \text { (MKS-Aun: }
\end{aligned}
$$

* The, for an ion beam of specify ehasactersties within a specific lattice, $u_{0}$ and the physical envelope radius (a) are directly probposkional and $Q^{\prime}$ serves as an intensity parameter (shown here in terms of $N$, the number of ions der meter).

The equation just written thus leads explicitly and directly to the expression for transportable linear ion density ( $N$, ions/meter):

$$
\begin{aligned}
N & =\frac{\pi}{\sqrt{\mu_{0} / \epsilon_{0}}} \beta \gamma^{2} \frac{B a}{q^{e}} k \\
& \cong \frac{\beta \gamma^{2}}{120} \frac{B a}{g e} k
\end{aligned}
$$

It then follows that

$$
\begin{aligned}
\lambda=q e N & =\frac{\pi}{\sqrt{\mu_{0} / \epsilon_{0}}} \beta \gamma^{2} \mathrm{Bak} \\
& \cong \frac{\beta \gamma^{2}}{120 .} B a k
\end{aligned}
$$

electrical (Bulomb/m)
and

$$
\begin{aligned}
I=\beta c \lambda & =\frac{\pi}{\sqrt{\mu_{0} \epsilon_{0}} \sqrt{\mu_{0} / \epsilon_{0}}} \beta^{2} \gamma^{2} B a k \\
& =\frac{\pi}{\mu_{0}}(\beta \gamma)^{2} B a k \\
& =2.5 \times 10^{+6}(\beta \gamma)^{2} B \cdot a k \quad \text { (MKS-A un. } k \text { ), }
\end{aligned}
$$

as sited in the text for the trauportale electrical current.
Comment:
" $B$ " and application one should, note that, if ( $B$ and a are each given, $\beta=B / a$ and $B^{\prime}$ is then also given. For an intended occupancy ( $\eta$ ) and zero-intonnily tune (Jab the scaled half period ( $\Theta$ ) is fixed and the half period to employ then is given log

$$
L=\frac{\Theta}{\sqrt{k}} .
$$

APPENDIX $B$
The relation

$$
\begin{aligned}
I & =\frac{\pi}{\mu_{0}}(\beta \gamma)^{2} B a k \\
& =2.5 \times 10^{6}(\beta \gamma)^{2} B \cdot a \quad k \quad \text { (MKS-A units) }
\end{aligned}
$$

wived originally in the text has been checked by independent AGNKJ computations for a bean formed of ions with

$$
\begin{aligned}
& A \cong 209 . \quad q \cong 2 . \\
& \epsilon=2.0 \times 10^{-6} \text { (un.normalized) } \\
& K . E=10.0 \text { GeV [Cion } \cong 5.0 \text { GeV] } \\
& \quad \beta \gamma=0.323414 \\
& \quad(\beta \cong 0.307721) .
\end{aligned}
$$

An a lattice with $\eta=1 / 2$ and $K$ so selected $(K=0.6131617585$ in that

$$
\begin{aligned}
& \dot{\sigma}_{0}=60 \text { degrees } \\
& \text { tho lop ming }
\end{aligned}
$$

we have performed the following check:

1) With $Q=1,56609292 \times 10^{-6}$
[corresponding to $Q^{\prime}=Q /\left(E K^{1 / 2}\right)=1.00$ ],
AGNKJ leads to $\sigma / \sigma_{0}=0.4992826$
and also to $a=0.00506729 \mathrm{~m}$.

$$
\begin{aligned}
B_{(E \operatorname{arge}} & =0.3286463 \mathrm{~T} \\
\frac{T}{I} & =43.315 \mathrm{Amp}
\end{aligned}
$$

For $5 / 00$ at recorded immediately above,
we expect (Program SQUAD) $k=Q / u_{0}^{2}=0.099469$;
for such values of $a$ and of $B$ as shown above, we accordingly expect

$$
\begin{array}{r}
I=2.5 \times 10^{+6}+(0.323414)^{2} \times(0.3286463)(0.00506729 \\
\times 0.09946960
\end{array}
$$

$$
=43.31 \mathrm{C} \text { A mb. -- essantielf as form }
$$

in direct Al WNK computation e
2) With $Q=4.69829876 \times 10^{-6}$
[corresponding t $\left.q^{\prime}=Q /\left(\epsilon K^{1 / 2}\right)=3.00\right]$, AGNKJ leads to $\sigma / \sigma_{0}=0.2115113$
and also to $Q=0.00775172 \mathrm{~m}$.

$$
\begin{aligned}
B_{\text {(Edge) }} & =0.5027489 \quad T \\
I & =129.945 \mathrm{Ampa}
\end{aligned}
$$

For $5 / \sigma_{0}$ an recorded immediate ls above,
we expect (Program SQUAD) $\mathcal{K}=Q^{\prime} / u_{0}^{2}=0.1275_{1672}$; for such values of $a$ and $f B$ as shown above, we accordingly expect

$$
\begin{aligned}
& I=2.5 \times 10^{+6}-(0.323414)^{2}=(0.5027489) \times(0.007951724) \\
& \times 0.1275 / 6 \%_{2} \\
& =129.94 \text {, Amp. - essentially at found in } \\
& \text { the direct ACNKJ comburati: } \\
& \text { cited immodiatoly above. }
\end{aligned}
$$

APPENDIX C
[Remark concerning $\left.A_{\text {max }} / a_{\text {min }}\right]$

One normally expects the matched envelope dimensions, or their scaled equivalents $U_{y} V, \notin U_{m i x}$, to increase as the intensity parameter ( $Q^{\prime}$ ) is increased. Fo large values of $\sigma_{0}$, however, one finds that as $Q^{\prime}$ is increased from zero the maximum radius ( $u_{0}$ ) at first decrease and then only later begins to increase.
[The relation between $u_{0}$ and the physical radius ( $a_{\text {max }}$ ) of course remains most simple if the emittance is held constant-- see p. A-1.]

It may be of interest to illustrate the relative neagritudes of $u_{0}, r_{1} \&^{\prime} u_{\text {mid }}$ (or of $a_{\text {max }}, b, \xi^{\prime} a_{\text {mid }}$ ) -- particularly sine the ratio $a / s$ can become pence great for the larger values of $\sigma_{0}$ when $Q$ is small.
Such behavior is illustrated in the tabulations given (p.C-2) for $\eta=1 / 2, Q^{\prime}=0$. or 100, and various values of $\sigma_{0}$.
The variation of the ratio $U / v$ are apporent. The values for $u_{\text {mid }}$ are quite roughly the arithmetic mean of the corresponding values for $U_{0}$ and $v$.

$$
\eta=\frac{1}{2}
$$

For $Q^{\prime}=0$.

| $\sigma_{0}$ <br> $($ eg. $)$ | $U_{0}$ | $थ$ | $U_{\text {mid. }}$ | $U_{0} / v$ | $\sigma$ <br> (Deg) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 170 | 6.81745 | 0.32306 | 3.81650 | 21.1029 | 70. |
| 160 | 4.83264 | 0.45844 | 2.73465 | 10.5415 | 160 |
| 150 | 3.96230 | 0.56472 | 2.28143 | 7.0163 | 150 |
| 120 | 2.86797 | 0.82503 | 1.79493 | 3.4762 | 120. |
| 90 | 2.44476 | 1.07296 | 1.70956 | 2.2785 | 90 |
| 60 | 2.27945 | 1.37087 | 1.79627 | 1.6628 | 60. |
| 30 | 2.35564 | 1.84607 | 2.09159 | 1.2760 | 30. |

For $Q^{\prime}=100$.

| $\sigma_{0}$ <br> $\left(D_{e p}\right)$ | $u_{0}$ | 2 | $u_{\text {mod }}$ | $u_{0} / v$ | $U_{0}$ <br> $\left(D_{e g}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 170. | 23.30472 | 8.72659 | 14.93213 | 2.6705 | 1.4808 |
| 160 | 23.34428 | 8.85528 | 15.03598 | 2.6362 | 1.4422 |
| 150 | 23.41315 | 9.07268 | 15.21146 | 2.5806 | 1.3802 |
| 120 | 23.85330 | 10.31610 | 16.21693 | 2.3122 | 1.0903 |
| 90 | 24.89689 | 12.71414 | 18.17297 | 1.9582 | 0.7324 |
| 60 | 27.34894 | 17.14462 | 21.87507 | 1.5952 | 0.3984 |
| 30 | 34.46615 | 27.14494 | 30.66828 | 1.2697 | 0.1392 |

ILLUSTRATIONS OF SOME SCALING LAWS FOR TRAVERSE FOCUSING BY ELECTROSTATIC QUADRUPOLE LENSES U.C. Lawrence Berkeley Laboratory October 10, 1986
Refs. for "Handy Formulas":

1) For electrostatic focusing: Appendix to HI- FAN-307
2) "magnetic "HI-FAN-303
3) $Q^{\prime} / u^{2}$ in the asymptotic limit: HJFAR-NOTF 62
4) $\sigma^{\prime} / u^{2}$ y $\sigma / \sigma_{0}$ : HIFAR-Note 63

A Discussion $7-3$ October 1986 with T. Hovingh concerning an informal memo to D, Keefe introduced the issue of presuming ( $\underline{G}^{\prime}$ la TiFessenden) the tune depression to be extreme ${ }^{\prime}\left(\sigma / \sigma_{0} \rightarrow 0\right)$ when estimating trasportatie beam currents.

We here discuss this issue irith barificular reference to the esuations presented in (1) and (2) of Ref. for electrostatic focusing and present some numerical results (Program iGGNKJ) by bay of illustration.

We brescome that we to mort five a precut cumount of Freedom with respect to $\sigma_{0}$ or $\eta$ (occupancy)--tinus, int in the following examples, we may wish to exaritine provisional use of the values

$$
\sigma_{0}=70.0000 \text { degrees } \xi^{\prime} \quad \eta=2 / 3
$$

We iso presume that, for electrostatic focusing, the teinhotopicai constraint on electric quadrupole potentials andior fields can be represented reasonably well by imposing a limit on ( $) V_{e} / \mathbb{R}_{e}$ for sinitably-proportioned electrodes in conjunction with aperture dimensions of possible interest in practice - - for example, $( \pm) V / R_{e}$ not to exceed $2.33 \times 10^{6} \mathrm{~V} / \mathrm{m}$ and perhaps set to $2.0 \times 10^{6} \mathrm{v} / \mathrm{m}$.

With this point of view one may wish to examine the transportable current, per beam, on the ascumblion of various matched-envelope radii ( $a$, and an cresciated value of $P_{b}$ ) - - white not attaching major importance to the value ( $\sigma$ ) of the depressed time.

If this viewpoint is adopted, the handy formulas of dominant interest for electrostatic focusing are :

$$
\begin{equation*}
\mathcal{N}=\frac{2 \pi}{\mu_{0} c^{2}} \frac{\gamma^{2} k}{q^{e}}\left[\frac{V_{e}}{R_{e}}\right] \frac{a^{2}}{R} \quad \text { iond/meter } \tag{i}
\end{equation*}
$$

and (nom-relativistically)

$$
\begin{equation*}
L=\sqrt{\frac{\left[k_{\text {inotic }} E_{\text {energy }}\right] /(\text { re })}{\left[V_{e} / R_{e}\right]}} R \Theta \text { for the lattice half period, } \tag{2}
\end{equation*}
$$

where $\Theta$ is the scaled hoff-periad (a function $4 \sigma_{0} ; \eta$ ) and th is a puationt $Q 1 / u^{2}$ that (for given $\sigma_{0} \nmid \eta$ ) approaches a definite limit as $N \rightarrow \infty$ and $\sigma \rightarrow 0$. [ch practice, the value of $k$ may be found to be Within $90 \%$ of it limiting value once $\sigma \leqslant 0.3 \sigma_{0}$. the use of the limiting value, or of a value only slights discounted therefrom, accordingly secy be appropriately convenient for an initio design survey. I
$A$ third formula, that addresses the value of $\sigma$, introduces a third coefficient g (again dependent upon $\sigma_{0}$ and $\eta$ ) whose value may be of interest under conditions of pronounced tune depression and serves to relate $\sigma$ to the emithance $\epsilon$ :

$$
\begin{equation*}
\sigma=\epsilon \frac{g L}{k \Theta a^{2}} \quad \text { degrees (pe rfull period). } \tag{3}
\end{equation*}
$$

To illustrate these concepts, we consider a beam of ions with $A=209, G=1$, and $K E=0.003 \mathrm{GeV}$ $(\beta \cong 0.00553)$. We examine now the utilization of a symmetric electrostatic quaderpole lattice with

$$
\left.\sigma_{0}=70.0000 \mathrm{deg} \text {. } \eta=2 / 3 \text { (or } \beta=2(1-\eta) / \eta=1\right) \text {. }
$$

For such a lattice, $\Theta=1.52158494$
and $K \rightarrow 0.1790$ in the high-intoncity limit (not discounted).
We then shall proceed to examine the Hraurportatle bean intensity for a succession of matrhed-envolope radii (a) and presumed associated radii to the electrodes $(p=a+.009$ ? while imposing (an demploying) the technological constraint

$$
\text { (土) } V_{e} / R_{e}=2.0 \times 10^{6} \text { voet/metor. }
$$

At this stage of the work we shale devote no concern to The values attained by the depressed tine, and hence shall have no concern for the coefficicultg (that, for a given trauefort Situation, relates $\sigma$ to $\epsilon$ ); for the AGNKJ computations to be specific, however, we essigre the value $\epsilon=7.5 \times 19^{-5}$ meteriradion (unnormaliged, withant factor $\pi$ ) for the reference case.
Such calculations of transportable beam intensity (per beam) of course will influence the number of parallel hear channels one may elect to recommend.
The reference cases treated ir this sequence of examples are those for sonia ' $a$ " and 'R" are taken to be as shown in the following Table. We have included in this Table,(i) the value of electrode potential for each case as computed from ( $\pm$ ) $V_{e} / R_{e}=2.0 \times 10^{6} \mathrm{v}: 1 \mathrm{~m}$., (ii) an estimate of the trunaportable iondmever for highly depressed tune, and (iii) the half-period $L$ as given by Ign. (2). The focusing constant $K$ then of course is taken to be $K=(ब / L)^{2}$.

Example Cases

$$
(\eta=2 / 3)
$$

| $a$ <br> $(\mathrm{~m})$ | Re <br> $(\mathrm{m})$ | Vena $/ \mathrm{m}$, <br> $(\mathrm{kV})$ | N <br> $(\text { approx. })^{*}$ | L <br> $(\mathrm{m})$ | K <br> $\left(\mathrm{m}^{-2}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.015 | 0.024 | $\pm 48$. | $1.16 \times 10^{12}$ | 0.2887004 | 27.777778 |
| 0.020 | 0.029 | $\pm 58$. | $1.71 \times 10^{12}$ | 0.3173517 | 22.988506 |
| 0.025 | 0.034 | $\pm 68$. | $2.28 \times 10^{12}$ | 0.3436223 | 19.607843 |
| 0.030 | 0.039 | $\pm 78$. | $2.86 \times 10^{12}$ | 0.3680223 | 17.094017 |
| 0.035 | 0.044 | $\pm 88$. | $3.46 \times 10^{12}$ | 0.3909022 | 15.151515 |
| 0.040 | 0.049 | $\pm 98$. | $4.05 \times 10^{12}$ | 0.4125151 | 13.605442 |

* Undiscounted.

With these parameters, computations confirm that $\sigma_{0}=70.0000$ deg. When the beam intensity is adjusted so that (with $\epsilon=7.5 \times 10^{-5}$ ) the intended matehed.envelape radius is indeed attained, one finds the results tabulated below for these respective cases. The valuer tabulated for $t \in$ are those which could howe to be inserted into Egg. (1) to provide such adjusted values of $N$.


All for cases such that $\pm V_{e} / R_{e}=2.0 \times 10^{6} \mathrm{r} / \mathrm{m}$.

Comments:
One notes from this tabulation that, even in the ease for which the tune depression is least pronounced $(\sigma \cong 19.7 \mathrm{deg}$ ), the value of $t=$ is within $90 \%$ of its asymptotic maximum (or, equivalently, the trandfortatle $N$ is within 90\% I the value that would be suggested through use of $k_{\infty}$ ).

If one is not troubled by the somewhat small volume of $\sigma$ that are shown in the last few linen $q$ the Table, these examples illustrate the increase of current fer beam that can result from we of longer beam channels (roughly proportioned to $a^{2} / R_{e}-$ i- ie, to the extant that $E$ may be regarded as conctinct).
of curse if, on the other hand, one footle that the examples in one or move of the cases with 2 large lead ot distressingly small values of $\sigma$, one then $m$ y he impelled to reduce the current planned for such latticet-or, alternant, vole, risk operating with a larger (degraded) emettand. [At 'the upper end of the tabulation,, where one might uppose it quite permissible to employ smaller values of $\sigma$, an increase of current unacceptably would increase the matched enoelphe radio in such lattices and bead to unacceptably large electrical focusing fields, but use of smaller values of $\epsilon$ (if achievable) of cause woald be permissible.]

The effects of such changed conditions 4 operation are indicated for some cases in the following Tables.

Case I: $L=0.2887004 \mathrm{~m} ; \quad K=27.777778 \mathrm{~m}^{-2}$

| Comment | $N$ | $\epsilon$ | $a$ | $\sigma_{,}$deg: |
| :--- | :---: | :---: | :---: | :---: |
| Ref. Cove: | $1.068393 \times 10^{12}$ | $7.5 \times 10^{-5}$ | 0.0150 | 19.707 |
| $N \times 3:$ | $3.205178 \times 10^{12}$ | $7.5 \times 10^{-5}$ | 0.0250 | 7.057 |
| $\epsilon \times \frac{1}{3}:$ | $1.154526 \times 10^{12}$ | $2.5 \times 10^{-5}$ | 0.0150 | 6.540 |

Note: Witt $N$ multiplied by $3, a^{2}$ in changed ha futon 2.78 or a increecer by a factor abbraximately $\sqrt{3}$.
Correspondingly $\sigma$ becomes multiplied by $0.358=1 / 2.79$, or approximately by a factor $1 / 3$. The increase of beam size prosumath would be unacceptable for reassures of electrical difficulty associated with the gads.
Note:
With $\in$ reduced to a value e $1 / 3$ at great, the intensity leading to $a=0.0150 \mathrm{~m}$ is not changed marked y (one an increase of circa $8 \%$ ) from that found for the reference case, but $\sigma$ is changed $b_{y}$ a factor 3.32 for approximately by a functor 3 ).

Case II: $\quad L=0.4125151 \mathrm{~m}: \quad K=13.605442 \mathrm{~m}^{-2}$

| Comment | $N$ | $\epsilon$ | $a$ | $\sigma_{1}$ deg. |
| :--- | :---: | :---: | :---: | :---: |
| Ref. Case: | $4.045019 \times 10^{12}$ | $7.5 \times 10^{-5}$ | 0.0400 | $3.941^{-}$ |
| $N \times \frac{1}{2}:$ | $2.022510 \times 10^{12}$ | $7.5 \times 10^{-5}$ | 0.0284 | 7.809 |
| $\epsilon \times 2:$ | $4.045019 \times 10^{12}$ | $1.5 \times 10^{-4}$ | 0.0402 | 7.809 |

Note:
When $N$ is merlsiblied is $\frac{1}{2}$, $a^{2}$ becomes multiplied by 0.505 or " $a$ " mut. approx. by $1 / \sqrt{2}$.
Concurrently, $\sigma$ becomes molx:iflied by 1.98, or afbronimetely by 2.
Note:
Under these conditions of pronounced tune depression, a change of $\epsilon$ scarcely affects the relation between $N$ and " $a$ ", so that the reference $N$ still leads to virtually, the same reference value of $a$. The value of $\sigma$, however, is changed from the reference case by a factor 1.98, or apobroximately by a factor 2 , as a result of a factor 2 increase in the value of $\epsilon$.

AG BEAM TRANSPORT WITH MAGNETIC FOCUSING IN TERMS OF A LIMITING MAGNETIC FIELD

AND WITH PRONOUNCED TUNE DEPRESSION

December 1985

Introduction
Evidence has suggested the suitability of A.G beam transport under conditions of very pronounced tune depression -- egg., to $\sigma \cong 6$ degrees or below, provided $\sigma_{0}<90$ degrees. Under such circumstances one can design a transport system with fair accuracy (say when $\sigma<20$ deg) by reference to the asymptotic bean behavior exhibited under conditions of extreme space-charge dominence.

For a given ion species and kinetic energy (or $\beta$ ), and for a provisional choice of $\sigma_{0}$ and occupancy $\eta$, specification of intensity as $N$ ions/metor and of magnetic field strong Ph (B) at the maximum matched-tuvelope radius then permits one to estimate the magnitude of this matched-envelape radius (setritantiatly independent of emittance under conditions of space-charge dominonce) and the corresponding associated half-period of the A-G magnetic transport lattice. Such estimates could prove useful, for example, in considering the design of a H.I.-F. Driver.:

With the further specification of the emittance ( $\because 6$ ), moreover, one can estimate also the depressed individual particle tune $\sigma$. Such an estimate could prove desirable in order to confirm that the assumed conditions indeed are such as to carry the operation into the domain of
space-charge doscinance and also, possibly, to afford any warning of particularly extreme tune depression.

Notation
We are concerned with a hard-edge periodic sequence of magnetic quadrupole lenses, with occupancy $\eta\left(=\frac{2}{p+2}\right)$ and focusing constant $K=\frac{\text { ge } \mathcal{B}^{\prime}}{\text { momentum }}$.
We introduce a scaled half period $\Theta=\sqrt{K} L$, wherein $L$ represents the half-period of the A-G lattice. For a given value of $\eta$ there is a one-to-ore correspondence between $\Theta$ and $\sigma_{0}$.

We introduce a sealed matched-envelope radius (usually cited numerically, infers otherwise indicated, for the point of maximum e radius)

$$
u=a K^{1 / 4} / \epsilon^{1 / 2}
$$

where " $a$ " represents the matched-envelpe radius and $x \in$ the emittance (un .normalized).

Finally we introduce a scaled intensity porameter

$$
Q^{\prime}=\frac{Q}{\epsilon K^{1 / 2}} \quad \text { with } \quad Q=\frac{42^{2} \Gamma_{P} N}{\gamma^{3} \beta^{2} A} \text {, }
$$

wherein $r_{\beta}$ us the classical radius of a particle of unit atomic wright and $N$ the linear particle density (eq., iond/meter).

The use of such scaled variables permits the envelope equations to be written in such a form that the fouling constant becomes $\pm 1$ (and zero), the half period becomes ${ }^{(1),}$, and the emittance term becomes simply $\frac{1}{u^{3}}$ (or $\frac{1}{0^{3}}$ for: othertransvifie). The space-charge term in such egeuations then is simply $\frac{Q^{\prime}}{u+v}$. The character of envelope behavior in the extreme space-charge dominated regime may be examined by ignoring (omitting) the respective forms $\frac{1}{u^{3}}$ or $\frac{1}{v^{3}}$ in such equations.

Reference has been made to sued scaling on PO, 177 H Hodman, Laslext, Smith, and Haber, Part. Acc. 13, 145.178 (1983) and in earlier work cited in Ref. 8 of that paper. It should be noted that a definition for a guantsity $Q$ Given as $E_{2}(2)$ of E.P. Lee st al. [LBL-19560, prepared for presentation of the 1985 Pert. Ace. Conf. (Vancouver, Canada)] differs (by a factor $\frac{1}{2}$ ) from that given have, and care may be required with respect to the manner in which $\lambda_{0}$ es to be interpreted and evaluated $\left(\lambda_{0}=e N\right)$.*

The quantities to be employed in the equations to be presented below are
(i) The scaled half-period, $\Theta$, and.
(ii) The asymptotic limiting value $k=Q / u^{2}$
approached under condisioses of pronounced tune depression. Also, for estimation of $\sigma$ when $\epsilon$ is specified, ore likewise can make we of the asymptotically limiting value (iii) $\quad g=Q^{\prime} \sigma$,
in which $\sigma$ will be considered to be expressed in degrees (berfull period). In use of this coefficient for estimation of $\sigma, \epsilon$ will enter as a factor.

TABuLATIONS
The quantities $\Theta$ te, and (if desired) $g$ can be evaluated numerically and tabulated as functises of $\sigma_{0}$ and $\eta$. As is to be expected, one finds that $k$ varies approximately in direct proportion to $\eta$ when $\eta$ is small, so that a useful supplemental tabulation might well present $k / \eta$ rs. $\sigma_{0}$ and $\eta$.

Equations
With $N$ and $B$ considered as given, and a provisional value of te taken from the tabular material, it is convenient to employ en equation that gives directly the value of the (maximum) maxahed envelope radius (a). With a value available also for $\Theta$, additional formulas Then also give the accociated half-period (L)-- either in terms of the envelope radius (" $a$ ") just found and the assumed value of $B$ or directly in terms of $N$ and $B$.
Finally, with a value accumed for the emittance And a value available for $g$, one can employ formulas suitable for estimation of $\sigma \rightarrow$ most Simply as a simple scaling relation in terns of $A$ and $L$ (and the quantities te, $\Theta$, 9 ).

Such formulae are presented below. In forms in Which numerical values have been entered for basic constants, use of the MKS-A system has been assumed ( $\mu_{0}=4 \pi \times 10^{-7} \mathrm{H} / \mathrm{m}$ ). We then employ $B$ (Tesla), $N$ (inus/meter), and " $a$ " (maximum matched envelope radius, meter); if one vn'shas to restrict the value of $B$ at the pole tip, it may be desirable to discount $B$ somewhat in order to provide for some clearance.
i)

$$
\begin{aligned}
a & =\frac{4}{\hbar} \frac{m_{p} e r_{p}}{e} \frac{1}{\gamma^{2} \beta} \frac{q N}{B} \\
& =\frac{4}{k} \frac{\mu_{0}}{4 \pi} \text { ec } \frac{1}{\gamma^{2} \beta} \frac{q N}{B} \\
& =\frac{1.921 \times 10^{-17}}{k} \frac{1}{\gamma^{2} \beta} \frac{2 N}{B}=\frac{1.921 \times 10^{-17}}{(k / \eta) \eta} \frac{1}{\gamma^{2} \beta} \frac{2 N}{B} .
\end{aligned}
$$

ii)

$$
\begin{align*}
L & =\sqrt{A \frac{m_{1} c}{e} \gamma \beta \frac{a}{2 B}} \\
& =\sqrt{3.11 A \gamma \beta \frac{a}{2 B}} \\
& =\sqrt{\frac{5.97 \ldots 0^{-7}}{k} A \frac{N}{\gamma B^{2}}}
\end{align*}
$$

iii)

$$
\begin{aligned}
\sigma_{\text {Deg. }} & =\epsilon \frac{g L}{a^{2} k \Theta} \\
& =2.09 \times 10^{25} \gamma^{\pi / 2} \beta^{2} \frac{A^{1 / 2} B}{q^{2} N^{3 / 2}} \in \sqrt{k} g .
\end{aligned}
$$

It is recalled that these relations are intended for estimation of beam eferacteristics under conditions of AG magretic-quadrapole trussing with very pronounced tune depression (strong shace-charge dominance).

## VALUES OF $\Theta=\sqrt{K} L$

| $p$ | $\eta$ | $\sigma_{0}=60^{\circ}$ | $\sigma_{0}=75^{\circ}$ | $\sigma_{0}=90^{\circ}$ |
| :---: | :---: | :---: | :---: | :---: |
| 0 | 1 | 1.31844943 | $1.4560805^{\circ}$ | 1.57079633 |
| 1 | $2 / 3$ | 1.42015371 | 1.56784617 | 1.69071429 |
| 2 | $1 / 2$ | 1.56609292 | 1.72858897 | 1.86361748 |
| 4 | $1 / 3$ | 1.844910636 | 2.035992 | 2.19463275 |
| 6 | $1 / 4$ | 2.09362342 | 2.3103220 | 2.49017270 |
| 8 | $1 / 5$ | 2.317763834 | 2.5575876 | 2.75660121 |
| 10 | $1 / 6$ | 2.52288046 | 2.783884 | 3.00045499 |
| 14 | $1 / 8$ | 2.89075137 | 3.189762 | 3.43784945 |
| 18 | $1 / 0$ | 3.217382885 | 3.550153 | 3.82623986 |
| 38 | $1 / 20$ | 4.510231286 | 4.976670 | 5.36363620 |



VALUES of $k=\frac{Q^{\prime}}{u^{2}}$

| $p$ | $\eta$ | $\sigma_{0}=60^{\circ}$ | $\sigma_{0}=75^{\circ}$ | $\sigma_{0}=90^{\circ}$ |
| :---: | :---: | :--- | :--- | :--- |
| 0 | 1 | 0.19446 | 0.21907 | 0.23768 |
| 1 | $2 / 3$ | 0.16485 | 0.18506 | $0.20014^{\circ}$ |
| 2 | $1 / 2$ | 0.13370 | $0.14963^{\circ}$ | 0.16134 |
| 4 | $1 / 3$ | 0.094917 | 0.10585 | 0.11375 |
| 6 | $1 / 4$ | 0.073144 | 0.081416 | 0.087335 |
| 8 | $1 / 5$ | 0.059407 | 0.066048 | 0.070770 |
| 10 | $1 / 6$ | 0.049985 | 0.055530 | 0.059453 |
| 14 | $1 / 8$ | 0.037926 | 0.042091 | 0.045021 |
| 18 | $1 / 0$ | 0.030545 | 0.033879 | 0.036216 |
| 38 | $1 / 20$ | 0.015472 | $0.017139^{\circ}$ | 0.018299 |

Values of
$k / n$

| $p$ | $\eta$ | $\sigma_{0}=60^{\circ}$ | $\sigma_{0}=75^{\circ}$ | $\sigma_{0}=90^{\circ}$ |
| :---: | :---: | :---: | :---: | :---: |
| 0 | 1 | 0.19446 | 0.21907 | 0.23768 |
| 1 | $2 / 3$ | 0.24728 | 0.27760 | $0.30020^{+}$ |
| 2 | $1 / 2$ | 0.26740 | 0.29925 | 0.32268 |
| 4 | $1 / 3$ | 0.28475 | 0.31755 | $0.34126^{\circ}$ |
| 6 | $1 / 4$ | 0.29258 | $0.32566^{+}$ | 0.34934 |
| 8 | $1 / 5$ | 0.29703 | 0.33024 | 0.35385 |
| 10 | $1 / 6$ | 0.29991 | 0.33318 | 0.35672 |
| 14 | $1 / 8$ | 0.30341 | 0.33673 | 0.36016 |
| 18 | $1 / 18$ | 0.30545 | 0.33879 | 0.36216 |
| 38 | $1 / 20$ | 0.30944 | 0.34279 | 0.36598 |




Vaues or $g=Q^{\prime \prime}$ ( Dogx)

| $p$ | $\eta$ | $\sigma_{0}=60^{\circ}$ | $\sigma_{0}=75^{\circ}$ | $\sigma_{0}=90^{\circ}$ |
| :---: | :---: | :---: | :---: | :---: |
| 0 | 1 | 47.33 | 66.30 | 86.90 |
| 1 | $2 / 3$ | 43.93 | 61.56 | 80.71 |
| 2 | $1 / 2$ | 39.84 | 55.85 | 73.25 |
| 4 | $1 / 3$ | 33.83 | 47.44 | 62.26 |
| 6 | $1 / 4$ | 29.82 | 41.82 | 54.91 |
| 8 | $1 / 5$ | 26.94 | 37.79 | 49.62 |
| 10 | $1 / 6$ | 24.75 | 34.72 | 45.61 |
| 14 | $1 / 8$ | 21.60 | 30.31 | 39.82 |
| 18 | $1 / 10$ | 19.41 | 27.24 | 35.79 |
| 38 | $1 / 20$ | 13.85 | 19.44 | 25.55 |



EXAMPLES AND CHECK
We now illustrate the behavior that the equations we have presented above are intended to describe. We consider for their purpose a lattice with occupancy $1 / 3$ and visualize operation lith $\sigma_{0}=75$ degrees, so that we may make use of

$$
\begin{aligned}
& \theta=2.0359922, \\
& k=0.10585, \quad \text { and } \\
& G=47.44
\end{aligned}
$$

in the domain of strong time depression. We then consider first the transport of a singly-charged ion ( $2=1$ ) with $A \cong 137$ and kinetic energy $2.0 \mathrm{GeV}(\gamma \cong 1.01556$,

$$
\beta \cong 0.17438
$$

$$
\beta \gamma \cong 0.17709)
$$

and $E=3.0 \times 10^{-6}$. [Latorwe shall consider the tranufort of a similar ion of charge state 2, to illustrate (guided by the cited formutar) the various ways in which the operating conditions may be modified in response to the change of charge state. I

$$
q=1
$$

We resume (for orupposes of illustration) that we wish to operate with a field $B=2.0$ tesla at the edge of a beam of matched envelope radius $a=0.012$ meter. He first of the cited equations then provides, when solved for the linear density of roses,

$$
\begin{aligned}
N=\frac{\operatorname{te} \gamma^{2} \beta a \beta}{1.921 \times 10^{-17} q} & =\frac{0.10585 \times 0.17985 \times 0.012 \times 2.0}{\left(1.921 \times 10^{-17}\right)(1)} \\
& =2.36 \times 10^{13} \text { iond/meter. }
\end{aligned}
$$

The associated half-period for the lattice similarly becomes

$$
\begin{aligned}
L=\sqrt{3.11 A \gamma \beta \frac{a}{2 B}} \Theta & =\sqrt{3.11 \times 137 \times 0.17709 \frac{0.012}{(1)(2.0)}} 2.0359922 \\
& =1.37 \text { meter. }
\end{aligned}
$$

[The corresponding value of the focusing constant then of course is

$$
\left.K=(\Theta / L)^{2} \cong 2.2 m^{-2} .\right]
$$

Finally, with the value $\epsilon=3.0 \times 10^{-6}$, one may estimate the value of the depressed tee most simply by

$$
\begin{aligned}
\sigma=\epsilon \frac{g L}{a^{2} k \Theta} & =3.0 \times 10^{-6} \frac{47.44: 1.37}{(0.012)^{2}(0.10585)(2.0359922)} \\
& =6.3 \text { degrees. }
\end{aligned}
$$

[Similar values have been obtained, by way of a check, by the computer program AGNKI.]

C- (1)

$$
q=2
$$

Upon changing to consideration of operation with $q=2$, several of notional alternative responses may be seen (from inspection of the equations) to be available - - thess:
(a) Keep $B$ and $N$ as before, then one expects the envelope radius " $a$ " to double and $\sigma$ to be reduced to one-quarter its value for $q=1$;
(b) Keep $B$ and " $a$ " as before, then one expects $N$ to become one-half as great and $\sigma$ to be reduced by the factor $1 / \sqrt{2}$;
(c) Keep $N$ the same as before, but permit " $a$ " to become greater by just the Factor $\sqrt{2}$, then one expects the required $B$ to be greater by the factor $\sqrt{2}$ and $\sigma$ to $h$ reduced by the factor $\frac{1}{2 \sqrt{2}}$.
With option ( $a$ ) moreore, $L$ will be unchanged from the value used for $q=1$; with options (b) and (c) $L$ will be less than in the case $q=1$ by the factor $1 / \sqrt{2}$.
(a) $B=2.0$ tesla and $N=2.36 \ldots \times 10^{13}$, one expects

$$
\begin{aligned}
& \begin{aligned}
& a=\frac{1.921 \times 10^{-17} q N}{k \gamma^{2} \beta B}=\frac{\left(1.921 \times 10^{-17}\right)(2)\left(2.36 \times 10^{13}\right)}{0.10585 \times 0.17985 \times 2.0} \\
&=0.024 \text { meter } \\
& L=\sqrt{3.11 A \gamma \beta \frac{a}{2 B} \Theta}=\sqrt{3.11 \times 137 \times 0.17709 \frac{0.024}{(2)(2.0)}} 2.0359922 \\
&=1.37 \text { meter (as before) } . \\
& \sigma=\epsilon \frac{G L}{a^{2} k \Theta}=3.0 \times 10^{-6} \frac{47.44 \times 1.37}{(0.024)^{2}(0.10585)(2.0359922)} \\
&= 1.6 \text { degrees. }
\end{aligned}
\end{aligned}
$$

(b) $B=2.0$ tesla and $a=0.012$ meter:

$$
\begin{aligned}
N=\frac{k \gamma^{2} \beta a B}{1.92 / \times 10^{-17} q} & =\frac{0.10585 \times 0.17985 \times 0.012 \times 2.0}{\left(1.921 \times 10^{-17}\right)(2)} \\
& =1.18 \times 10^{13} \text { ions } / \text { meter } \\
L=\sqrt{3.11 A \gamma \beta \frac{a}{2 B}} & \Theta=\sqrt{3.11 \times 137 \times 0.17709 \frac{0.012}{(2)(2.0)}} 2.0359922 \\
& =0.97 \text { meter. } \\
\sigma=\epsilon \begin{array}{l}
g L \\
a^{2} k \Theta
\end{array} & =3.0 \times 10^{-6} \frac{47.44 \times 0.97}{(0.012)^{2}(0.10585)(2.0359922)} \\
& =4.4^{+} \text {degrees. }
\end{aligned}
$$

(c) $\quad N=2.36 \times 10^{13}$ and $a=\sqrt{2} 0.012 \cong 0.017$ meter:

$$
\begin{aligned}
& B=\frac{1.921 \times 10^{-17} q N}{k \gamma^{2} \beta a}=\frac{\left(1.921 \times 10^{-17}\right)(2)\left(2.36 \times 10^{13}\right)}{0.105850 .179850 .017} \\
&=2.8 \text { tace. } \\
& \begin{aligned}
L=\sqrt{3.11 A \gamma \beta \frac{a}{q B} \Theta} & =\sqrt{3.11 \times 137 \times 0.17709 \frac{0.017}{(2)(2.8)} 2.0359922} \\
& =0.97 \quad \text { (as in option (b) above). } \\
\sigma=\epsilon \frac{g L}{a^{2} k \Theta} & =3.0 \times 10^{-6} \frac{47.44 \times 0.97}{(0.017)^{2}(0.10585)(2.0359922)} \\
& =2.2 \text { degrees. }
\end{aligned}
\end{aligned}
$$

These results are summarized below:

| $q$ | $B$ <br> $(t$ es $l$ a | $N$ <br> (ions /meter) | $a$ <br> (meter) | $L$ <br> (meter) | $\sigma$ <br> (deg.) |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 2.0 | $2.36 \times 10^{13}$ | 0.012 | 1.37 | 6.3 |  |
| 2 | (a) | 2.0 | $2.36 \times 10^{13}$ | 0.024 | 1.37 | 1.6 |
|  | $(6)$ | 2.0 | $1.18 \times 10^{13}$ | 0.012 | 0.97 | $4.4^{+}$ |
|  | 2.8 | $2.36 \times 10^{13}$ | 0.017 | 0.97 | 2.2 |  |

The Potential advantage of the use of the higher charge state presumably resides in a reduction of the electric field required per unit acceleration.
$\frac{\text { APPENDIX }}{\text { ~ Work Shoots }}$
i)

$$
\begin{aligned}
\bigotimes_{B} \equiv \frac{Q^{\prime}}{u^{2}} & =\frac{Q /\left(\epsilon K^{1 / 2}\right)}{\left(a K^{1 / 4} / \epsilon^{1 / 2}\right)^{2}}=\frac{Q}{K Q^{2}}=\frac{\frac{4 q^{2} \beta_{p} N}{\gamma^{3} \beta^{2} A}}{\frac{2 e B^{\prime}}{\gamma \beta A m_{p} c} a^{2}}=4 \frac{m_{p}^{c}}{e} r_{\beta} \frac{2 N}{\gamma^{2} \beta} \frac{1}{B^{\prime} a^{2}} \\
& =4 \frac{m_{p} c}{e} r_{p} \frac{q N}{\gamma^{2} \beta} \frac{1}{B a}
\end{aligned}
$$

or

$$
\begin{aligned}
a & =\frac{4}{k} \frac{m_{p} c}{2} r_{p} \frac{2 N}{\gamma^{2} \beta} \frac{1}{B} \\
& =\frac{4}{k} \frac{\mu_{0}}{4 \pi} e c \frac{1}{\gamma^{2} \beta} \frac{2 N}{B} \\
& \doteq \frac{1.921 \times 10^{-17}}{k} \frac{1}{\gamma^{2} \beta} \frac{2 N}{B} .
\end{aligned}
$$

ii)

$$
\begin{aligned}
L=\frac{\Theta}{\sqrt{K}} & =\sqrt{\frac{\gamma \beta A m_{p} L}{2 e B^{\prime}}} \theta=\sqrt{\frac{\gamma \beta A m_{p}}{2 e} a} \Theta \\
& =\sqrt{\frac{\gamma \beta A m_{p}{ }^{2}}{2 e B} \frac{4}{k} \frac{m_{p} c}{e} r_{p} \frac{2 N}{\gamma^{2} \beta} \frac{1}{B}} \Theta \\
& =\sqrt{\frac{4}{k}\left(\frac{m_{p} p^{2}}{e}\right)^{2} r_{p} \frac{A}{\gamma} \frac{N}{B^{2}}} \Theta \\
& =\sqrt{\frac{4}{R}\left(m_{p} c^{2} \times 10^{-7}\right) \frac{A}{\gamma} \frac{N}{B^{2}}} \Theta
\end{aligned}
$$

Numerically,

$$
\begin{aligned}
& L \doteq \sqrt{\frac{\gamma \beta A m_{p} c}{2 e B} a} \Theta=\sqrt{3.11 A \gamma \beta \frac{Q}{q B}} \Theta \\
& L \doteq \sqrt{\frac{4}{4}\left(m_{p} c^{2} 10^{-7}\right) \frac{A}{\gamma} \frac{N}{B^{2}}} \Theta=\sqrt{\frac{5.91 \cdot 10^{-17} A \frac{N}{\gamma}}{\gamma B^{2}}} \Theta
\end{aligned}
$$

iii) $\quad \sigma=\frac{g}{Q^{\prime}}=\frac{g}{k u^{2}}=\frac{g \epsilon}{k Q^{2} K^{1 / 2}}=\epsilon \frac{g L}{k a^{2} \Theta}$.

Numerically,

$$
\sigma \doteq 2.09 \times 10^{25} \gamma^{7 / 2} \beta^{2} \frac{A^{1 / 2} B}{q^{2} N^{3 / 2}} \in k^{1 / 2} g .
$$

MULTI-BEAM INJECTION
INTO A HEAVY-ION INDUCTION-LINAC DRIVER WITH ELECTROSTATIC FOCUSING EMPLOYED INITIALLY
2. Jackson haslet
U.C. Lawrence Berkeley Laboratory, Barkelay, California

January, 1986
I. InTRODUCTION AND SUMmARY

At realistic injection energies, the velocity of ions injected into a heavy-ion "driver" (for inertial fusion) is sofficienth low that A-G electrostatic fusing may be used advent agreously. The permissible linear ion density ( $N$, ioms/meter) of an individual bean then is linitited (as we show) by the focusing field gradients or potentials that are technologically achievable in such a system. For the traupport of a sufficiently great total charge (or parkicle number) such a restriction then requires either the use of individual beans of inconveniently great length, the acceleration of a large number of individual beams, or some combination of these features.

Formulas that serve to illustrate these characteristies are derived in an Appendix and are discussed beloov, with some numerical illustrations in a later Lection. The formula r presented are to be understood in the same spirit as these given in an earlier report [HI FAN -303] for magnetic focusing, in that operation
is considered to be well into the asymptotic region where space－charge effects dominate and the indistidual－porkicle tune in consegenence is strongly depressed．（ $\lambda_{D} \ll a$ ，or $\left.\sigma \ll \sigma_{0}\right)$ ．The basis formulas for electric focusing of course are equivalent to those for magrexio focusing if one simply，makes the replacements $\beta \subset B=F, \beta \in B^{F}=E$ ，or et．； differences in the character of the technological restrictions （and the treatment of＂clearances＂）in these respective cases can，however，significantly pe－direct the conclusions to be drawn from the analysis．

To the extent that the analysis to be presented below suggests that a practical design for the lowe ending initial potion of a heary－ion driver unavoidably would require the use of a large number of individual beans （say $n_{6} \geqslant 32$ ），the design may differ significantly from that appropriate in later（higher－$\beta$ ）regions where magnetic focusing would be used．Most darkieulorl，the use of electron agnate（most probably involving a Thermally－insulated emperconductivi少 design）with their more pronounced clearance requirements，could lead to designs that incorporate a smaller number of componitivel large diameter beams．To the extant that a change in the number of beams appears to bo desirable，on increased importance should be attached to the investigation（analytically and experimentally）of means whereby it nay prove to be technologically，feasible to combine beamed without unacceptable degradation of traveverse emittance．
detail We now proceed to discuss and ill lustrate in soma Sst mail the his sues associated with electrostatic focusing． st magnetic forming can later be presented separately．
II. BASES OF ANALYSIS

Pelerant delign formulas for operation under conditions of extreme tine depression are expressed it terms of the following basic coefficients, that each are functions of the zero-intensity tune" $\left(\sigma_{0}\right)$ and occupancy ( 7 ):
$\Theta=\sqrt{K} L$ (scaled half period),
$k=Q^{\prime} / u^{2}$, and
$g=Q^{\prime} \cdot \sigma \quad$ (degrees).
For the quankities $k$ and $q$ interest will be associated with their values in the limit of extreme tome depressing, or with values within a few percent of such aupmptotic limits. Ho the extent that $k$ is roughly proportional to occupancy, it may be desirable to tabulato and plot values of $\mathrm{k} / 7$. [The coefficient $\frac{g}{}$ will be of interest for computing the value of $\sigma$ for a particular design once a value of $E$ is assigned (see Tpondix $\{(3)$ ), in order to verify that a suitable (strongly-depressed) time is in fact attained and that the value assumed for the coefficient it is indeed applicable.] Values of these coefficients ( $\Theta, k, k / \eta$, and 9) have been tabulated and plotted in HS.FAN-30.3 for $\sigma_{0}=60^{\circ}, 75^{\circ}, \xi 90^{\circ}$ and various values of $\eta$. Values alternekinely might be derived, of course, from handy formulas of the type derived by E. P. Lee and presented in $\angle B L$-19560/HI-FAN-275.

VALUES FOR PRONOUNCED TUNE DEPRESSION
From $\sigma_{0}=75^{\circ}$




Some additional quantities, possibly of a fere fundamental nature, also will be influential in limiting the design. Ohze such quantity relates to the strength of the electrostatic field that is technologically realizable. A simple but attractive design for a quadrupole lattice mag he formed from rods of circular eross-sectirn (at potentials $\pm V$ Electrode) arranged in an array of full transverse period (or pitch") $p$ and with the surfaces closest to the bean surrounding a circular lows of radius $\mathcal{R}$ (see sketch). The ratio phR should be such as to provide a quadrupole field of good quality, in the sense that the dodecapole component of potential is either zero or small, and in the design adopted for the MBE-4 experiment thin ratio (in our prevent notation) is essentially 2.467 , (the so-called " $80 \%$ cave" -- see C.M. Celata, et al., LBL-19527 (1T FAN -283). With a Dorkicular value adopted for thin ratio, the peak electric field within such on array with scale in direct proportion to $V_{E l a b} / R$, and experience suggests (A. Falters) the restriction $V_{\text {electrode }} / R=$ $2.333 \times 10^{6} \mathrm{~V} / \mathrm{m}$ for en array similar to that adopted for the mBE-t device. Vo the extent that the electric field so produced is substantially of a quadrupole chorecter, seoreover, the applied potential at other radii less then $R$ may be written an proportional to $r^{2}$ so that at the bean edge ( $r=a$ )

$$
V_{E g e}=\frac{1}{2} E^{\prime} a^{2}=(a / R)^{2} \cdot V_{\text {spectate }} \text {. }
$$

The adoption of a value for the ratio $P / R$ can furthermore be useful in forming an estimate of the size of the "bore" required to accommodate an array of $n$ individual beams (linear cross-sectinal dimension approximately proportional to $\left.p \sqrt{n_{b}}\right)$.

The reed to remain within a suitable limit to, the "aspect ratio", alL, is sometimes cited at an additional constraint to be met in order to avoid difficulties from the transverse non-linearifies what necessarily must bo associated with an A-G moduCation in the $Z$-direction. The ratio is closely related, however, to the guadroppoble gatantial V Edge at the edge of the beam ( $r=a$ )

$$
\frac{a}{L}=\sqrt{\frac{\text { ge } V_{\text {rage }}}{\text { Kinetic Energy }}} \frac{1}{\ominus}
$$

(ron-relativistically)
and in most applications the quadrupole potential is sufficiently how (relative to the kinetic energy) that the aspect ratio will lie well below any reasonably specified limit.

An additional quantity of interest is the limit one may Irish to assign to the kead-tail velocity tilt, $(\Delta \beta / \beta)$ rue, Since the value of the velocity sit t is directly related to the spatial average of the longitudinal acceleration field (in the absence of bunching) and to the fought of the beam pulse. Longit anal space-charpe fields, evaluated as proportional to $d \lambda / d z$, may also merit attention since it is desirable that they remain small - - perlighs in relation to the average applied acceleration field.
III. Design Considmeations
an approaching the design of the early portion of a Leavy-ion induction line (with electrostatic forcing) one may wish to consider various cetternative sizes for the individual been (and their associated focusing structure) and the we of various numbers ( $n_{b}$ ) of beams. Thus a possible set of alternative beam and fousing-structure dimension might include values such as those shown below and the possible associated frusung potentials then might he as shown included ins the tabulation.

[The electrode voltages listed here have been computed So that $V_{\text {Electrode }} / R=2.333 \times 10^{6} \mathrm{~V} / \mathrm{m}$, and the voltages at the edge of the beam then are given by $\left.V_{\text {Edge }}=(a / R)^{2} V_{\text {Electrode. }}\right]$ We note that some clearance $(R-a)$ has been provided that is as large as 1 cm , for all but the Smaller beams shown in the Table.

For any costumed values of $\sigma_{0}$ and of occupancy ( 7 ) - I.<compat>., for any assumed value of $(\mathbb{O}$ - - the appropriate value of the half-period (L) then will follow (Appendix, Sect. (2)) and may be found to be significant shorter for those cased characterized by the smaller dimensions ( re ). With the valuer selected for $\sigma_{0}$ fixed (say at $75^{\circ}$ ), it thus might be resumed that the cases with the larger valued of $R$ (and of L) might permit use of a somewhat prater value of the occupancy (7)-- as would be advantageous with respect to the value that then would be assumed by the confficient $k=Q / u^{2}$ for such cases. It also is found, however, that (for any -specified $n_{b}$ ) the cases with greater values of $a^{2} / R$ permit larger acceleration rates (for a specified $\Delta \beta / \beta$ limit-See Appendix, Sect. (4)) so such cases may be less able to afford the extra sfoace required to achieve an increased occupancy. One thins may urish to examine the cosesequencee and possible advantages of adopting lattices of greater occupancy for the barger-radiut beaned, but one may wish also to consider proceeding more cautiously with use of (say) a constant value e of $\eta$. An either case, having made a choice with respect to this issue, one then has available specific values for the coefficient h $\Theta, ~ B$, and $g$ wherewith to proceed further to examine the design.

For each type of individual beam (such as one of the types $A-G$ indicated above) the tramportatle number of ions per meter (N) then follows cimmediathy (Appendix, Sect. (0), and indeed $N$ is seen to be greater in those cased for which the ratio $a^{2} / R$ is large. the brusport of a desired total amount of charge then may be accomplished by means of $n_{b}$ beams whore individual length vary in inverse foportion to $n_{b}$ (Appendix, to. A2).

For each such combination of beam dimension e (as for cases $A-G)$ and number of beams $\left(n_{b}\right)$, the length (l) or duration $\left(\tau=\frac{l}{\beta=}\right)$ thus is determined and therefrom (for an assumed limit to the permissible head-tail velocity tilt) the permissible average acceleration field $\langle\epsilon\rangle$ follows (Appendix, sect. (4). This permissible value of $\langle\epsilon\rangle$ is inversely proportional to $l$ and hence direath proportional to $n_{b}$. Small values of $l$ and correspondingly large pormussicte values of $\langle E\rangle$ thus appear to be realized through the use of beams of the larger dimensions and/or through the use of a large number of such beamed.

A design trend in either of the directions just mentioned, in the interest of permitting rapid acceleration, of course would act strongly to increase the requisite bore of the acceleration cores through which the beans must panel. One might not be surprised, on the other hand, if it were found that for the various cases leading to the same permissible value of $\langle E\rangle$ the quantity $p \sqrt{n_{b}}$ (proportional to $\frac{\mathcal{R}^{3 / 2}}{a k^{1 / 2}}$ --see Appendix, Sect. (5) Shows no very pronounced variation.

Further impressions concerning the relative merits of such alternative designs accordingly may require some careful economic analysis, in which the size of the acceleration cores would Play an important part. although intercomparisons on other grounds may els be quite informative however. in any case it is noteworthy that among all the various design combinations of the types we have outlined the requisite cree flue for unit length ( $\langle\Phi\rangle$, as in 0.5 m ) will have the same value (save for possible allowanav for end extensions of imperfectly formed pulses) --see Appends Sect. (6, ;. A6).
IV. EXAMPLES
cos With Tabulations

We proceed now to illustrate, by way of example, possithe designs for a heary-ion induction linear accelerator in the early stages - - specifically to accommodate $\mathcal{B i}_{i \text { lag }}^{+1}$ ions of $\beta \cong 0.00553^{(K i n e t i c ~ E n e r g y ~} \cong 3.0 \times 10^{6} \mathrm{eV}$ ). The total charge to be accelerated will he taken to be $300 \mu \mathrm{C}$ $\left(3.0 \times 10^{-4}\right.$ counonal). The supposition will be that the design can proceed on the assumption that the epace-cherge depression of individual-paoticle tune is pronounced (ipsace-clarge downicmea) and to this end one may assume a quite small value for the remittance (egg., $\in \sim 3.0 \times 10^{-5} \mathrm{rad} . \mathrm{m}$ ).

In the first sequence of examples we shall adhere to constant values for $\sigma_{0}$ and $\eta$ throughout, deferring until a second sequence of examples the possibility of increasing the occupancy factor for framing structures Present in lattices of greater half period.
$A=209 . \quad 2=1 . \quad K . E .=3.0 \times 10^{6} \mathrm{eV} \quad(\beta=0.00553) \quad 300 \mu \operatorname{Coutan} b$
$A$

$$
\sigma_{0}=75 \text { DEA. \& } \quad \eta=1 / 2
$$

Wee adopt the coefficients (see HTFAN-303):

$$
\begin{aligned}
& \Theta=1.728589 \\
& \neq \equiv Q^{\prime} / u^{2}=0.142 \text { (discounted by a few percent } \text { from the asymptotic limit, } \\
& q \cong 55.85
\end{aligned}
$$

Auxiliary guanlitios (some of a technological character) are:

$$
\begin{aligned}
V_{\text {Electrode }} / R & =2.333 \times 10^{6} \mathrm{v} / \mathrm{m} \\
p / R & =2.467, \quad\left(80 \% \text { design }{ }^{4}\right),
\end{aligned}
$$

and, for calculation of $\langle E\rangle$ (and $\langle\Phi\rangle$ ), the limiting value

$$
\left(\frac{\Delta \beta}{\beta}\right)_{\text {rive }}=0.20
$$

We now consider the following cased:


It is seen that even in Case "G" (for which Vefectrode hat become rather large) the ratio $A / L$ has remained less than $\frac{1}{10}$. The tune $\sigma$ will not be very pronouncedly depressed from $\sigma_{0}=75$ in the first couple of cases unless the ennittance is notath less then $3.0 \times 10^{-5}$ at this energy, but with such an $\epsilon$, the depressed tune drops rapidly as one fosses to subeegnent cases in the tabulation (see Appendix, Sect. (5)).

We now pass to exhibiting a tabulation for these cases, with varsiut numbers $\left(n_{1}\right)$ of individual beans employed to stansport a total of 300 microcoulombs, to show (i) the required beam lengths $\left(l_{0}\right)$, (ii) the corresponding beam duration ( $\tau_{0}$ ), and (fits) the permissible spatial average acceleration field $(\langle E\rangle)$ for $(\Delta \beta / \beta)_{\text {foil }}=0.20$ Such valuch are entered in the format:

$$
\begin{gathered}
l_{0}(m) \quad \tau_{0}(\mu \text { ec }) \\
\langle E\rangle(M \mathrm{~V} / \mathrm{m})
\end{gathered}
$$

It should be recalled that for well such caved we expect the same value of $\langle\Phi\rangle$, namely $\langle\Phi\rangle=0.724 \mathrm{r} / \mathrm{L} / \mathrm{m}$ [sep Appendix, sect. (6)].


The results summarized for caves $A-G$ in the previous tabulation contain estimates of permissible acceleration field $\langle E\rangle$, based on the assignment of a limiting $\left(\frac{\Delta \beta}{\beta}\right)$ bull but without any explicit consideration of "lOngitudinal space -charge factors." For this tabulation one car infer by the equivalent of linear interpolation) the number $n_{s}$ of beams to be used if $\langle E\rangle$ is to have some desired value ( $\omega 0.03,0.05, \cdots 0.30 \mathrm{MV} / \mathrm{m}$ ). From the value of $n_{b}$ so obtained, me then can compute the corresponding value of $\sqrt{n} p$ (in meters), as would he indicative of the linear dimensions of the required bore for an induction-core assembly surrounding such ax array. We presort such results in the following tabulation, in the format
$n_{b}$ [no. of beams] $\sqrt{n_{\Delta}} p$ (meters).

it is noteworthy that, with the possible exception of the first and lest cases (Case $A$ c case $G$ ), the values of $\sqrt{n} p$ for any particular value of $\langle E\rangle$ are virtually identical from case to case.

Appendix
Convenient Formulas
We employ $\Theta=\sqrt{K} L$ (scaled half period)
$t_{k}=Q^{\prime} / U^{2}$ (as in the asymptotic limit)
$g=Q^{\prime} \cdot \sigma \quad$ (degrees, as in the asymptotic limit ).
(1)
so

$$
\begin{aligned}
k=\frac{Q^{\prime}}{u^{2}}=\frac{Q /\left(\epsilon K^{1 / 2}\right)}{\left(a K^{1 / 4} / \epsilon^{1 / 2}\right)^{2}}=\frac{Q}{K a^{2}}=\frac{\frac{4 q^{2} r_{p} N}{\gamma^{3} \beta^{2} A}}{\frac{q e E^{\prime}}{\gamma \beta^{2} A_{p} c_{p}^{2}} a^{2}} & =\frac{4 q r_{p} m_{p} c^{2} N}{\gamma^{2} e E^{\prime} a^{2}} \\
& =\frac{q e N}{\pi \epsilon_{0} \gamma^{2} E^{\prime} a^{2}} \\
& =\frac{q e N}{2 \pi \epsilon_{0} \gamma^{2} V_{\text {Edge }}},
\end{aligned}
$$

$$
\begin{aligned}
N=2 \pi \epsilon_{0} \gamma^{2} \frac{V_{\text {Edge }}}{2 e} k & =\frac{2 \pi}{\mu_{0} c^{2}} \gamma^{2} \frac{V_{\text {Edge }}}{2 e} k \\
& =\frac{2 \pi}{\mu_{0} c^{2}} \frac{\gamma^{2} k}{2 e}\left[\frac{V_{\text {Electrode }}}{R}\right] \frac{a^{2}}{R}
\end{aligned}
$$

or

$$
\begin{aligned}
\lambda=2 e N & =2 \pi \epsilon_{0} \gamma^{2} k\left[\frac{V_{\text {Electrode }}}{R}\right] \frac{a^{2}}{R} \\
& =\frac{2 \pi}{\mu_{0} c^{2}} \gamma^{2} k\left[\frac{V_{\text {Electrode }}}{R}\right] \frac{Q^{2}}{R}
\end{aligned}
$$

Coulomb/meter (in a single beam).

Note: $\mu_{0}=4 \pi \times 10^{-7}$.

$$
\begin{aligned}
l_{0} & =\frac{\text { Total Charge }}{n_{b} \lambda} \quad \begin{array}{c}
\text { (whore } n_{b} \\
\text { the } .
\end{array} \\
& =\frac{\mu_{0} e^{2}}{2 \pi} \frac{\text { Total charge }}{\left[\frac{\left.V_{\text {Electrode }}^{2}\right] \gamma^{2} \frac{Q^{2}}{R} k n_{b}}{R} .\right.} .
\end{aligned}
$$

(where $n_{b}$ denotes the number of individual beams)
(2)

$$
\begin{align*}
L=\frac{\Theta}{\sqrt{K}} & =\sqrt{\frac{\gamma \beta^{2} A m_{p} c^{2}}{2 e E^{\prime}}} \Theta \\
& =\sqrt{\frac{\gamma^{\prime} \beta^{2} \frac{A}{2} \frac{m_{p} c^{2}}{e}}{2 V_{\text {ERe }}}} \Theta a \\
& =\sqrt{\frac{\gamma \beta^{2} \frac{A}{2} \frac{m_{p} c^{2}}{e}}{2\left[\frac{V_{\text {Electrode }}}{R}\right]}} R
\end{align*}
$$

and, in the non-relativistic limit,

$$
L \cong \sqrt{\frac{[\text { Kinetic Energy }] /\left(q^{e}\right)}{\left[\frac{\left.V_{\text {Electrode }}\right]}{R}\right]}} R \quad \Theta .
$$

(3) $\sigma=\frac{g}{Q^{\prime}}=\frac{g}{k u^{2}}=\frac{g}{k a^{2} K^{1 / 2} / \epsilon}=\epsilon \frac{g L}{k \Theta a^{2}}$
(4) With respect to velocity till,

$$
\left(\frac{\Delta \beta}{\beta}\right)_{\text {full }}=l_{0} \frac{d v / d t}{\nu^{2}}=l_{0} \frac{\text { acceleration }}{\beta^{2} v^{2}}
$$

and non-relativistically

$$
\left(\frac{\Delta \beta}{\beta}\right)_{\text {Full }} \cong \frac{\mathfrak{l}_{0}}{2} \frac{2 e\langle E\rangle}{\text { Kinetic Energy }}
$$

Thad
$\langle E\rangle=\frac{2\left(\frac{K . E_{1}}{2 e}\right)}{l_{0}}\left(\frac{\Delta \beta}{\beta}\right)_{\text {sue }} \quad$ spatial average of lougptidinal field

$$
=\frac{\mu \pi}{\mu_{0} c^{2}} \frac{\left(\frac{k_{\text {kinetic }}}{2^{e}}\right)\left[\frac{V_{\text {fleatree }}}{R}\right] \gamma^{2} \frac{a^{2}}{R} \text { te } n_{b}}{\text { Total Charge }}\left(\frac{\Delta \beta}{\beta}\right)_{\text {Full }}
$$

or

$$
n_{b} \doteq \frac{\mu_{0}}{4 \pi} c^{2} \frac{\langle E\rangle \cdot\left(\text { Total Charge) } \frac{R}{a^{2}}\right.}{\left(\frac{k_{i n} \text { otic Energy }}{2^{2}}\right)\left[\frac{V_{\text {Electrode }}}{R}\right] \gamma^{2} k\left(\frac{\Delta \beta}{\beta}\right)_{\text {full }}} .
$$

(5) Thus

$$
\begin{aligned}
p \sqrt{n_{b}} & =\left[\frac{p}{R}\right] R \sqrt{n_{b}} \\
& \doteq\left[\frac{p}{R}\right] \frac{R^{3 / 2}}{a} \sqrt{\frac{\mu_{0}}{4 \pi} c^{2} \frac{\langle E\rangle \cdot(\text { Toto Charge) }}{\left(\frac{\text { Kinetic Ene ny }}{q e}\right) \frac{V_{\text {Eleatade }}}{R} \gamma^{2} k\left(\frac{\Delta \beta}{\beta}\right)_{\text {fEal }}}}
\end{aligned}
$$

where $p$ denotes the "pitch" of the transverse lattice.
(In MBF-4, $P / R=66.675^{\mathrm{mm}} / 27.026^{\mathrm{mm}} \cong 2.467$,
Note: $\frac{\mu_{0}}{4 \pi} c^{2}=\frac{1}{4 \pi \epsilon_{0}}=10^{-7} \mathrm{c}^{2} \cong 8.988 \times 10^{9}$,
and $\sqrt{\frac{\mu_{0}}{4 \pi} c^{2}} \cong 9.480 \times 10^{4}$.
(6) Also, with respect to acceleration cores,

$$
\begin{aligned}
\langle\Phi\rangle=\langle E\rangle \tau_{0} & =\langle E\rangle \frac{\ell_{0}}{\beta_{0} e} \\
& =2 \frac{\left(\frac{K \cdot E}{Q^{e}}\right)}{\beta_{0} c}\left(\frac{\Delta \beta}{\beta}\right)_{\text {rule }}
\end{aligned}
$$

volt. see/meter.
Check: For pronounced tune depression (with $\sigma_{0}=15 . \operatorname{deg}$ \& $\eta=2 / 3$ ):

$$
\begin{aligned}
& \Theta=1.56784617 \\
& k=0.18506 \\
& g=61.56 \mathrm{deg} .
\end{aligned}
$$

$1 /$ With $\frac{V_{\text {Electrode }}}{R}=2.333 \times 10^{6} \frac{5}{\mathrm{~m}}$,
$a=0.04 \mathrm{~m}, \quad R=0.05 \mathrm{~m}$, and $\gamma \cong 1.0$ :

$$
\begin{aligned}
\lambda & =\frac{1}{1.7975 \times 10^{10}} 0.18506\left(2.333 \times 10^{6}\right) \frac{(0.04)^{2}}{0.05} \\
& =\left(5.563 \times 10^{-11}\right) 0.18506\left(2.33_{3} \times 10^{6}\right) \frac{(0.04)^{2}}{0.05}=7.688_{6} \times 10^{-7}
\end{aligned}
$$

coulomb/meter (in a single beam).
For a total charge of $3.0 \times 10^{-4}$ coulomb in $n_{b}=64$ beanos,

$$
h_{0}=\left(1.7975 \times 10^{10}\right) \frac{3.0 \times 10^{-4}}{2.333 \times 10^{6} \frac{(0.04)^{2}}{0.05}} 0.18506 \times 64 \quad=6.10 \mathrm{~m} .
$$

2
With $\frac{K . E}{q^{e}}=3.0 \times 10^{6}$ : $\quad\left(K . E=3.0 \mathrm{MeV} \dot{\xi} \beta \cong 0.00553\right.$ for $\left.B i_{209}^{+1}\right)$,

$$
L \cong \sqrt{\frac{3.0 \times 10^{6}}{2.333_{3} \times 10^{6}} 0.05} \quad 1.5678 \cdots \quad=0.3975 \mathrm{~m} \quad(\cong 15.65 \mathrm{inch}) .
$$

3 Using the above, and with $\epsilon=3.0 \times 10^{-5}$ (a rather small value),

$$
\sigma=3.0 \times 10^{-5} \frac{61.56 \times 0.3975}{0.18506 \times 1.5678 \cdots \times(0.04)^{2}}=1.581 \text { degrees }
$$

(indicating, for the assumed value of $\epsilon$, a very pronounced tune depression).

4 For $\left.\begin{array}{rl}\frac{K_{1} E_{i}}{\text { e }} & =3.0 \times 10^{6} \mathrm{~V}, \\ l_{0} & =6.10 \mathrm{~m},\end{array}\right\}$ ar above
and $(\Delta \beta / \beta)_{\text {Full }}=0.2$ :

$$
\langle E\rangle=\frac{2\left(3.0 \times 10^{6}\right)}{6.10} 0.2=0.197 \times 10^{6} \mathrm{v} / \mathrm{m} .
$$

With again Total Charge $=3.0 \times 10^{-4}$ coulonet, etc., we again find (from the final equation of s(4))

$$
n_{6}=\left(8.988 \times 10^{9}\right) \frac{\left(0.197 \times 10^{6}\right)\left(3.0 \times 10^{-4}\right) \frac{0.05}{(0.04)^{2}}}{\left(3.0 \times 10^{6}\right)\left(2.333 \times 10^{6}\right) 0.18506 \times 0.2}=64 \mathrm{beams} .
$$

5 With $\bar{p} / R=2.467$, and based on the above result, we find

$$
p \sqrt{n}=2.467,(0.05) \sqrt{64}=0.99 \mathrm{~m} . \quad(\sim 39 . \mathrm{inch})
$$

or, computed from earlier input assumptions,

$$
\begin{aligned}
& p \sqrt{n_{b}}=\underbrace{\left(9.486 \times 10^{4}\right.}_{\sqrt{\frac{40}{4 \pi c^{2}}}})(2.467,) \frac{(0.05)^{3 / 2}}{0.04} \sqrt{\frac{\left(0.197 \times 10^{6}\right)\left(3.0 \times 10^{-4}\right)}{\left(3.0 \times 10^{6}\right)\left(2.333^{2} \times 10^{6}\right) 0.18506 \times 0.2}} \\
& =0.99 \mathrm{~m} \text {. }
\end{aligned}
$$

$6 \int\langle\Phi\rangle=2 \frac{\frac{\text { K.E. }}{2 e}}{\beta_{0} c}\left(\frac{\Delta \beta}{\beta}\right)_{r_{4}} \equiv 2 \frac{3.0 \times 10^{6}}{0.00553\left(3.0 \times 10^{8}\right)} 0.2=0.723 \mathrm{r} .5 / \mathrm{m} ;$
or
with $\tau_{0}=\frac{l_{0}}{\beta_{0} c}=\frac{6.10}{0.00553\left(3.0 \times 10^{8}\right)} \cong 3.7 \times 10^{-6} \mathrm{sec}$,

$$
\langle\Phi\rangle=\langle E\rangle \tau_{0}=0.72 \quad v .5 / \mathrm{m} .
$$

$\underline{\underline{\sigma_{0}} \cong 75 \text { DEG \& } \quad \text { ? VARIOUS }}$

We continue with a second sequence of examples in which we intend that again $\sigma_{0}=75$ degrees but the occupancy increases somewhat as one progresses from case $A$ to Case $G$ (dee remark on $p .7$ ), with opproximate estimates for the coefficients $\Theta$ and $t$ as indicated below.


* The values tabulated for $t$ hare been discounted by a Few percent from their respective estimated asymptotic limits.

For these cases we then, as before, again calculate the transportable linear beam densities or current $\left(N, \lambda\right.$, $\frac{1}{5}$ )--using, as before,

$$
V_{\text {Electrode }} / R=2.333 \times 10^{6} \mathrm{~J} / \mathrm{m}
$$

We include in this tabulation the quantity to, calculated, as before, by $p / R=2.467$ ( $80 \%$ design").


This tabulation is again followed by one giving, is the number of beams $\left(n_{s}\right)$, the beam length $\left(l_{0}\right)$, beam durations ( $\tau_{0}$ ), and possible spatial overage acceleration Field $(\langle E\rangle)$ For tramport of a total charge of 300 ucoulont, Subject to the restriction $\Delta \beta / \beta)_{\text {Fuels }}=0.20$
The format, ac before, is ar follows:

$$
\begin{gathered}
l_{0}(m) \quad \tau_{0}(\mu \sec ) \\
\langle E\rangle(N / / m)
\end{gathered}
$$

As with the examples presented earlier in subsection A, all The cases considered hare again have the value 〈 $\Phi\rangle=0.724 \mathrm{r} .5 \mathrm{~m}$


From the results just tabulated one now Presents the number of beams $n_{b}$ one $i n f e r s$ must be used if $\langle E\rangle$ is to have some desired value (as 0.03, $0.05, \ldots 0.30 \mathrm{MV} / \mathrm{m})$ and from such $n_{b}$ also show the values of $\sqrt{n_{b}} p$. [The values tabulated for $n_{b}$ are given after rounding to the nearest integer, but the associated values of $\sqrt{n_{b}}$ are evaluated prior to such rounding.] The format, as before, is as follows:
$n_{b}$ [no. of beams] $\sqrt{n_{b}} p$ (meters)


As was noted with the eortior sequence of cases (see p.14), the values of $\sqrt{n} p$ as found there for any particular value of $\langle\varepsilon$ 〉 are seem to be virtually equal from case to ease. One those can write, roughly, $\sqrt{n} p \cong 2.2 \sqrt{\langle E\rangle_{M V / m}}$ meters in all the cases considered in the present tabulation - esp. for cases $C$ through $F$ shown on this sheet.

Appendix
Convenient Formulas
We employ $\Theta=\sqrt{K} L$ (scaled half period)
$k=Q^{\prime} / u^{2}$ (as in the asymptotic limes)
$g=Q^{\prime} \cdot \sigma \quad$ (degrees, as in the asymptotic limit).
(1)
sa

$$
\begin{aligned}
k=\frac{Q^{\prime}}{u^{2}}=\frac{Q /\left(\epsilon K^{1 / 2}\right)}{\left(a K^{1 / 4} / \epsilon^{1 / 2}\right)^{2}}=\frac{Q}{K a^{2}}=\frac{\frac{4 q^{2} r_{p} N}{\gamma^{3} \beta^{2} A}}{\frac{q e E^{\prime}}{\gamma \beta^{2} A m_{p}^{2}} a^{2}} & =\frac{4 q r_{p} m_{p} c^{2} N}{\gamma^{2} e E^{\prime} a^{2}} \\
& =\frac{q e N}{\pi \epsilon_{0} \gamma^{2} E^{\prime} a^{2}} \\
& =\frac{q e N}{2 \pi \epsilon_{0} \gamma^{2} V_{\text {Edge }}},
\end{aligned}
$$

$$
\begin{aligned}
N=2 \pi \epsilon_{0} \gamma^{2} \frac{V_{\text {Edge }}}{2^{e}} k & =\frac{2 \pi}{\mu_{0} c^{2}} \gamma^{2} \frac{V_{\text {Eagre }}}{2 e} k \\
& =\frac{2 \pi}{\mu_{0} c^{2}} \frac{\gamma^{2} k}{2 e}\left[\frac{V_{\text {serotrode }}}{R}\right] \frac{a^{2}}{R}
\end{aligned}
$$

or

$$
\begin{aligned}
\lambda=2 e N & =2 \pi \epsilon_{0} \gamma^{2} k\left[\frac{V_{\text {Electrode }}}{R}\right] \frac{a^{2}}{R} \\
& =\frac{2 \pi}{\mu_{0} e^{2}} \gamma^{2} k\left[\frac{V_{\text {Electrode }}}{R}\right] \frac{a^{2}}{R}
\end{aligned}
$$

Coulomb/meter (in a single beam).

Note: $\mu_{0}=4 \pi \times 10^{-7}$.

$$
\begin{aligned}
l_{0} & =\frac{\text { Total Charge }}{n_{b} \lambda} \quad \begin{array}{c}
\text { (whore } n_{b} \\
\text { the } n
\end{array} \\
& =\frac{\mu_{0} e^{2}}{2 \pi} \frac{\text { Total charge }}{\left[\frac{\left.V_{\text {Electrode }}\right] \gamma^{2}}{R} \frac{Q^{2}}{\mathcal{R}} \text { te } n_{b}\right.} .
\end{aligned}
$$

(where $n_{b}$ denotes the number of individual beams)
(2)

$$
\begin{align*}
L=\frac{\Theta}{\sqrt{K}} & =\sqrt{\frac{\gamma^{2} \beta^{2} A m_{p} e^{2}}{2 e E^{\prime}}} \Theta \\
& =\sqrt{\frac{\gamma^{\prime} \beta^{2} \frac{A}{2} \frac{m_{p} c^{2}}{e}}{2 V_{\text {ERAje}}}} \Theta a \\
& =\sqrt{\frac{\gamma \beta^{2} \frac{A}{2} \frac{m_{p} c^{2}}{e}}{2\left[\frac{\left.V_{E A c a t r a d e}\right]}{R}\right]}} R
\end{align*}
$$

and, in the non-relativistic limit,

$$
L \cong \sqrt{\frac{[\text { Kinetic Energy }] /(q \mathrm{Q})}{\left[\frac{\left.V_{\text {Electrode }}\right]}{R}\right]}} R
$$

(3) $\sigma=\frac{g}{Q^{\prime}}=\frac{g}{k u^{2}}=\frac{g}{k a^{2} K^{1 / 2} / \epsilon}=\epsilon \frac{g L}{k \Theta a^{2}}$
degrees.
(4) With respect to velocity till,

$$
\left(\frac{\Delta \beta}{\beta}\right)_{\text {Full }}=l_{0} \frac{d v / d t}{\nu^{2}}=l_{0} \frac{\text { acceleration }}{\beta^{2} \nu^{2}}
$$

and non-relativistically

$$
\left(\frac{\Delta \beta}{\beta}\right)_{\text {Fuel }} \cong \frac{\mathbf{l}_{0}}{2} \frac{2 e\langle E\rangle}{\text { Kinetic Energy }}
$$

Thud

$$
\begin{aligned}
& \langle E\rangle=\frac{2\left(\frac{K . E}{2 e}\right)}{l_{0}}\left(\frac{\Delta \beta}{\beta}\right)_{\text {sues }} \quad \text { spatial avereye of lougptratial field } \\
& =\frac{\mu \pi}{\mu_{0} c^{2}} \frac{\left(\frac{K_{\text {kinetic Energy }}}{2^{e}}\right)\left[\frac{V_{\text {Eleatace }}}{R}\right] \gamma^{2} \frac{a^{2}}{R} \text { te } n_{b}}{\text { Total Charge }}\left(\frac{\Delta \beta}{\beta}\right)_{\text {Fall }}
\end{aligned}
$$

or

$$
n_{b} \doteq \frac{\mu_{0}}{4 \pi} c^{2} \frac{\langle E\rangle \cdot(\text { Total Charge }) \cdot \frac{R}{a^{2}}}{\left(\frac{k_{\text {kinetic Energy }}}{2^{e}}\right)\left[\frac{V_{\text {scactude }}}{R}\right] \gamma^{2} k\left(\frac{\Delta \beta}{\beta}\right)_{\text {fut f }}} .
$$

(5) Thus

$$
\begin{aligned}
p \sqrt{n_{b}} & =\left[\frac{p}{R}\right] R \sqrt{n_{b}} \\
& =\left[\frac{p}{R}\right] \frac{R^{3 / 2}}{a} \sqrt{\frac{\mu_{0}}{4 \pi} c^{2} \frac{\langle E\rangle \cdot(\text { Total Charge })}{\left(\frac{\text { Kinetic Entry }}{q e}\right) \frac{V_{\text {Elactime }}}{R} \gamma^{2} k\left(\frac{\Delta \beta}{\beta}\right)_{\text {fall }}}}
\end{aligned}
$$

where $p$ denotes the "pitch" of the transverse lattice.
(In MBE-4, P/R $=66.675^{\mathrm{mm}} / 27.026^{\mathrm{m}} \cong 2.467$,
Note: $\frac{\mu_{0}}{4 \pi} c^{2}=\frac{1}{4 \pi \epsilon_{0}}=10^{-7} \mathrm{c}^{2} \cong 8.988^{\circ} \ldots 0^{9}$.
and $\sqrt{\frac{\mu_{0}}{4 \pi} c^{2}} \cong 9.480 \times 10^{4}$.
(6) Also, with respect to acceleration cores,

$$
\begin{aligned}
\langle\Phi\rangle=\langle E\rangle \boldsymbol{\tau}_{0} & =\langle E\rangle \frac{\ell_{0}}{\beta_{0} e} \\
& =2 \frac{\left(\frac{K_{1} E_{0}}{q^{e}}\right)}{\beta_{0} \tau}\left(\frac{\Delta \beta}{\beta}\right)_{\text {Fuel }}
\end{aligned}
$$

volt. sec/meter.
Check: For pronounced tune depression (with $\sigma_{0}=15 . \operatorname{deg}$ \& $\eta=2 / 3$ ):

$$
\begin{aligned}
& \Theta=1.56784617 \\
& k=0.18506 \\
& g=61.56 \mathrm{deg} .
\end{aligned}
$$

1/ With $\frac{V_{\text {Electrode }}}{R}=2.333 \times 10^{6} \mathrm{5} / \mathrm{m}$,
$a=0.04 \mathrm{~m}, \quad R=0.05 \mathrm{~m}$, and $\gamma \cong 1.0$ :

$$
\begin{aligned}
\lambda & =\frac{1}{1.7975 \times 10^{10}} 0.18506\left(2.333 \times 10^{6}\right) \frac{(0.04)^{2}}{0.05} \\
& =\left(5.563 \times 10^{-11}\right) 0.18506\left(2.333 \times 10^{6}\right) \frac{(0.04)^{2}}{0.05}=7.686 \times 10^{-7}
\end{aligned}
$$

coulonb/mater
(in a single bean).

For a total charge of $3.0 \times 10^{-4}$ coulomb in $n=64$ beans,

$$
h_{0}=\left(1.7975 \times 10^{10}\right) \frac{3.0 \times 10^{-4}}{2.33_{3} \times 10^{6} \frac{(0.04)^{2}}{0.05} 0.18506 \times 64}=6.10 \mathrm{~m} .
$$

2/ With $\frac{K E}{q^{i}}=3.0 \times 10^{6}$ V. (K.E. $=3.0 \mathrm{MeV}$ दे $\beta \cong 0.00553$ for $B_{i 299}^{+1}$ ),

$$
L \cong \sqrt{\frac{3.0 \times 10^{6}}{2.333 \times 10^{6}} 0.05} \quad 1.5678 \cdots=0.3975 \mathrm{~m} \quad(\cong 15.65 \mathrm{inch}) .
$$

3 Using the above, and with $\epsilon=3.0 \times 10^{-5}$ (a rather smell value),

$$
\sigma=3.0 \times 10^{-5} \frac{61.56 \cdot 0.3975}{0.18506 \times 1.5678 \times(0.04)^{2}}=1.581_{1} \text { degree }
$$

(indicating, for the assumed value ot $\epsilon$, a very pronounced tune depression).

For $\left.\begin{array}{rl}\frac{K_{1} E_{1}}{2 e} & =3.0 \times 10^{6} \mathrm{~V} ., \\ l_{0} & =6.10 \mathrm{~m} .,\end{array}\right\}$ an atone
and $(\Delta \beta / \beta)_{\text {Fuel }}=0.2$ :

$$
\langle E\rangle=\frac{2\left(3.0 \times 10^{6}\right)}{6.10} 0.2=0.197 \times 10^{6} \mathrm{v} . / \mathrm{m} .
$$

With again Total Charge $=3.0 \times 10^{-4}$ coulond, et., we again find (from the find equation of $5(4)$ )

$$
n_{6}=\left(8.988 \times 10^{9}\right) \frac{\left(0.197 \times 10^{6}\right)\left(3.0 \times 10^{-4}\right) \frac{0.05}{(0.04)^{2}}}{\left(3.0 \times 10^{6}\right)\left(2.333 \times 10^{6}\right) 0.18506 \times 0.2}=64 \mathrm{beams} .
$$

5 With $P_{1 R}=2.46 \%$, and based on the above result, wee find

$$
p \sqrt{n_{b}}=2.467,(0.05) \sqrt{64}=0.99 \mathrm{~m} . \quad(\sim 39 . \mathrm{inah})
$$

or, computed from earlier infant assumptions

$$
\begin{aligned}
& \text { computed from earlier input assumptions } \\
& \begin{aligned}
p \sqrt{n_{6}} & =\underbrace{\left(9.486 \times 10^{4}\right.})(2.467,) \frac{(0.05)^{3 / 2}}{0.04} \sqrt{\frac{\left(0.197 \times 10^{6}\right)\left(3.0 \times 10^{-4}\right)}{\left(3.0 \times 10^{6}\right)\left(2.333^{\left.2100^{6}\right) 0.18506 \times 0.2}\right.}} \\
& =0.99 \mathrm{~m} .
\end{aligned}
\end{aligned}
$$

$$
6 \int\langle\Phi\rangle=2 \frac{\frac{K . E}{q e}}{\beta_{0} c}\left(\frac{\Delta \beta}{\beta}\right)_{F_{0} / e} \cong 2 \frac{3.0 \times 10^{6}}{0.00553\left(3.0 \times 10^{2}\right)} 0.2=0.723 \mathrm{~N} / \mathrm{m} /
$$

or
with $\tau_{0}=\frac{h_{0}}{\beta_{0} a}=\frac{6.10}{0.00553\left(3.0 \times 10^{8}\right)} \cong 3.7 \times 10^{-6} \mathrm{sec}$,

$$
\langle\bar{\sigma}\rangle=\langle E\rangle \tau_{0}=0.7220 .5 / \mathrm{m} .
$$
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## LONG-TERM STABIIITY FOR PARTICLE ORBITS

This report contains the lecture delivered by Dr. L. J. Laslett at a one-day conference on The Mathematical and Computational Aspects of Accelerator Design, and a discussion by Dr. J. Moser of some of the points raised by Dr. Laslett. Two appendices contain some further comments by Dr. Laslett and Dr. E. McMillan. In addition to the talks reported here, the Conference also heard a report by Dr. G. Parzen on the iterative techniques used to calculate the eigenfrequencies in recent cavities in connection with linear accelerator design. He reported on the difficulties caused by shapes that consist of two nearly disconnected domains of unequal size, and of methods for overcoming these difficulties. Dr. Symon reported ${ }^{l}$ on non-linear resonance phenomena due to the coupling of two particles, and Dr. E. Courant reported ${ }^{2}$ on the effect of coupling in many particles. Dr. A. Garren described some sophisticated features of automation in codes used in accelerator design.

We thank all participants of the Conference for their contribution, and hope that this report will stimulate mathematicians to concern themselves with aspects of long-range stability.

1
See H. Meier and K. R. Symon, "Analytical and Computational Studies on the Interaction of a Sum and a Difference Resonance," Proc. of the Intern. Conf. on High-Energy Accelerators and Instrumentation - CERN 1959
2
See E. D. Courant and A. M. Sessler, "Transverse Coherent Resistive Instabilities of Azimuthally Bunched Beams in Particle Accelerators," The Review of Scientific Instruments, Vol. 37, No. 11, 1579-1588, Nov., 1966.

# LONG-TERM STABILITY FOR PARTICLE ORBITS <br> L. Jackson Laslett* 

The three accelerator papers on the program for this afternoon will be concerned with types of dynamical problems that arise in the study of particle accelerators, although the same mathematical problems may well arise also in other contexts. The accelerators with which we are concerned presumably will be of the "alternating-gradient" type, in which -- for very good reasons -- the functional character of the focusing force experienced by an individual displaced particle changes periodically as the particle proceeds on its way. Dr. Symon will review some of the quite striking effects that can develop from "coupling resonances," when the equations of motion are non-linear, and Dr. Courant will summarize the complications that develop with beam intensities sufficiently great that inter-particle forces must be considered.

My own paper is intended to report results on some computer experiments that I had hoped might cast light on the question of long-term stability -- specifically, in my work, for motion with only one spatial degree of freedom. For most accelerator projects this question may not be one of as immediate importance as the questions to be discussed by my colleagues this afternoon, but the answers could be vital for the proton storage-ring devices now being considered

* Lawrence Radiation Laboratory, University of California, Berkeley, California
or under construction. The general problem appears to be a very interesting and quite difficult one, and I would look forward to comments from our mathematician friends concerning what one can say at this time in simple terms with respect to this problem.

Thus, for my own part, I would like this afternoon to call to your attention this question of long-term stability and report on a few elementary computational experiments that I performed last summer for my own orientation and amusement. As for motivation, the first Figure indicates some of the numbers that may be relevant for characterizing modern accelerators with respect to the interval over which one would wish them to exhibit stability of the particle motion. We note in particular that a representative particle may be called upon to traverse some $10^{7}$ periods of the alternating-gradient (A-G) focusing structure. These parameters are indeed essentially the same as the number of oscillations or periods successfully experienced by the beams of existing high-energy synchrotrons, and so we have the opportunity of concluding from experience that treacherous long-term instabilities need not be troublesome in a conventional A-G design.

PRESENT AND FUTURE A-G SYNCHROTRONS

Oscillation Wavelength:One to Several Hundred Meters Period of Structure: 10 to 100 m .

Time Interval: ~ l sec.
No. of Periods Traversed:

$$
\frac{\left(3 \times 10^{8} \mathrm{~m} / \mathrm{sec}\right)(1 \mathrm{sec})}{(10 \text { to } 100 \mathrm{~m})} \sim 10^{7}
$$

Fig. 1

It would not be out of the question, moreover, to think of computational experiments that would subject particles with a limited number of selected initial conditions to algebraic transformations that could simulate passage through some $10^{7}$ periods of the A-G structure, although one would have to be attentive to the possibility of obtaining misleading results as a consequence of round-off or truncation errors -- especially if the structure of the problem is such that the distinction between the initial conditions for stable vs. unstable motion is very fine grained.

A storage ring, on the other hand, might be of comparable
dimensions -- or at least involve a similar number of oscillations per second and number of periods traversed per second -- but would be intended to retain particles for hours. Thus, as we see on Fig. 2, one's interest in long-range stability becomes extended to intervals some $10^{4}$ times as great -- i.e., possibly to $10^{11}$ periods, or even to $5 \times 10^{11}$ periods of the structure.

PRESENT AND FUTURE A-G SYNCHROTRONS

Oscillation Wavelength:One to Several Hundred Meters
Period of Structure: 10 to 100 m .

Time Interval: ~ 1 sec .
No. of Periods Traversed:

$$
\frac{\left(3 \times 10^{8} \mathrm{~m} / \mathrm{sec}\right)(1 \mathrm{sec})}{(10 \text { to } 100 \mathrm{~m})} \sim 10^{7}
$$

STORAGE RINGS
Time. Interval: ~ $3 \mathrm{hrs}$. or $\sim 10^{4} \mathrm{sec}$.
No. of Periods Traversed: $\sim 10^{11}$

Fig. 2

Here past experience is not particularly helpful, since the storage rings that have been operated to date have been electron rings (or electron-positron rings) in which radiation damping can helpfully play a dominant role that is effectively absent (by a relative factor of ten orders-of-magnitude or more) for protons.

Cosmologically, the universe is supposed to be only some $5 \times 10^{9}$ years old, corresponding to no more than that many planetary periods at the present rate, so astronomical evidence may provide little assurance to the storage-ring designer unless we are prepared to be relatively restrained in our non-linearities, and unless we have some theoretical scaling laws that then could be applied to relate the longterm stability of our proposed device to that of another system that observationally has appeared to be stable.

I could illustrate the mathematical form in which one might pose this problem in our application by considering explicitly the case of a single spatial degree of freedom -such as the transverse particle displacement, in the median plane of the accelerator, measured from the equilibrium orbit (Fig. 3).

In the ideal case of an $A-G$ accelerator that is perfectly constructed and aligned, the linearized equations of motion would be a simple equation of the form of Hill's equation ( to which the Floquet theory would apply) -- as shown at the top of the Figure, where $F(\theta)$ is periodic in $\theta$ and in practice
might be represented simply by one of the two forms indicated.

LINEARIZED EQUATIONS

$$
\frac{d^{2} u}{d \theta^{2}}+F(\theta) u=0
$$

$$
\text { where } F(\theta)=\left\{\begin{array}{cc}
\text { Periodic Square Wave } \\
\text { or } \\
a+b \cos N \theta
\end{array}\right.
$$

TYPICAL NON-IINEAR EQUATIONS
One degree of Freedom
$\frac{d^{2} u}{d \theta^{2}}+(a+b \cos N \theta) u+\alpha(\sin N \theta) u^{2}-\beta(\cos N \theta) u^{3}=0$

Two coupled degrees of Freedom

$$
\begin{aligned}
& \frac{d^{2} u}{d \theta^{2}}+(a+b \cos N \theta) u+\alpha(\sin N \theta)\left(u^{2}-v^{2}\right)-\beta(\cos N \theta)\left(u^{3}-3 u v^{2}\right)=0 \\
& \frac{d^{2} v}{d \theta^{2}}+\left(a^{\prime}-b \cos N \theta\right) v-2 \alpha(\sin N \theta) u v+3 \beta(\cos N \theta) u^{2} v=0
\end{aligned}
$$

Fig. 3

In actuality, some non-linearity of the restoring (focusing) force will be present, either deliberately or inadvertently introduced. My own interest in the effect of non-linearities arose in connection with designs for fixed-field alternatinggradient (FFAG) accelerators, as proposed by Symon and others
of the Midwestern Universities Research Association (M.U.R.A.), in which non-linearities necessarily would be prominent at the amplitudes of interest. Representative terms that could be added to account for quadratic and cubic components to the force would, in that application, be of the form shown in the middle of the Figure, and below it one sees the Hamiltonian pair of equations that one could take to describe the corresponding motion in two spatial degrees of freedom.

The inclusion of a periodic $\theta$-dependent coefficient for the linear terms in these equations is not significant, since that feature can be transformed away by an explicit, wellbehaved transformation. What is important is that we do not have linear equations, to which the well-behaved properties of the Floquet solutions apply, nor do we have a $\theta$-independent Hamiltonian that could be taken as a constant of the motion. (As is of course known, Dr. Moser has investigated the possibility of systematically introducing a series of transformations for the working variables such that the $\theta$-dependence of the Hamiltonian function becomes displaced to higher and higher order -- this is done with the expectation, as I understand it, that the new Hamiltonian functions will progressively become better approximations to a constant of the motion, as in fact certainly seems to be the case in limited applications of this technique to the study of solutions over moderately long intervals.)

One has the impression that the essential features of solutions to equations of this form can be exhibited by suitably
constructed non-linear algebraic transformations whose short-term phase-plane characteristics would be qualitatively similar to those implied by the differential equations, and for which computational studies would be both faster and less affected by numerical error. Such transformations can, in fact, be regarded as special cases of the differential equations, with the periodic coefficients becoming periodic delta functions of the independent variable (discrete, localized lenses). What is required of the transformation is simply that the iterated values of the coordinate and conjugatemomentum variables, as functions of the previous values of these variables, satisfy the Poisson-bracket conditions -or any other of the several alternative forms in which one can express the necessary and sufficient conditions for a system to be Hamiltonian. In one spatial degree of freedom, this condition can be simply stated as requiring that the transformation be area preserving in the two-dimensional $q, p$ phase plane.

A simple transformation in which I became interested some ten years ago at M.U.R.A. pertained to motion in one spatial degree of freedom and was believed to simulate the solution to the radial motion in the median plane of a spirallyridged $F F A G$ accelerator if the coordinate and momentum for this case are plotted at one-period intervals of the structure. This transformation is shown in Fig. 4, in which A is a constant and $I$ regard $x$ and $y$ respectively as a coordinate
and its canonically-conjugate momentum.

$$
x^{\prime}=A x \pm\left(1-A^{2}\right) y+(1-A)[x \pm(1-A) y]^{2}
$$

T:

$$
y^{\prime}=\mp x+A y \pm[x \pm(1-A) y]^{2}
$$

If $T\left(x_{1}, y_{1}\right)=\left(x_{2}, y_{2}\right)$, then $T^{-1}\left(x_{1},-y_{1}\right)=\left(x_{2},-y_{2}\right)$


Fig. 4

The upper and lower signs can be taken as referring to the forward or inverse transformation, respectively. The constant A can be interpreted as the cosine of the phase advance per iteration that would be exhibited by solutions to the linearized transformation, and A normally would be taken to have an absolute value less than unity. It also turns out that to
avoid being exactly at a one-third resonance when the quadratic terms are present, one likewise should avoid the value $A=-1 / 2$ (for which $\cos ^{-1} A=2 \pi / 3$ ).

This transformation, as written, was intended to simulate the solutions in a spirally-ridged FFAG accelerator when viewed at a suitable point of symmetry in the structure (and at homologous points, spaced at intervals, $2 \pi / \mathbb{N}$, equal to one period of the structure). In this form the transformation (T) has the great convenience of exhibiting a symmetry about the $x$-axis, as has been noted on the Figure and as is evident from inspection of the transformation equations. The phase diagram, as revealed by short-term computations -- or roughly by application of Moser's methods or in some respects by more simple analytic considerations -- looks somewhat as sketched on the Figure $\left[\right.$ for $A=-5 / 8, \cos ^{-1} A \cong 0.35745(2 \pi) \cong 128.7 \mathrm{deg} .7$, and in this respect the proposed transformation appears consistent with trajectories computed for some typical FFAG structures in which one would plan to employ the greater part of the apparently stable region that is situated within the roughly triangular boundary shown.

What appears to be a stable area is bounded by the curves that I have drawn through the three unstable fixed points of order $3\left(F_{1}, F_{2}, F_{3}\right)$, that are rigorous fixed points whose coordinates can be explicitly obtained from the roots of a quadratic equation. In calling your attention to transformations of this form (and to the analogous non-linear differential
equations). I do not mean to imply that present accelerator or storage-ring projects visualize such pronounced excursions toward the boundaries of regions so obviously influenced by non-linear resonant effects, but smaller non-linearities may well be present in practice and future accelerator concepts may again involve strongly non-linear restoring forces. I also would not wish to imply that the most important problems to pursue in this connection are those that involve only one spatial degree of freedom. It may well be that results of some computational experiments -- and theoretical work by Kolmogorov and others that I hope Dr. Moser will review for us -- can set the designer's mind at rest with respect to possible long-range instability in one degree of freedom and that emphasis should be given in this context to the much more difficult problems that arise with systems having two (or more) spatial degrees of freedom.

In any event, I thought last spring that for me it would prove instructive to examine the performance of the transformation just shown, using the CDC-6600 computer in double precision, since my previous look at this problem had been with the earlier IBM-704. This work was undertaken at Berkeley with the programming assistance of Mrs. Levine and with helpful advice from Eric Beals and Loren Meissner. By using double precision, we had available some 96 bits -although truncation rather than true rounding was used in the arithmetic operations -- and it was possible to investigate
spurious fluctuations and drifts both by computational experiments and/or by a rough analysis.

In investigating the behavior of an algebraic transformation such as the one just proposed, one of course has a wide choice of working variables. Thus, if desired, new variables could be introduced that would result in a transformation having symmetry about the $+45^{\circ}$ diagonal, or one could select variables that would reduce the number of computational steps (and hence improve the speed and accuracy of the work) required to perform each iteration. One may merely regard the introduction of such new variables as a mathematical operation, but, in some instances, use of the new variables rather easily can be interpreted as viewing the dynamics at some other reference point within the lattice of the physical structure.

For my own computational experiments, it was convenient to introduce new ("working ") variables defined in Fig. 5 for the direct or inverse transformations, respectively. In terms of these variables the transformation assumed the form shown at the bottom of the Figure.

By introduction of the working variables

$$
\begin{aligned}
& q=x \mp(1-A) y \\
& p= \pm y
\end{aligned}
$$

for the direct transformation $T$ or its inverse,

$$
\begin{aligned}
& q^{\prime}=C p+q \\
& p^{\prime}=\left(q^{\prime}-1\right) q^{\prime}+p
\end{aligned}
$$

with

$$
C=2(1-A)
$$

Fig. 5

This transformation seemed particularly suitable for repeated iteration, but phase diagrams plotted in terms of these working variables ( $q, p$ ) do not show any apparent symmetry and it therefore was convenient to express results in terms of the original $x, y$ variables whenever output data were printed. The parameter $A(=-5 / 8$, a binary fraction) and derived parameters Such as $(1-A)=13 / 8$ and $C=2(1-A)=13 / 47$ were stored exactly in the computer memory, and double-precision octal I-O was available if required for resumption of any particular run.

An initial attempt to reveal erratic or stochastic behavior gave negative results, in that for runs of as many as $10^{7}$ forward iterations, $\dagger$ starting with $\mathrm{x}=+0.026=0.85 \mathrm{x}_{\mathrm{I}}$, there appeared to be no computationally significant anomolous
$\dagger 941.169 \mathrm{sec}$ of CP time were required for a run consisting of $10^{7}$ forward iterations followed by $10^{7}$ reverse iterations.
drift -- e.g., after correction for computational drift and allowance for computational fluctuations, the +x intercept of the apparent invariant phase curves could be said to remain constant to an absolute accuracy of about $10^{-27}$, or a relative accuracy of about $4 \times 10^{-26}$ in this example.

A positive, and hence more dramatic, effect can be obtained, however, by examining in some detail the character of the apparent separatrix. For this purpose we note that the transformation $\mathrm{T}^{3}$ will return a phase point to any one of the unstable third-order fixed points ( $F_{1}, F_{2}, F_{3}$ ), and that the "separatrices" drawn through the fixed points can represent at these points the directions of outgoing and ingoing eigenvectors for the transformation $\mathrm{T}^{3}$ when the latter is linearized about the fixed points. If a true separatrix $\mathrm{F}_{2} \mathrm{~F}_{3}$ exists, a line segment formed of "points situated very near to $F_{2}$ and that lie on a curve whose slope is that of the appropriate (outgoing) eigenvector through that point should iterate under $\mathrm{T}^{3}$ so as to approach $F_{3}$ along a similar eigenvector direction and, in the process, should generate a single smooth curve $\left(\mathrm{F}_{2} \mathrm{~F}_{3}\right)$. The symmetry of the present transformation (with respect to the x-axis) would imply, therefore, that the curve so generated cross the x-axis with a vertical slope.

Numerically, forward iteration of a line segment from the neighborhood of $F_{2}$ down toward the $x$-axis should be favorable with respect to unavoidable computational errors,
and detection of a non-vertical crossing would imply the nonexistence of a firm separatrix between $F_{2}$ and $F_{3}$ (and, by application of $T$ and $T^{2}$ or $T^{-1}$, correspondingly also would imply the absence of firm separatrices $F_{3} F_{1}$ and $F_{1} F_{2}$.) Our work with double-precision arithmetic made it unambigously clear that extension of the eigenvector direction at $F_{2}$ led to non-vertical crossing of the $x$-axis (at crossing, slope $\cong+10^{6}$ ), although if single-precision arithmetic had been employed the results might have been ambiguous in this case. Shecks of the computational process could be made by use of different compiler systems, writing the algebraic statements in a different order or form, influencing the truncation errors (as by introducing intermediate steps such as "times 3 "followed by "divide by 3 " into one or more equations for each iteration), and by use of varied starting conditions. Although some of these steps affected noticeably the location of individual iterates ( $x, y$ ) near the $x$-axis, they had no significant effect on the curve that was generated in this process. 7

As is indicated in Fig. 6, the situation thus is such that a line segment QRS originating at $\mathrm{F}_{2}$ with the eigenvector slope will transform, after repeated iterations of $T^{3}$, to generate the $S$-curve shown just below the x-axis (initially with an eigenvalue, for $T^{3}, \lambda_{I} \cong 2.102$ ).


Fig. 6

A similar sequence of inverse iterations from $F_{3}$ will generate the dashed curve, and forward iteration would cause points on the dashed curve to approach $F_{3}$ in the absence of computational errors. Thus only particular points (e.g.: Q, $R$, and their iterates) that lie on both curves can originate arbitrarily close to $F_{2}$ and ultimately approach $\bar{F}_{3} \ldots$ The area 1 transforms to the equal area 3 (unit Jacobian) and areas 1 and 2 are equal by virtue of the symmetry of the transformation, so all the loops shown -- and their iterates under the transformation $T$-- are equal in this example.

It will be recognized that points, such as $Q^{\prime}$ and $R^{\prime}$, that approach $\mathrm{F}_{3}$ ultimately do so in smaller and smaller
steps $\left(\lambda_{I I}{ }^{-1}=\lambda_{I}=0.48\right)$. Conservation of the areas mentioned thus requires that the curve bounding the transforms of the areas 2 and 3 correspondingly must become increasingly elongated laterally, and (as suggested by Fig. 7) the solid curve Q'R'S'Q" will become increasingly sinuous.


Fig. 7

The areas shown (transforms of regions 2 and 3) each have the approximate magnitude $4.8 \times 10^{-1 l}$, or roughly $1 / 10^{8}$ times the area of the entire superficially-stable region $\mathrm{F}_{1} \mathrm{~F}_{2} \mathrm{~F}_{3}$. The uniqueness of the transformation precludes that a finger such as that shown extending to the left will be intersected by one of its iterates, although such an iterate could well cross the dashed line. If the transformation continues to be applied, these fingers thus cannot remain
at all times within the finite area that at first might have been supposed to be a stable region, and an observed means of escape is that in which an iterate of this finger does cross the dashed line to enter a loop extending to the right.

It will be appreciated that the evolution of these fingers necessarily will become quite complex, and certainly they will make inroads into the ostensible "interior" region, but at this point it is by no means clear that the entire "interior" region need be consumed in this way. What is clear is that the non-smooth joining of the forward and backward eigenvector directions from $F_{2}$ and $F_{3}$, respectively -either by a disparity of slope (as in the present example) or by a disparity of some higher derivative -- will imply that these curves do not generate a true separatrix and the truly stable area (if one exists) consequently is somewhat smaller.

In the "interior," closer to the "stable" fixed point at the origin, other (higher-order) fixed-point systems may be found. It can become increasingly difficult in such cases, however, to examine whether smooth or non-smooth intersection of their extended eigenvectors occurs, and a computational investigation would offer little hope of establishing absolute smooth joining.

It is interesting and somewhat informative to examine other area-preserving transformations in these respects. Professor deVogelaere, who is now at Berkeley and has been very generous in discussion of these points, has for some time
been directing attention to a very simple transformation that requires little calculational precision to exhibit the failure of eigenvectors, when extended, to join smoothly. In its original form this transformation was of the form shown at the top of Fig. 8,

De Vogelaere's Transformation

$$
\begin{aligned}
x^{\prime} & =y+x^{2} \\
y^{\prime} & =-x+x^{\prime 2} \\
\frac{1}{2} \operatorname{Tr} \cdot & =0
\end{aligned}
$$

Modified De Vogelaere Transformation

$$
\begin{aligned}
x^{\prime} & =y+T x+(1-T) x^{2} \\
y^{\prime} & =-x+T x^{\prime}+(1-T) x^{\prime 2} \\
\frac{1}{2} \operatorname{Tr} \cdot & =T .
\end{aligned}
$$

Fig. 8
and can be shown to possess the same symmetry property with respect to the $x$-axis that was noted for the transformation I mentioned originally. This particular form may be somewhat distressing to a physicist, since the trace of the matrix for the linearized transformation vanishes (phase advance $=\pi / 2$ ), and one would be situated at a "quarter-integral resonance." A simple generalization of this transformation can be made, however, without affecting the interesting features by adopting the form shown at the bottom of the Figure. For either
transformation, an unstable fixed point, of order l, occurs at the point ( 1,0 ), and the eigenvector directions extended from this point show a gross failure to join smoothly on crossing the negative $x$ axis. This behavior is indicated on Fig. 9.

Although this transformation may not be representative in any evident way of accelerator-orbit behavior, its study can be informative concerning features that can arise in non-linear problems. One can find, for example with $T=-1 / 8$, systems of unstable fixed points for which the eigenvalues are negative and that do not appear to have associated with them a corresponding system of stable fixed points.
LE.g., for $T=-1 / 8:$ Order 4/1, with eigenvalues -3.197 and -0.3128 at $x=0.5615983, y=0$; Order 8/2, with eigenvalues -8.369 and -0.1195 at $x=0.4562733, y=0.7$
Also, with $T>O^{( }$(e.g., $+1 / 8$ ), one finds for example a system of unstable and stable fixed points of order 19/4 in the "interior" that roughly exhibits the classical "island structure" but for which the extended eigenvectors very easily can be shown not to intersect smoothly (both on the inner and on the outer island boundaries). Kone member of the stable and of the unstable fixed-point systems of this family will be found respectively at $x=-0.38429776, y=0$ and $x=+0.50736937$, $y=0$. The eigenvalues for the latter are $\lambda_{I}=1 / \lambda_{I I} \cong 3.2217$


Fig. 9

Somewhat closer to the origin, however, one finds a similar system of order $9 / 2$ (indicated on Fig. 10), for which the intersections appeared completely smooth to the limit of my computational accuracy Ifixed-points at $\mathrm{x}=-0.29000009, \mathrm{y}=0$ and at $x=+0.32176070, y=0\left(\right.$ with $\left.\lambda_{I}=I / \lambda_{I I} \cong 1.179\right)$ _7.


Fig. 10

Experience with each of the transformations mentioned could be said to be not inconsistent with the view that some of the curves commonly regarded as stability boundaries are not firm and imply a sort of stochastic behavior of phase points in their neighborhood, but, so far as we can tell, other's may be perfect barriers and indeed may have true invarient phase curves nearby (ignoring, of course, the fluctuations of the parameters that in practice would be present as a result of "noise" in a physical system). The designer of particle accelerators -- or, more particularly, of storage rings --
of course would like to know whether any regularity of behavior can be anticipated in this regard, and whether quantitative or reasonably-accurate semi-quantitative estimates can be made of diffusion rate in a region that possibly is characterized by stochastic behavior. It may be, of course, that such detailed and subtle features of behavior are highly sensitive to the exact values of the physical parameters that determine the transformation, and as such would be beyond the precise physical control of the experimenter.
(I might add that the systems of unstable fixed points that have been found for both my transformation and for that of Professor deVogelaere appear to show what to me is a quite surprising regularity: I believe that deVogelaere noticed empirically that for his transformation, linearized about the fixed points of a certain class, the quantity $\frac{l}{2}$ Trace - 1 showed an exponential dependence on the fixed-point order. It may be that other interesting features of such transformations can also be found to exhibit regularities -- such as that suggested by Mel'nikov in regard to the dimensions of the areas that are developed by the failure of separatrices to join smoothly -- and that some of these regularities might permit one to draw inferences that would have practical application.)

An interesting class of transformations has been proposed by Dr. McMillan, for which it is possible to establish that the eigenvectors through the fixed point or fixed points do form
a true impenetrable separatrix. He finds it convenient in this connection to consider the transformations to be written in a form showing symmetry about the $+45^{\circ}$ axis (rather than about the x-axis) -- a form in which each of the transformations previously mentioned can be written by a suitable change of variables. This form is taken to be, for the forward transformation, that which will be seen on Fig. ll in the upper left-hand corner. Such a transformation has a simple physical


Fig. 11
interpretation in terms of a structure formed simply from a periodic sequence of identical non-linear lenses $\quad \Delta \bar{y} y=-x+f(x \underline{7}$ placed with unit separation just before the measurement planes and with linear lenses $[\Delta y=-\underline{x} \bar{y}$ situated just after each of these planes. For a fixed point of order one, the trace of the matrix for the transformation linearized about that point is just the derivative of $f$ at that point, and stability of the linearized system requires $\left|\frac{1}{2} f^{\prime}\right|<1$.

The transformation in the form shown can be executed by a simple graphical construction, in which one first mirrors the initial point about the diagonal and then vertically reflects the resulting $y$-value about the curve $y=\frac{1}{2} f(x)$. A fixed point of order $l$ is synonymous with the intersection of the diagonal with this latter curve. Referring to Fig. 12, McMillan has pointed out [UCRL-177957 that if the function $f(y)$ can be expressed as $\phi(y)+\phi^{-1}(y)$, where $\phi^{-1}$ is the inverse of $\varnothing$, then $x=\varnothing(y)$ will be an invariant curve. The phase diagram shown in the Figure is for an example in which

$$
x=\varnothing(y)=a-\frac{1}{y+a} \text { and } f(y)=\frac{2 y}{a^{2}-y^{2}},
$$

with fixed points at $x=y= \pm \sqrt{a^{2}-1} \quad(|a|>1)$.

Example in which


Fig. 12

An interesting and simple, although perhaps artificial, example of this class is one suggested by Dr. Judd, for which, as indicated on Fig. 13, one employs a step-wise linear $f(x)$.


Fig. 13

Here the broken-line separatrix shown is a rigorous barrier. Also, of course, motion of sufficiently small amplitude to remain within the dotted square will trace the perfect elliptical invariant phase trajectories that are characteristic of truly linear motion. Outside of this dotted square, moreover, stable fixed points can be found for example, with $a=0.6$ :
an order-6 FP at $\mathrm{x}=\mathrm{y}=9 / 13$ and an order-7 FP at $-\mathrm{x}=\mathrm{y}=378 / 6837$ that are surrounded by an elliptical boundary within which the motion is again truly linear (and truly stable "in the small'川. In Fig. 14 one such region is shown as the hatched area in the upper right-hand portion of the diagram -- the motion being controlled in such a case in a periodic way by definite values of $\mathrm{f}^{\prime}$ at successive


Fig. 14
iterations. Other points, including those neighboring unstable fixed points of the same family, however, show the failure of extended eigenvector directions to intersect smoothly and evidently are characterized by a sort of stochastic behavior that is confined to a finite region. ${ }^{\dagger}$ Nonetheless, the motion within the diamond is not completely ergotic, since, as we have seen, there exist in this area regions of limited extent within which the motion follows true simple invariant phase trajectories.

In presenting this material I do not mean to imply that it contains much information that is new to the mathematicians who have been following recent developments of the theory. I am afraid that some of the computational results fail, as might be expected, to give definitive experimental answers to some of the significant questions, and my own work has neglected entirely the more important (and more difficult) problems that arise with motion in more than one spatial degree of freedom. I also would not wish to claim that the questions of long-range stability are of quite as immediate importance to the accelerator designer as those, for example,

[^57]
#### Abstract

that concern collective motion. I would like to suggest, however, that the properties of such transformations as the one I mentioned at the beginning suggest questions that inherently are quite fascinating, and that it would be quite helpful for future design work if our mathematical colleagues could assist us in obtaining a better -- and hopefully somewhat quantitative -- understanding of these properties.
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## Appendix A

I would like to call specifically to your attention a situation we encountered in which an area-preserving algebraic transformation, when linearized about certain high-order fixed points, exhibited negative eigenvalues, This phenomenon arose in connection with some runs that I made using a modification of Professor deVogelaere's transformation, namely
$T:\left\{\begin{array}{l}x^{\prime}=y+T x+C x^{2} \\ y^{\prime}=-x+T x^{\prime}+C x^{\prime}\end{array}\right.$
with $\mathrm{C}=\mathrm{l}-\mathrm{T}$ and $\mathrm{T}=-1 / 8$.
This transformation, whose phase plots are symmetrical about the x-axis, has an unstable fixed point of order lat the point ( 1,0 ) and the eigenvector-directions extended from this point develop loops in the familiar way (as qualitatively sketched in Fig. 1). In seeking higher-order fixed points in the "interior" of this diagram, the following families of unstable fixed points appeared for which the eigenvalues are negative:

Familiy I ("Tune" $=1 / 4$ ):

| $\frac{x}{0.5615983}$ |  |
| :---: | :---: |
|  | $\frac{y}{c} 0$ |
| 0.2846170 | -0.5060428 |
| -0.4504872 | 0 |
| 0.2846170 | 0.5060428 |

Eigenvalues: $\lambda=-3.197,-0.3128$


Fig. 1

Family 2'("Tune" $=2 / 8$ ):

| x | y |
| :---: | :---: |
| 0.4562733 | 0 |
| 0.1771744 | -0.4431055 |
| -0.4299377 | 0.0845201 |
| 0.3462146 | 0.5215085 |
| 0.6130793 | 0 |
| 0.3462146 | -0.5215085 |
| -0.4299377 | -0.0845201 |
| 0.1771744 | 0.4431055 |

Eigenvalues: $\lambda=-8.369,-0.1195$

Phase trajectories formed by extending the eigenvector directions for the system described as Family 2 are shown in Fig. 2 in the region near the points
$(0.6130793,0)$ and $(0.4562733,0)$.

It does not appear necessary to have an associated family of stable fixed points in such a negative- $\lambda$ case, and none was found.

With reference to Fig. 2, we may consider a point such as $A_{n}$, that lies at the intersection of a phase trajectory that approaches the right-hand one of the two fixed points shown and a trajectory that is directed away from the lefthand point in the figure. After 8 applications of the transformation, this point moves so as to lie closer to the righthand fixed point (but on the extended eigenvector segment that lies on the opposite side of this fixed point, since

$\lambda \cong-0.1195<0$ ), while it also comes to lie more remotely from the left-hand fixed point (and on the extension of the eigenvector segment on the opposite side of this fixed point, since $\lambda \cong-8.369<0$ ). This new point is designated $A_{n+8}$ on the drawing.

The point $B_{n}$ lies on the intersection of outward- and inward-directed eigenvectors from the left-hand fixed point. Its $\mathrm{T}^{8}$ iterate is seen to lie on another such intersection -closer in on the eigenvector for which $|\lambda|<1$ and more remotely on the extension of the vector for which $|\lambda|>1$. This performance may suggest that it is not necessary for a loop such as that shown between $B_{n}$ and the left-hand fixed point to enclose another (e.g., stable) fixed point of this rotation number. I thus wonder whether the behavior of such fixed points (with $\lambda$ real and negative) may be qualitatively distinct from that expected in cases for which $\lambda>0$ (and for which one expects to find a "string of islands"such that one then inquires concerning the smoothness or lack of smoothness with which eigenvector directions, when extended, intersect). The type of phase trajectories indicated in Fig. 2 may be most readily adaptable to fit in with the rather gross loops that develop in this region of the phase plot from the eigenvectors extended from the order-l fixed point at (l,O). [TO avoid confusion on the drawing of Fig. 2, I have not shown there the order-4 unstable fixed point $(0.5615983,0)$, of Family 1 , that falls: in this region of the diagram. This point does not
lie on the intersection of any of the Family-2 trajectories shown in the Figure -- it lies on the $x$-axis some three-and-one-half or four millimeters to the right of the point $A_{n}$. The features illustrated in this diagram can be exhibited without any exceptional computational accuracy, and I have found it convenient to ad lib runs by sitting at a readilyprogrammed Olivetti-Underwood "lOl Programma".]

As a second point, I neglected to mention on Tuesday, during the discussion concerning "my" transformation, that this transformation also has an order-l fixed point at (1,0). The transformation in question had the form

$$
\left\{\begin{array}{l}
x^{\prime}=A x+\left(1-A^{2}\right) y+(1-A)[x+(1-A) y]^{2} \\
y^{\prime}=-x+A y+[x+(1-A) y]^{2}
\end{array}\right.
$$

The extensions of the eigenvectors from this order-l fixed point also develop gross loops, as might be expected. This behavior is sketched in Fig. 3, where the hatched area is the triangular area (with order-3 fixed points at its vertices) to which I directed attention in my talk. As before, the constant $A$ has been given the value $-5 / 8$.

This same transformation, but with $A=-1 / 4$, shows a quite striking approximate constancy of the "tune" with respect to amplitude. With this value of $A(A=-1 / 4)$ the smallamplitude tune corresponds to about 0.2902 ( $2 \pi$ ) radians phase advance per iteration, and a system of 7 stable and 7 unstable fixed points (tune $=2 / 7 \dot{=} 0.2857$ ) develops at a


$$
A=-5 / 8
$$

Fig. 3
rather large amplitude. [The x-coordinates of the fixed points that lie on the $x$-axis are given below:

Stable F.P.: -O.123211 587661248536429040273 ;
U.S. F.P.: +O. 2 (exact), (half trace + l.05078125).

Reasonably-appearing phase curves can be drawn inside and outside this system (Fig. 4).]

As a final point, you may recall that during my talk I mentioned in passing that certain regularities appeared to be present in the eigenvalues (or, more simply, in the matrix trace) for the successive families of fixed points of a particular class. You might be interested in the results for fixed points of tune $\frac{m}{4 m+1}$ for Professor deVogelaere's transformation (the transformation $T$, with the parameter $T$ set equal to zero). These results, from the CDC-6600, are given in the attached Table, titled "TRACE", and apply to this transformation after linearization about the fixed points in question.

It will be noted that the amount by which $\frac{l}{\lambda}$ Trace differs from unity is closely the same in absolute value for the stable and unstable fixed-point families of the same order, particularly for those with a tune having a large denominator. As Professor deVogelaere has pointed out, a plot of $\log \left\lvert\, 1-\frac{l}{2}\right.$ Trace| $\underline{\text { vs }}$ this denominator is highly linear through many decades. Somewhat similar regularities also appeared with my transformation (taking $A=-5 / 8$ ).



TRACE -- Continued

| 14/57 | Stable <br> Unstable | 3.597507701874426428512 <br> 3.597507869862235287326 | $\begin{aligned} & \times 10^{-5} \\ & \times 10^{-5} \end{aligned}$ | $\begin{array}{lr} 0.0084823691 & 0 \\ 8.518395228840448345675 \end{array}$ | $\begin{aligned} & 0.48600 \\ & 5 \end{aligned} \times 10^{-3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 15/61 | Stable | 1.164736575122263454806 | $\times 10^{-5}$ | 0.0048264663 0 | 0.27654 |
|  | Unstable | 1.164736591051033262679 | $\times 10^{-5}$ | 4.838123045135810082937 | $7 \times 10^{-3}$ |
| 16/65 | Stable | 3.76188982802960206947 | $\times 10-6$ | 0.00274295180 | 0.15716 |
|  | Unstable | 3.76188984318697930160 | $\times 10^{-6}$ | 2.74671537799954849551 | $\times 10-3$ |
| 17/69 | Stable | 1.21302583785923977869 | $\times 10^{-6}$ | 0.00155757890 | 0.08924 |
|  | Unstable | 1.21302583930697271578 | $\times 10^{-6}$ | 1.55879228547447310154 | $\times 10^{-3}$ |
| 18/73 | Stable | 3.9073431514620690060 | $\times 10^{-7}$ | 0.00088400720 | 0.05065 |
|  | Unstable | 3.9073431528502623898 | $\times 10-7$ | 8.843979646269819787 | $\times 10-4$ |
| 19/77 | Stable | 1.2579061979687540848 | $\times 10-7$ | 0.0005015788 | 0.02874 |
|  | Unstable | 1.2579061981024041544 | $\times 10^{-7}$ | 5.017045535711146920 | $\times 10^{-4}$ |
| 20/81 | Stable | 4.048890866188331620 | $\times 10^{-8}$ | 0.0002845660 | 0.01630 |
|  | Unstable | 4.048890866317540574 | $\times 10^{-8}$ | 2.846065075505638042 | $\times 10^{-4}$ |
| 21/85 | Stable | 1.303401892994049370 | $\times 10^{-8}$ | 0.0001614560 | 0.00925 |
|  | Unstable | 1.303401893006593882 | $\times 10-8$ | 1.614690281164473223 | $\times 1004$ |
| 22/89 | Stable | 4.19742353638860984 | $\times 10-9$ | 0.0000916234 0. | 0.00525 |
|  | Unstable | 4.1974235364008412 | $\times 10^{-9}$ | 9.1627595583722791 | $\times 10^{-5}$ |
| 23/93 | Stable | 1.35249829376673101 | $\times 10-9$ | 0.00005200960 | 0.00298 |
|  | Unstable | 1.3524982937679288 | $\times 10^{-9}$ | 5.2010934205562950 | x 10-5 |
| 24/97 | Stable | 4.3612513115999777 | $\times 10-10$ | 0.0000295340 0 | ${ }^{0.00169} \times 10^{-5}$ |
|  | Unstable | 4.3612513116011556 | $\times 10^{-10}$ | 2.9534319420601064 |  |

SIABLE FIXED POINTS -- Coordinates of Fixed Points on x-axis
Rotation $x_{0}$
$4 / 17$
$5 / 21$
$6 / 25$
$7 / 29$
$8 / 33$
$9 / 37$
$10 / 41$
$11 / 45$
$12 / 49$
$13 / 53$
$14 / 57$
$15 / 61$
$16 / 65$
$17 / 69$
$18 / 73$
$19 / 77$
$20 / 81$
$21 / 85$
$22 / 89$
$23 / 93$
$24 / 97$
-0.405787495533527606179670330 -0.3898327790576272411210745517 $-0.376256564258982703826351991$ -0.364375876292784753973866988 -0.353849991897727178101212375 $-0.344454467825082214779278635$ $-0.3360136625106348627695919205$ $-0.328382766046255557958214443$ $-0.321441972573218211407301229$ -0.315092612636619870929695716 -0.309253536442459300884027290 $-0.303857827005765909029891050$ -0.298850010528990438538647972 -0.294183791444198337338681611 -0.289820254666633978578222174 -0.285726451504977016300760846 $-0.281874288628402645655758688$ $-0.27823965234541592668327308$
$-0.274801714559297280796278695$ -0.271542379067610302194439393 $-0.268445836701300885933631152$

|  | Rotation | $\mathrm{x}_{0}$ |  | Eigenvector Slope |
| :---: | :---: | :---: | :---: | :---: |
|  | 4/17 | 0.496506084637672571858047332 | $\pm$ | 1.19087319776336072103372725 |
|  | 5/21 | 0.462456818522159807417166287 | $\pm$ | 1.98025640724266507001182499 |
|  | 6/25 | 0.434919899202634068763276322 | $\pm$ | 3.5448303715138160554898096 |
|  | 7/29 | 0.4129712543411046777982053091 | $\pm$ | 6.71149665458175416010959 |
|  | 8/33 | 0.395143181201283923562103066 | $\pm$ | 12.13194932674224587711334 |
|  | 9/37 | 0.38028378479061446738668478 | $\pm$ | 21.6525687424494327065852; |
|  | 10/41 | 0.367615693398945789225052500 | $\pm$ | 38.3974228188253509576353 |
|  | 11/45 | 0.356618501511893262559214861 | $\pm$ | 67.899195745219753844038 |
|  | 12/49 | 0.346933293897475164157287819 | $\pm$ | 119.930944670210285412930 |
|  | 13/53 | 0.338303540926722169037576515 | $\pm$ | 211.74390558804250663261 |
|  | 14/57 | 0.330539854025521833310535365 | $\pm$ | 373.77790810525522489253 |
|  | 15/61 | 0.323498535361983972920093128 | $\pm$ | 659.72253985475741663301 |
| A | 16/65 | 0.31706804409355469021833772 | $\pm$ | 1164.23127759143813146135 |
|  | 17/69 | 0.311160132509971989083355634 | $\pm$ | 2054.08906983771121440622 |
|  | 18/73 | 0.30570384083580695724148746 | $\pm$ | 3623.0142160560248067746 |
|  | 19/77 | 0.300641307899366821915148229 | $\pm$ | 6387.950458569018040897 |
|  | 20/81 | 0.295924774533113647798361329 |  | 11258.14336841298826259 |
|  | 21/85 | 0.29151439360049880578482880 |  | 19831.80650990849558229 |
|  | 22/89 | 0.287376599445981434654903827 |  | 34916.28816384722538324 |
|  | 23/93 | 0.283482873883316580042953742 |  | 61439.461613242624541 |
|  | 24/97 | 0.279808798677119570429068096 |  | 08045.428556521895602 |



UNSTABLE FIXED POINTS -- near negative x-axis -- Continued

| $14 / 57$ | -0.306665846880174961760996189 | $\pm 0.015212653456478366785589701$ | 2.8875759592867647514946485 |  |
| :--- | :--- | :--- | :--- | :--- |
|  |  |  |  | 2.9155921632160939962612297 |

## DISCUSSION FOLLOWING LASLETT'S PAPER

Jürgen Moser*

I should like to add some comments about some recent theoretical work on the problems of the type discussed by Laslett as well as mention some numerical experiments conducted by other people.

It is hard to believe that these questions have their origin in the theory of accelerator design. In fact, originally the basic principle for the orbit stability of the Alternating Gradient Synchrotron depends to a large extent on the linear theory. However, in the course of deeper studies of the particle orbits in an accelerator, the nonlinear effects became more and more important and a source of concern. It was crucial to have some guarantee that the nonlinear terms would not destroy the stability which was so carefully provided for by the linear theory. This led to very delicate and difficult theoretical problems which also were approached with numerical experiments conducted on simplified model equations as we have just learned from Dr. Laslett's presentation.

First, to mention some numerical studies of quadratic measure preserving mappings, I want to refer to the interesting work of Hénon, "Numerical Study of Quadratic Area-Preserving Mappings ", 1967, to be published. He studied simple quadratic mappings of the same nature as Laslett mentioned toward the end of his talk (transformation by Dr. McMillan). The main

[^58]results are the following:
In the neighborhood of an elliptic fixed point, one finds well organized curve patterns which disintegrate at larger distances. Immediately the problem arises to determine the size of this "stability region" as well as determine this curve pattern possibly by analytic procedure. Henon restricted himself to the description of the computations and comparison of his results with asymptotic series obtained by G. D. Birkhoff. The remarkable fact is that the agreement between the numerical results and these asymptotic series is tremendously close. However, no clear indication for the size of this stability region is in sight.

It would require more space to refer to various theoretical studies which have been made in this direction. First of all, it is to be mentioned that the curve pattern observed in most of these problems in general does not exist in the mathematically rigorous sense as a continuous family of invariant curves. This fact was known to Poincare and is closely related to his nonexistence proof of integrals. Of course, one can easily construct examples for which such family of closed curves does exist; however, this is an exceptional situation. For a rigorous proof of this last statement we refer to Rthssmann ${ }^{1}$. The situation is actually

1 H. Russmann, "Uber die Existenz einer Normalform inhaltstreuer elliptischer Transformationen," Math. Ann. 137, 1967, -n. pp. 64-67.
very delicate insofar as arbitrarily small changes of the mapping lead to a distribution of the curve pattern. On the other hand, by changes of sufficiently high order terms, one can force the existence of a family of smooth closed curves. The situation is somewhat reminiscent of the distribution of rational numbers on the real line. Both the rational numbers on the real line. Both the rationals as well as the irrationals are dense yet the irrationals form the majority.

To continue this analogy: it is rather easy to establish the existence of irrational numbers and, similarly, it is not too hard to establish the existence of mappings which do not possess such a continuous curve pattern. It is usually a more difficult problem to decide whether a preassigned number, say $\pi$ is irrational. Therefore, one would expect it should be difficult to decide whether a given mapping of this sort belongs to one class or the other. In this connection, I want to refer to a paper of mine ${ }^{2}$ in which it is shown rigorously that even the simple polynomial mappings do not possess a family of closed curves. This includes, in particular, the example by McMillan.

[^59]At this point, it seems confusing that the numerical evidence does not match the theoretical prediction of nonexistence of such a curve pattern. It turns out that this paradox can be resolved: even though there is no continuous family of closed invariant curves there does exist a large set of closed curves which, however, do not join together into a continuous family. They are interrupted by infinitely many gaps so that one obtains a "Cantor set" of closed curves. This was proven in my paper ${ }^{3}$ as well as in Arnold's paper ${ }^{4}$. It is to be emphasized that the closed curves so obtained are by no means pathological, they are differentiable, and, in fact, analytic curves. However, their distribution is pathological. The crucial point of these investigations is that they insure stability of the elliptic fixed point since points starting in the interior of such curves are forced to remain there.

What happens in the gaps left by the invariant curves mentioned above is only partially understood. These regions contain, in general, infinitely many fixed points of the
J. Moser, "On Invariant Curves of Area-preserving Mappings of an Annulus, " Nachr. Akad. Wiss., Gbttingen, Math. Phys. Kl. IIa, Nr. $1,1962, \mathrm{pp} .1-20$.
V. I. Arnold, "Proof of A. N. Kolmogorov's Theorem on the Preservation of Quasi-periodic Motions under Small Perturbations of the Hamiltonian ", Uspekhi Mat. Nauk U.S.S.R. 18, Ser. 5 (113), 1963, pp. 13-40.
mapping or one of its higher iterates. However, the behavior of the consecutive iterates in these regions is quite irratic and irregular, in particular near unstable fixed points. These domains are often referred to as "regions of instability". For an instructive schematic picture we refer to the paper by Arnold ${ }^{5}$. There are conjectures, more or less informal, that these regions of instability contain open invariant sets in which the mappings are ergodic. Nothing of this sort has been proven and there is some numerical evidence, especially in the work of John M. Greene, Forrestal Research Center, Princeton, ${ }^{6}$ for extremely ergodic behavior in these domains. In fact, he expressed the opinion that there are invariant domains in which the unstable fixed points are dense. Since this situation is typical for ergodicity, one may take this as an indication for the existence of ergodic domains. Comparing the numerical and theoretical results, one has to be very careful: the theoretical results are strictly applicable only in extremely small neighborhoods of elliptic fixed points (in some paper, Henon estimates a radius of validity of the proof as about $10^{-300}$ !). This is due to the

5
V. I. Arnold, "Small Divisor and Stability Problems in Classical and Celestial Mechanics,"Uspekhi Mat. Nauk, 18, No. 6 (114), 1963, pp. 81-192.

Private communication.
shortcoming of proofs which are very crude in the details of the estimate. One would have to resort to numerical experiments, such as Laslett presented here, to obtain the feeling for the actual size of the stability region. In all. these numerical studies one finds,in fact, a sizeable neighborhood covered to a large extent by invariant curves. On which parameters or properties the size of this stability region depends seems still to be quite in the dark. For this reason, I consider the closer study of numerical experiments extremely worthwhile and instructive.

ADDENDUM TO UCRL 17795, "SOME THOUGHTS ON STABILITY IN NONLINEAR PERIODIC FOCUSING SYSTEMS ", Sept. 5, 1967. Edwin M. McMillan*

March 29, 1968

## 1.) Introduction

In UCRL 17795, it was shown that curves in the $x, y$ plane having reflection symmetry about the positive diagonal are invariant under the transformation:

$$
\begin{align*}
& x^{\prime}=y  \tag{1}\\
& y^{\prime}=-x+f(y),
\end{align*}
$$

where $f(y)$ is the sum of the two values of $x$ corresponding to the given $y$. It is required that there be just two values, but the two branches on which they occur are not required to have a common analytic form. An example given was the pair of rectangular hyperbolas $y=1-a /(x+1)$ and $y=-1+a /(1-x)$, with $f(y)=2 a y /\left(I-y^{2}\right)$, mentioned in paragraph 3 and illustrated in Fig. 1. The question whether there are other invariant curves belonging to the same $f(y)$ was left open.

This question was answered by John M. Greene in a letter to L. Jackson Laslett (March 8, 1968). He pointed out that all curves of the form $\left(1-x^{2}\right)\left(1-y^{2}\right)+2$ axy $=$ const. are such invariants. If the constant has the value $2 a-a^{2}$, the equation factors into two equations representing the rectangular hyperbolas, which are now seen to be simply the separatrices

Lawrence Radiation Laboratory, University of California, Berkeley, California
of a family of invariant curves. In the course of checking the invariance of "Green's function" by the methods of UCRL 17795, I found that it is a special case of a broader class, which can be called "double quadratic" curves. 2.) "Double quadratic" curves

Any equation which is quadratic in $x$ can be solved explicitly for $x$. If $x$ and $y$ occur in it symmetrically, it represents a curve with the required symmetry about the positive diagonal. The most general equation with these properties is:

$$
\begin{equation*}
A x^{2} y^{2}+B\left(x^{2} y+x y^{2}\right)+C\left(x^{2}+y^{2}\right)+D x y+E(x+y)+F=0 \tag{2}
\end{equation*}
$$

whose solution is:

$$
\begin{align*}
x= & \frac{1}{2\left(A y^{2}+B y+C\right)}\left[-\left(B y^{2}+D y+E\right)\right.  \tag{3}\\
& \quad \pm \sqrt{\left(B y^{2}+D y+E\right)^{2}-4\left(A y^{2}+B y+C\right)\left(C y^{2}+E y+F\right)}
\end{align*}
$$

The sum of the two values of $x$ gives $f(y)$ :

$$
\begin{equation*}
f(y)=-\frac{B y^{2}+D y+E}{A y^{2}+B y+C} \tag{4}
\end{equation*}
$$

Since $f(y)$ does not depend on $F$, all members of the family generated by giving different values to $F$ are invariant under the transformation (1), with $f(y)$ given by (4).

We thus have the remarkable result that an $f(y)$ which is the ratio of any two quadratic functions of $y$ leads to a family of invariant curves, with the single restriction that the coefficients of $y^{2}$ in the numerator and of $y$ in the denominator must be of equal magnitude and opposite in sign.

The first order fixed points, if they exist, are at $f(y)=2 y$, and are therefore the solutions of:

$$
\begin{equation*}
2 \mathrm{Ay}^{3}+3 \mathrm{By}^{2}+(2 \dot{C}+D) y+E=0 \tag{5}
\end{equation*}
$$

The number of parameters in (4) is easily reduced; E can be eliminated by a coordinate displacement along the positive diagonal, either $A$ or $B$ can be made equal to $D$ or $E$ by a change of scale, and any one of the remaining parameters can be set equal to unity. Thus we have a twoparameter system. Some interesting cases are:

$$
\begin{align*}
& A=1, B=0, C=-1, D=2 a, E=0, F=c .  \tag{1}\\
& x^{2} y^{2}-x^{2}-y^{2}+2 a x y+c=0 . \quad \text { ("Green's function") } \\
& f(y)=\frac{2 a y}{1-y^{2}}
\end{align*}
$$

The first order fixed points are at $y=0, \pm \sqrt{1-a}$. The separatrices are displaced rectangular hyperbolas, as pointed out above.
(2)

$$
\begin{aligned}
& A=1, B=0, C=1, D=-2 a, E=0, F=c \\
& x^{2} y^{2}+x^{2}+y^{2}+2 a x y+c=0 . \\
& f(y)=\frac{2 a y}{1+y^{2}}
\end{aligned}
$$

The first order fixed points are at $y=0, \pm \sqrt{a-1}$. The separatrix is the curve given by setting $c=0$. In cases (1) and (2), if a is negative, the curve is rotated by $90^{\circ}$, and the first order fixed points (except the one at $\mathrm{x}=0$ ) become second order fixed points. (See paragraph 6 and Fig. 3b of UCRL 17795)

$$
\begin{align*}
& A=0, B=1, C=-1, D=0, E=0, F=c  \tag{3}\\
& x^{2} y+x y^{2}-x^{2}-y^{2}+c=0 \\
& f(y)=\frac{y^{2}}{1-y}
\end{align*}
$$

The first order fixed points are at $y=0, \frac{2}{3}$. The separatrices are the curve given by setting $c=\frac{8}{27}$, the line $x+y+2=0$, and the curve $x y-x-y+2=0$. (I thank Dr. Laslett for finding the last two of these.)

$$
\begin{align*}
& A=1, B=-2, C=1, D=0, E=0, F=c .  \tag{4}\\
& x^{2} y^{2}-2\left(x^{2} y+x y^{2}\right)+x^{2}+y^{2}+c=0 . \\
& f(y)=\frac{2 y^{2}}{(1-y)^{2}}
\end{align*}
$$

The first order fixed points are at $y=0, \frac{1}{2}(3 \pm \sqrt{5})$.

STRUCTURE IN R.F. PHIASE PLOTS*<br>L. Jackson Laslett<br>10 February 1.970

I. Introduction

Phase plots that depict the results of repeated applications of various non-linear area-preserving transformations have been found to develop a remarkable complexity of structure. ${ }^{l}$. This behavior, and the associated question concerning the existence of invariant phase curves, have posed challenging problems to the mathematicians. Contributions to the theory have come from H. Poincaré, ${ }^{2}$ J. Moser, ${ }^{3}$ R. deVogelaere, ${ }^{4}$ H. Russmann, ${ }^{5}$ A.N. Kolmogorov, ${ }^{6}$ V.I. Arnol'd, ${ }^{7}$ V.K. Mel'nikov, ${ }^{8}$ and B.V. Chirikov, ${ }^{9}$ to mention the names of a few who have worked on these problems.

The subject just described holds a certain fascination for the accelerator designer who is interested in the long-term stability of betatron oscillations in a cyclic accelerator or storage ring. In this application the use of a (periodic) alternating-gradient structure precludes the Hamiltonian function serving as a constant of the motion, and the possible presence of non-linearities prevents use of a quadratic invariant form ${ }^{10,11}$ such as can be obtained from the Floquet theory for Hill's equation. In such a situation it may be convenient, particularly for computational work, to replace the non-linear differentinl equations of the system by a transformation whose successive iterations may typify passage through successive periods of the alternating-gradient structure. Such transformations frequently can be interpreted, if desired, as describing the passage of a particle through a sequence of linear focussing elements and localized nonlinear lenses. Transformations that are algebraic frequently are chosen as examples for specific study -- again partly for reasons of convenience, and in the expectation that the algebraic nature of these transformations should

[^60]not in itself give to the results any particularly distinctive character. The possible connection of non-linear transformations with accelerator performance, in fact, motivated the studies of the present writer that are described in reference 12.

The theory of energy oscillations, or "synchrotron oscillations," in a synchrotron ${ }^{13}$ should describe the energy and phase oscillations that occur when a charged particle passes repetitively through one or more "accelerating cavities" situated at localized points around the accelerator ring. Since these oscillations normally are of a relatively low frequency, it often is legitimate as well as convenient to analyze them theoretically on the basis of differential equations derived on the supposition that the accelerating field is uniformly distributed around the orbit. $10,14,15$ Strictly, however, the energy changes experienced by a particle are essentially impulsive, and depend on the sine of the electrical phase angle $\phi$ at which the particle traverses the cavity, so that the motion in this degree of freedom (assumed uncoupled to the betatron motion) is basically described by the repeated application of a non-linear (and non-algebraic) transformation connecting the energy variation and phase to values pertaining to the previous transit.

The differential-equation approach to the theory of synchrotron oscillations leads to a Hamiltonian that constitutes a constant of the motion for an individual particle and to a critical value for this function that defines a stability boundary enclosing a region ("bucket") that is truly stable under the assumptions introduced. The fact that the particle motion in this degree of freedom is more properly described by a sequence of transformations (due to localized forces, virtually of a delta-function character) suggests, however, that it would be of interest to examine the extent to which the complex phenomena arising from repeated application of non-linear transformations may make their appearance in this situation. This question has been examined computationally, for a specific example, in the work described in this report. The complex character of what appears superficially to be a separatrix between stable and unstable regions has been seen to be present, although not to a degree that would provide grounds for concern for the customary use of radio-frequency acceleration systems in present accelerator technology.
II. Derivation of the Transformation

We consider here the case of a stationary bucket with no acceleration (stable phase angle, $\phi_{\mathbf{s}}=\pi$ ). To obtain the working transformation, we consider a single cavity operating at a harmonic number $h$. The quantities denoted $E_{n}$ and $\phi_{n}$ are respectively the energy with which a particle enters the cavity and the electrical phase angle present at the time of transit. With $\boldsymbol{\gamma}_{\boldsymbol{\tau}}$ denoting the transition energy in rest-energy units, we have

$$
\frac{d t}{t}=\frac{1}{\beta^{2}}\left(\frac{1}{\gamma_{t}^{2}}-\frac{1}{\gamma^{2}}\right) \frac{d E}{F}
$$

and the transformations may be written

$$
\begin{aligned}
\Delta E_{n+1} & =\Delta E_{n}+e V_{0} \sin \left(\phi_{s}+\Delta \phi_{n}\right) \\
\Delta \phi_{n+1} & =\Delta \phi_{n}+\omega_{R F} h t_{R F}\left[1+\frac{1}{\beta_{s}^{2}}\left(\frac{1}{\gamma_{\tau}{ }^{2}}-\frac{1}{\gamma_{s}{ }^{2}}\right) \frac{\Delta E_{n+1}}{E_{s}}\right] \\
& =\Delta \phi_{n}+2 \pi h\left[1+\frac{1}{\beta_{s}{ }^{2}}\left(\frac{1}{\gamma_{\tau}{ }^{2}}-\frac{1}{\gamma_{s}{ }^{2}}\right) \frac{\Delta E_{n+1}}{E_{s}}\right] .
\end{aligned}
$$

The latter equation equivalently can be written

$$
\Delta \phi_{n+1}=\Delta \phi_{n}+\frac{2 \pi h}{\beta_{s}^{2}}\left(\frac{1}{\gamma_{\tau}^{2}}-\frac{1}{\gamma_{s}^{2}}\right) \frac{\Delta E_{n+1}}{E_{s}} .
$$

If one now sets $\phi_{s}=\pi$ and defines

$$
x=\frac{\Delta \phi}{\pi}, \quad y=\frac{\Delta E}{E_{s}},
$$

the transformation becomes

$$
\begin{aligned}
& y_{n+1}=y_{n}-\frac{e v_{0}}{E_{s}} \sin \left(\pi x_{n}\right) \\
& x_{n+1}=x_{n}+\frac{2 n}{\beta_{s}^{2}}\left(\frac{1}{\gamma_{\tau}^{2}}-\frac{1}{\gamma_{s}^{2}}\right) y_{n+1}
\end{aligned}
$$

With $K=\frac{\mathrm{eV}_{\mathrm{O}}}{\mathrm{E}_{\mathrm{s}}}, \quad \lambda=\frac{2 \pi h}{\beta_{\mathrm{s}}^{2}}\left(\frac{1}{\gamma_{\tau}^{2}}-\frac{1}{\gamma_{s}^{2}}\right)$, and $\lambda^{\prime}=\frac{\lambda}{\pi}$, the transformation finally assumes the form

$$
\begin{aligned}
& y_{n+1}=y_{n}-K \sin \left(\pi x_{n}\right) \\
& x_{n+1}=x_{n}+\lambda^{\prime} y_{n+1}
\end{aligned}
$$

This transformation is area-preserving (unit Jacobian) and phase trajectories are expected to be symmetrical with respect to reflection in the origin ( $x \rightarrow$ $-x$ and $y \rightarrow-y)$. No attempt has been made to effect a change of variables that would result in further symmetries.

In $x, y$-space, the stable fixed point is at the origin, unstable fixed points at $x=\mp 1, y=0$, and the phase advance per transit of smallamplitude oscillations is

$$
\delta=\cos ^{-1}\left(1-\frac{\lambda K}{2}\right)=2 \sin ^{-1} \frac{\sqrt{\lambda K}}{2} \cong \sqrt{\lambda K}
$$

with the synchrotron oscillation frequency becoming

$$
\Omega=\omega_{0} \frac{\delta}{2 \pi} \cong \omega_{0} \frac{\sqrt{\lambda K}}{2 \pi}
$$

in terms of the going-around-frequency $\omega_{0}$.
If one linearizes the transformation about the unstable fixed points, one finds the eigenvalue factors

$$
E=1+\frac{1}{2} \lambda K \pm \sqrt{\left(1+\frac{1}{2} \lambda K\right)^{2}-1}
$$

and the corresponding eigenvector slopes

$$
\frac{d y}{d x}=\frac{K \pi}{E-1}=\frac{E-1}{E \lambda}
$$

In the limiting case that the transformation may be replaced by a pair of differential equations,

$$
\begin{aligned}
& \frac{d y}{d n}=-K \sin \pi x \\
& \frac{d x}{d n}=\lambda^{\prime} y,
\end{aligned}
$$

the motion is described by the Hamiltonian function

$$
H=\lambda^{\prime} \frac{y^{2}}{\dot{c}}-\frac{K}{\pi} \cos \pi x
$$

which is a constant of the motion and has the value $H=K / \pi$ at the stability boundary. In this latter case, the complete bucket area is easily found to be $J=\frac{16}{\pi} \sqrt{\frac{K}{\lambda}}$ in $x, y$ units.

For numerical work we have taken

$$
K=\frac{\pi}{10} \quad \text { and } \quad \lambda=\frac{\pi}{10}, \quad \text { so } \quad \lambda^{\prime}=\frac{1}{10}
$$

One then expects $8=2 \sin ^{-1} \frac{\sqrt{\lambda K}}{2} \cong 0.3155^{\text {rad }}$, or about 20 transits per oscillation when the oscillation-amplitude is small. In addition, by reference to the differential-equation formulation, one estimates the maximum permissible value of $y$ for "stable" oscillations (half bucket height) to be approximately 2 , and the full bucket area to be close to $\frac{16}{\pi} \doteq 5.092958$. Similarly, the eigenvalues for this specific transformation, when it is linearized about the unstable fixed points, are found to be

$$
\mathrm{E} \doteq 1.36736, \quad 0.731336
$$

with the corresponding eigenvector slopes

$$
\frac{d y}{d x} \doteq 2.68663, \quad-3.67357,
$$

respectively, A sketch is shown in Fig. 1.


Figure 1
III.

The transformation was programed for execution on the C.D.C.-6600 computer, in single-precision, using the LRL BRF teletype system. To demonstrate the presence of structure in an ostensibly smooth separatrix, one can begin with a line segment that is situated very close to the lefthand unstable fixed point and coincides in direction with the outward eigenvector for that point. A segment whose extremities differ in their distance from the unstable fixed point by a factor $E$ is suitable, and the evolution of points along this line segment can be followed, by repeated applications of the transformation, as the iterates approach the right-hand unstable fixed point. The development of loops in the iterated line segment, that are cut by extensions from the right-hand fixed point of the growing eigenvector direction for the inverse transformation, constitutes evidence for the existence of the type of structure in question.

Loops of this character were found to develop with the transformation described here, as is illustrated in Fig. 2. To expedite the plotting that lack of symmetry otherwise would make inconvenient, the plotted quantities were derived from $x, y$ by an area-preserving coördinate transformation

$$
\begin{aligned}
& x_{P}=A(x-1)+B y \\
& y_{P}=C(x-1)+D y
\end{aligned}
$$

with

$$
\begin{array}{ll}
A=1.34 .705 .14468 & B=0.36668484+50 \\
C=-1.151 .97^{l} 4.152 & D=0.4287797927
\end{array}
$$

[This transformation has the effect of transforming the eigenvectors through the point $(1,0)$ so that they coincide with the new coördinate axes.]

The points $Q, Q^{\prime}$ indicated at the intersections shown on Fig. 2 are "Queen points", with $Q^{\prime}$ the iterate of $Q^{*}$. The invariant area of each of the half loops shown can be estimated from the graph as about $10^{-11}$ in $x, y$ units, which may be contrasted with an area of approximately 5 within the entire apparent bucket of Fig. I.

The approximate $x, y$ coördinates of these points are ( $0.999994602,1.983053$ $\times 10^{-5}$ ) for $Q$ and ( $0.999996052,1.450287 \times 10^{-5}$ ) for $Q^{\prime}$.
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Figure 2

Some computational check of the work can be obtained by repeating the iterations with a line segment that initially is situated closer to the left-hand unstable fixed point by some orders of magnitude (e.g., by a factor $E^{-8} \cong 0.081835$ or $E^{-16} \cong 0.0066969$ ). This check was made in the work reported here and did not affect the results shown on Fig. 2.

Confirmatory work should be able to demonstrate the existence of loop structure by showing a non-smooth intersection of the extended eigenvector directions in a region near the top of the bucket (where $x \cong 0$ and $y \cong 2$ ). Numerical accuracy of the computations made from the neighborhood of the points ( $\mp 1,0$ ), with the forward and inverse transformations respectively, should be good in this region near $x=0$, but the effects to be sought are quantitatively more subtle. Details of the intersection at a Queen point for which $x \cong 0.1004234, \mathbf{y} \cong 2.008464315$ are shown in Fig. 3.* To construct this plot it again was necessary to employ a coördinate transformation designed to eliminate most of the curvature and slope from the line segments iterated to the neighborhood of this point.** The scale of the plot shown as Fig. 3 is sufficiently expanded that some truncation noise from single-precision computations is noticeable, but the failure of the two phase-trajectories to intersect smoothly is evident. Double-precision computations were also made on the C.D.C.- 6600 computer to check this point, with results shown on Fig. 4 that fully confirm this inference concerning the non-smooth intersection.

From Fig. 3 or Fig. 4 one can estimate that the angle of intersection of the two curves shown is roughly characterized by a difference of slope
*
The points designated by $Q$ and $Q^{\prime}$ on Fig. 2 occur respectively 39 and 40 iterations following attainment of the point $Q$ on Fig. 3.
**
The (area-preserving) coördinate transformation employed for this purpose in the present work was

$$
\begin{aligned}
& x_{D P}=x-x_{Q} \\
& y_{D P}=y-y_{Q}+\left(2.564861730 \times x_{D P}+0.000038665\right) \times x_{D P},
\end{aligned}
$$

with

$$
\begin{aligned}
& x_{Q}=0.10043075210 \\
& y_{Q}=2.00846431485
\end{aligned}
$$
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Figure 3
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Figure 4
$\Delta\left(\frac{d y}{d x}\right) \cong 7.2 \times 10^{-9}$. With a postulated parabolic or sinusoidal trend for the difference between the curves and a separation $\mathrm{h} \cong 0.099$ between their successive intersections in this region, the area of a half loop could be estimated as roughly

$$
\begin{aligned}
0.18 \mathrm{~h}^{2} \Delta\left(\frac{d y}{d x}\right) & =0.18(0.099)^{2}\left(7.2 \times 10^{-9}\right) \\
& \cong 1.3 \times 10^{-11}
\end{aligned}
$$

in adequate agreement, with the estimate ( $\cong 10^{-11}$ ) obtained from inspection of Fig. 2.

It is of some interest to observe the evolution, for a short time, of a (curved) line segment that starts near the left-hand unstable fixed point, but just inside (i.e., to the right of) the eigenvector of positive slope that passes through the point $(-1,0)$. As such an example, we have taken a line segment of which one end is situated at $(-1+\epsilon, 0)$ and the other at or near the transform of this last-mentioned point. * The evolution of such a line segment with $\epsilon=2.5 \times 10^{-6}$ is indicated by the dashed lines on Figs. 5 and 6.
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L. Jackson Laslett

January 1974

McMillan's form of an area-preserving transformation,

$$
\left.\begin{array}{l}
x_{\mathbb{N}+1}=y_{\mathbb{N}} \\
y_{\mathbb{N}+1}=-x_{\mathbb{N}}+f\left(y_{\mathbb{N}}\right)
\end{array}\right\}
$$

has the tangential-mapping transformation characterized by the matrix

$$
\left(\begin{array}{cc}
0 & 1 \\
-1 & f^{\prime}\left(y_{N}\right)
\end{array}\right)
$$

of which cumulative products are to be formed (starting with the identity matrix) as the transformation proceeds. If the cumulative matrix is denoted

$$
\left(\begin{array}{ll}
A & B \\
C & D
\end{array}\right)
$$

(with $A D-B C=1$ ), one will have real eigenvalues (a reciprocal pair) if $\frac{1}{2}$ Trace $\equiv \frac{1}{2}(A+D)$ is such that. $\left\lvert\, \frac{1}{2}\right.$ Trace $\mid \geqslant 1$. The magnitude of the eigenvalue of larger magnitude then will be

$$
\left|\lambda_{I}\right|=\left\lvert\, \frac{1}{2}\right. \text { Trace } \left\lvert\,+\sqrt{\left(\frac{1}{2} \text { Trace }\right)^{2}-1}\right.,
$$

with $\psi_{1} \cong \log _{10}\left|\lambda_{1}\right|$, and the sign of $\lambda_{I}$ will be the same as the sign of $\frac{1}{2}$ Trace.

This transformation -- for the dynamical variables $x, y$ and for the matrix elements $A, B, C, D$ of the corresponding tangential transformation -- has been programmed as a double-precision interactive (ITY)
program ("FIG8D") for the L.B.L. CDC-6600 computer for the specific particular case in which*

$$
f(\xi)=\frac{1}{2}(3 \xi-1)-\frac{1}{2} \frac{k^{2}}{\xi+1}+\sqrt{\xi^{2}+k^{2}},
$$

although data are entered (and printed) in single precision.
The program normally prints $x$, $y$; the matrix elements $A, B, C, D$ of the tangential transformation; $\psi_{1}$; and a flag (LF) whose sign indicates the sign of $\lambda_{1}$ when $\left|\lambda_{l}\right|>0$ (specifically the sign of $\frac{1}{2}$ Trace). If the value of $A D-B C$ departs from unity by as much as TEST ( $=1.0 \times 10^{-9}$ ) -- presumably because of these matrix elements becoming large -- printing occurs (with asterisk flags) and the elements are then restored to provide the unit matrix $\left(\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right)$ for continuation of execution of the transformation of $x, y$. If desired, "noise" can also be introduced into the program (by use of the external Library function RANF) as a randomnumber addition to $x$ and to $y$ immediately after each application of the transformation. Also, if desired, a quantity "OSC" can be printed that provides at least a rough measure (for $k \cong 0.1$ ) ${ }^{*}$ of the amount of oscillation and that becomes unity for points lying on the separatrix in this case ( $k=0.1$ ).

It will be recalled that, for the particular transformation cited, McMillan has demonstrated the existance of a firm separatrix,

$$
\left.\begin{array}{rl}
y & =x-1+\sqrt{x^{2}+k^{2}} \\
\& \quad x & =y-1+\sqrt{y^{2}+k^{2}}
\end{array}\right\},
$$

[^62]but that within the region so enclosed a computational run launched with $x_{0}=y_{0}=0.25$ (for $k=0.1$ ) led to a highly scattered distribution of phase points (confined to that region). We have found, within the region enclosed by the separatrix just mentioned, a number of families of fixed point -- notably families of order 5, 6, \& 7 -- in addition to the order-l fixed point at
$$
x=y=-0.32837028116359
$$

A run, performed with the program FIG8D, launched at $x_{0}=y_{0}=0.25$ again showed a striking scatter of phase points, and in addition it was noted that the sign of $\lambda$ (for the cumulative tangential transformation) continued to alternate during the course of the run. The results of this run inuicaied (in nu general disagreement with the resurto previousiy reported) a general outward drift of the phase points as the number of iterations (N) approached 1000, and this appeared to be followed by an inward movement as: $\mathbb{N} \rightarrow 2000$; further iterations led to large amplitudes near $N=3000,6000,10000$ and smaller amplitudes near (for example) $\mathrm{N}=5000$ and 20000 .






IYPE INITIAL. $X, Y$ (SINGLE PRECISION)

- Ø. 32837028116359,-0.32837028116359!
$K=1 \cdot 0000 E-01$
$N=\quad 0, \quad X=-3.28370281164 E-01 \quad Y=-3.28370281164 E-01$
TO CONTINUE WITH THESE DATA, TYPE $1-$ OTHERWISE $\varnothing$ 1!

TO ADD NOISE, TYPE 1-- OTHERWISE 0 01

TO PRINT OSC. MAGNITUDE, TYPE 1 - OTHERWISE $\varnothing$ $0!$ TYPE NUMBER OF PRINT STEPS
1!
TYPE ITERATIONS PER PRINT (.LE. 131070)
1:


TYPE ADDITIONAL NUMEER OF PRIVT STEPS Ø!

$$
\begin{array}{rlrl}
\mathrm{V}=1, \quad \mathrm{X} & =-3.28370281164 \mathrm{E}-01 & Y & =-3.28370281164 \mathrm{E}-01 \\
\mathrm{~A} & =0 . & B & =1.00000000000 \mathrm{E}+00 \\
\mathrm{C} & =-1.00000000000 \mathrm{E}+00 & \mathrm{D} & =5.54460160127 \mathrm{E}-01 \\
\mathrm{DET} & =1.00000000000 \mathrm{E}+00 & &
\end{array}
$$

LOG 10 LAM $=0 . \quad \mathrm{LF}=1$

TYPE INITIAL X,Y (SINGLE PRECISION)
$0.99498743710661,0.99498743710661!$
$K=1.0000 E-01$
$N=\quad D, \quad X=9.94987437107 E-01 \quad Y=9.94987437107 E-01$
TO CONTINUE. WITH THESE DATA, TYPE $1-\infty$ OTHENWISE $\emptyset$ 1:

TO ADD NOISE, TYPE 1 - OTHERWISE $\emptyset$ 0 !
TO PRINT OSC. MAGNITUDE, TYPE 1 -- OTHERWISE $\emptyset$ $0!$
TYPE NUMBER OF PRINT STEPS
1 !
TYPE ITERATIONS PER PRINT (.LE (131070)
1!

$19.9499 E-019.9499 E-01$

TYPE ADUIII ONAL NUVEEA OF FEIINI STEPS $0!$

$$
\begin{array}{rlrl}
\mathrm{N}=\quad \mathrm{X}, \quad \begin{aligned}
\mathrm{X} & =9.94987437107 E-01
\end{aligned} & \mathrm{Y} & =9.94987437107 \mathrm{E}-01 \\
\mathrm{~A} & =0 . & \mathrm{B} & =1.00000000000 \mathrm{E}+00 \\
\mathrm{C} & =-1.00000000000 \mathrm{E}+0 \emptyset \mathrm{D} & =2.49624372644 \mathrm{E}+00 \\
\text { DET } & =1.00000000000 \mathrm{E}+00 & \\
\text { LOG 10LAM} & =2.99940165179 \mathrm{E}-01 \mathrm{LF} & =1
\end{array}
$$

TYPE INITIAL $X, Y$ (SINGLE PRECISION)

- $0.99498743710661,-0.99498743710661$ !
$K=1.0000 E-01$
$N=\quad 0, \quad X=-9.94987437107 E-01 \quad Y=-9.94987437107 \mathrm{E}-01$
TO CONTINUE WITH THESE DATA, TYPE 1-- OTHERWISE Ø 1!

TO ADD NOISE, TYPE 1 -- OTHERWISE $\square$
$0!$
TO PRINT OSC. MAGNITUDE, TYPE 1 -- OTHERWISE $\varnothing$
$0!$
TYPE NUMBEF OF PEINT STEPS
1 !
TYPE ITEFATIONS PER PRINT (.LE. 131070)
1 !


TYPE ADDITIDNAL NUMBEE OF PRIMT STEPS ©!

| $\mathrm{N}=1, \mathrm{X}$ | $=-9.94987437107 \mathrm{E}-01$ | Y | $=-9.94987437104 \mathrm{E}-01$ |
| ---: | :--- | ---: | :--- |
| A | $=0$. | B | $=1.00000000000 \mathrm{E}+00$ |
| C | $=-1.00000000000 \mathrm{E}+00$ | D | $=1.99503756273 \mathrm{E}+02$ |
| DET | $=1.00000000000 \mathrm{E}+00$ |  |  |

It is probably not surprising that during any epoch (of, say, 100 iterations) the phase points follow a motion that does not depart markedly from a curve similar to a reduced replica of the separatrix. Diffusion -- if that is the proper term -- outward or inward from such a curve might be expected to occur gradually. It is, however, important to be aware of the extent to which limited computational accuracy (even with double-precision computations) can distort these results. This question of computational accuracy perhaps can be judged by a computational experiment in which uniformly distributed "noise" between the limits $\pm \frac{1}{2} 10^{-28}$ was introduced into $x$ and into $y$ after each iteration. The results agreed substantially with those for a noise-free run for N $\stackrel{\wedge}{<} 700$ (through 5 decimal figures), but thereafter departed markedy from the results obtained without the deliberate introduction of this small amount of noise. The occurrence of scattering in the points thus apnears to be valid, but the slow throb of amplitude observed in the first run of this series may be influenced by computational errors.

Because of the effects just mentioned, it may be particularly useful to examine the characteristics of the higher-order fixed points that have been identified. The locations of fixed points of orders 5, 6, and 7 are tabulated below, with the coordinates of one member of each family given to approximately 12 -decimal' precision

Order 5-- Stable

| $x_{0}=y_{0}=-0.0471 \cdot 11329376_{1}$ |  |
| :---: | :---: |
| $x$ | $y$ |
| -0.047111 | -0.047111 |
| -0.047111 | -0.41826 |
| -0.41826 | -0.65883 |
| -0.65883 | -0.41826 |
| -0.41826 | -0.047111 |


| Order 5-- Unstable |  |
| :---: | :---: |
| $\mathrm{x}_{0}=\mathrm{y}_{0}=-0.572477939150$ |  |
| x |  |$|$| y |  |
| :---: | :---: |
| -0.57248 | -0.57248 |
| -0.57248 | -0.21679 |
| -0.21679 | -0.020348 |
| -0.020348 | -0.21679 |
| -0.21679 | -0.57248 |

$$
\begin{aligned}
& \text { Order 6-- Stable } \\
& x_{0}=0.282048366504, \quad y_{0}=0.109211870733
\end{aligned}
$$

Order 6 -- Unstable

| $x_{0}=y_{0}=0.236326987529$ |  |
| :---: | :---: |
| $x$ | $y$ |
| 0.23633 | 0.23633 |
| 0.23633 | -0.12927 |
| -0.12927 | -0.77254 |
| -0.77254 | -0.77254 |
| -0.77254 | -0.12927 |
| -0.12927 | 0.23633 |

Order 7-- Stable
$x_{0}=y_{0}=0.436521695083_{4}$

| x | y |
| :---: | :---: |
| 0.43652 | 0.43652 |
| 0.43652 | 0.16261 |
| 0.16261 | -0.50601 |
| -0.50601 | -0.91595 |
| -0.91595 | -0.50601 |
| -0.50601 | 0.16261 |
| 0.16261 | 0.43652 |

Order 7 -- Unstable
$x_{0}=y_{0}=-0.859269794727_{3}$

| $\mathbf{x}$ | $\mathbf{y}$ |
| :---: | ---: |
| -0.85927 | -0.85927 |
| -0.85927 | -0.10009 |
| -0.10009 | 0.34506 |
| 0.34506 | 0.47323 |
| 0.47323 | 0.34506 |
| 0.34506 | -0.10009 |
| -0.10009 | -0.85927 |



The matrix elements $A, B, C, D, p r i n t e d$ for runs starting at the values of $x_{0}$, yo fust recorded and returning (after 5, 6, or 7 applications of the transformation, were found to be the following:

|  | A | B | C | D |
| :---: | :---: | :---: | :---: | :---: |
| Order 5 <br> Stable | $0.92143239726_{0}$ | $-0.29504352 \cdot 208_{8}$ | 0.29504352 2059 | $0.99079359788_{7}$ |
| Unstable | $0.72994894{ }^{221} 8$ | $-0.17945685 \mathrm{OO5}_{2}$ | $0.17945685 \mathrm{OO}_{2}$ | 1.32583963480 |
| Order 6 |  |  |  |  |
| Stable | 1.33806309073 | -0.9080 01529533 | 2.40181063234 | $-0.882505268993$ |
| Unstable | 0.190538871258 | $0.59677888782_{5}$ | $-0.59677888782_{3}$ | 3.37912655195 |
| Order 7 |  |  |  |  |
| Stable | 1.18639656723 | $-1.57472725767$ | 1.57472725767 | -1.2472 7766156 |
| Unstable | -0.7764 36555686 | -2.3874 1029306 | 2.38741029307 | 6.05294518014 |

Certain expected symmetries will be evident in many of these results.

From these results the characteristics of the fixed-point families listed below follow.

|  | Half Trace | $\mu=\cos ^{-1} \text { (Half Trace) }$ | $\lambda_{1}$ | $\psi_{1}$ |
| :---: | :---: | :---: | :---: | :---: |
| Order 5 <br> Stable | $0.956112997574^{-}$ | $17.0375 \mathrm{deg} .=0.0473265 \mathrm{rev}$. |  |  |
| Unstable | 1. 02789428851 |  | 1.265731772 | 0.102341682 |
| Order 6 <br> Stable | 0.22777891087 | $76.8337 \mathrm{deg} .=0.213427 \mathrm{rev}$. |  |  |
|  | 1.784832711604 |  | 3.263219606 | 0.5136463016 |
| Order 7 <br> Stable | -0.030 4405472 | $91.7444 \mathrm{deg} .=0.254846^{-} \mathrm{rev}$. |  |  |
| Unstable | $2.638 \quad 254 \quad 3122_{3}$ |  | 5.07964445 | 0.7058333151 |

Other fixed points, of higher order, of course exist. Thus, in the region that may be of particular interest we have the following systems:

2/11 Systems:

$$
\begin{gathered}
\text { Order 11 -- Stable } \\
x_{0}=y_{0}=-0.704925109783_{3} \\
\text { Order-11 -- Unstable } \\
x_{0}=y_{0}=0.131549289881_{9} \\
\psi_{1}=0.44335008, \quad \lambda_{1} \cong+2.775_{6}
\end{gathered}
$$

2/13 Systems:

$$
\begin{gathered}
\text { Order l3-- Stable } \\
x_{0}=y_{0}=-0.822448031800_{7}
\end{gathered}
$$

Order 13 -- Unstable

$$
\begin{aligned}
& x_{0}=y_{0}=0.313643215938_{4} \\
& \psi_{1}=0.79555975, \quad \lambda_{1} \cong+6.245_{4}
\end{aligned}
$$

TYPE INITIAL X,Y (SINGLE PRECISION)
-0.7049251097833,-0.7049251097833!

$$
K=1.0000 E-01
$$

```
N= D, X = - 7.04925109783E-01 Y=-7.04925109783E-D1
```

TO CONTINUE WITH THESE DATA, TYPE $1--$ OTHEFWISE 0 1:

TO ADD NOISE, TYPE 1 -- OTHERWISE $\emptyset$
$0!$
TO PEINT OSC. MAGNITUDE, TYPE 1 -- OTHERWISE $\varnothing$ $0!$

TYPE NUMBER OF PRINT STEPS
11 !
TYPE ITERATIONS PEK PRINT (.LE. 131070)
11


TYPE ADDITIONAL NUIFBEH OF PRINT STEPS $\sigma!$

$$
\begin{aligned}
& N=11, \quad X=-7.04925109783 E-01 \quad Y=-7.04925109783 \mathrm{E}-01 \\
& A=-3.32314195375 E-01 \quad B=-1.18574894794 E+00 \\
& \mathrm{C}=1.18574894794 \mathrm{E}+00 \mathrm{D}=1.22173705659 \mathrm{E}+0 \mathfrak{O} \\
& D E T=1.00000000000 \mathrm{E}+00 \\
& \text { LOG } 10 \text { LAiv }=0 . \quad L F=1
\end{aligned}
$$

TYPE INITIAL X,Y (SINGLE PKECISION)
$0.1315492898819,0.1315492898819$ !
$K=1 \cdot 0000 \mathrm{E}-01$
$N=\quad D, \quad X=1.31549289882 E-01 \quad Y=1.31549289882 E-01$
TO CONTINUE WITH THESE DATA, TYPE $1-\infty$ OTHERWISE 0
1 !
TO ADD NOISE, TYPE 1 - OTHERWISE $\varnothing$
$0!$
TO PRINT.OSC. MAGNITUDE, TYPE 1 -- OTHERWISE $\emptyset$
01
TYPE NUMBER OF PRINT STEPS
11!
TYPE ITERATIONS PEF PRINT (.LE. 131070 )
1!

| N | $X$ | $Y$ | A OR C | $B$ OR D | LOG | 10 | LAM | LF |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | $1.3155 E-01$ | $1.3155 E-01$ | $\begin{aligned} & \text { 1.0000E }+00 \\ & \text { D. } \end{aligned}$ | $\begin{aligned} & 0 . \\ & 1.0000 E+00 \end{aligned}$ | 0. |  |  | 1 |
| 1 | $1 \cdot 3155 E-01$ | $-2.7340 E-01$ |  |  |  |  |  |  |
| 2 | $-2.7340 \mathrm{E}-01$ | $-7 \cdot 57425-01$ |  |  |  |  |  |  |
| 3 | -7.5742E-01 | -6.1935E-01' |  |  |  |  |  |  |
| 4 | -6.1935E-01 | $-5.7370 E-02$ |  |  |  |  |  |  |
| 5 | $-5 \cdot 7370 E-02$ | 1.4327E-01 |  |  |  |  |  |  |
| 6 | 1.4327E-01 | -5.7370E-02 |  | , |  |  |  |  |
| 7 | $-5.7370 E-82$ | -6.1935E-01 |  |  |  |  |  |  |
| 8 | $-6.1935 E-01$ | $-7.5742 E-01$ |  |  |  |  |  |  |
| 9 | $-7.5742 E-01$ | $-2.7340 \mathrm{E}-01$ |  |  |  |  |  |  |
| 10 | $-2.7340 E-01$ | $1.3155 E-01$ |  |  |  |  |  |  |
| 11 | 1.3155E-0! | 1.3155E-01 |  |  |  |  |  |  |

TYPE ADDITIONAL NUIVEE OF PRINT STEPS
$0!$
$N=\quad 11, \quad X=1.31549289882 E-01 \quad Y=1.31549289882 E-01$
$A=3.38972357676 E-01 \quad B=-2.27898226816 E-61$
$C=2.27898226815 E-01 \quad D=2.79687230662 E+00$
$D E T=1.00000000966 E+00$
LOG $10 \mathrm{LAM}=4.43350082393 E-01 \mathrm{LF}=1$

TYPE INITIAL $X, Y$ (SINGLE PRECISION)
-0.8224480318007, - 0. 8224480318067!
$K=1.0000 E-01$
$N=\quad 0, \quad X=-8.22448031801 E-01 \quad Y=-8.22448031801 E-01$
TO CONTINUE WITH THESE DATA, TYPE 1-- OTHERWISE $\varnothing$ $1!$

TO ADD NOISE, TYPE 1-- OTHEFWISE $\emptyset$
D!
TO PRINT OSC. NAGNITUDE, TYPE 1 -- OTHERWISE $\emptyset$
D!
TYPE NUMBER OF PRINT STEPS
13!
TYPE ITEKATIONS PER PRINT (.LE. 131070)
$1!$

| N | $x$ | $Y$ | A OR C | $B O R D$ | LOG 10 | LANI | LF |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | $-8.2245 E-01$ | $-8.2245 E-01$ | $\begin{aligned} & \text { 1.0000E }+00 \\ & 0 . \end{aligned}$ | $\begin{aligned} & 0 . \\ & 1 \cdot 0000 E+\emptyset \emptyset \end{aligned}$ | 0. |  | 1 |
| 1 | $-8 \cdot 2245 E-01$ | $-1 \cdot 1088 E-01$ |  |  |  |  |  |
| 2 | $-1.1088 E-01$ | $2.9982 \mathrm{E}-01$ |  |  |  |  |  |
| 3 | 2.9982E-01 | 3.7281E-61 |  |  |  |  |  |
| 4 | 3-70515-01 | 1.41755-9: |  |  |  |  |  |
| 5 | $1.4175 \mathrm{E}-01$ | $-4.9108 E-61$ |  |  |  |  |  |
| 6 | $-4.9108 E-01$ | $-8.8704 E-01$ |  |  |  |  |  |
| 7 | $-8.8704 E-01$ | $-4.9108 E-01$ |  |  |  |  |  |
| 8 | $-4.9108 E-01$ | $1.4175 \mathrm{E}-01$ |  |  |  |  |  |
| 9 | $1.4175 E-01$ | 3.7281E-01 |  |  |  |  |  |
| 10 | 3.7281E-01 | 2.9932E-01 |  |  |  |  |  |
| 11 | 2.9982E-D1 | $-1 \cdot 1088 E-01$ |  |  |  |  |  |
| 12 | -1.10885-01 | $-8.2245 E-01$ |  |  |  |  |  |
| 13 | $-8.2245 E-01$ | $-8 \cdot 2245 E-01$ |  |  |  |  |  |

TYPE ADDITIONAL NUNBER OF PRINT STEPS $0!$

$$
\begin{aligned}
& N=\quad 13, \quad X=-8 \cdot 22448031801 E-01 \quad Y=-8.22448031801 E-01 \\
& A=-5.79649985966 E-01 \quad B=-8.52506469794 \mathrm{E}-01 \\
& C=8.52506469794 \mathrm{E}-01 \quad D=-4.71375356811 \mathrm{E}-01 \\
& D E T=1.00000000000 E+00 \\
& \text { LOG } 10 \text { LAM }=0 . \quad L F=-1
\end{aligned}
$$

TYPE INITIAL $X, Y$ (SINGLE PRECISION) $0.3136432159384,0.3136432159384$ !
$K=1.0000 E-01$

$$
N=\quad D, \quad X=3.13643215938 \mathrm{E}-\not 01 \quad Y=3.13643215938 \mathrm{E}-\varnothing 1
$$

TO CONTINUE UITH THESE DATA, TYPE 1-- OTHERWISE $\emptyset$ 1 !

TO ADD NOISE, TYPE 1 -- OTHERWISE 0

## ロ!

TO PRINT OSC. MAG:NITUDE, TYPE 1 -M OTHERWISE © 0 !
TYPE NUMBER OF PRINT STEPS
$13!$
TYFE ITERATIONS PER PRINT (.LE. 131070 ) 1!

| N | X | $Y$ | A OR C | $B$ OR D | LOG 10 LAM | LF |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 3.1364E-01 | 3.1364E-01 | $\begin{aligned} & 1.0000 E+00 \\ & 0 . \end{aligned}$ | $\begin{aligned} & 0.0000 E+00 \\ & 1.000 \end{aligned}$ | $0 .$ | 1 |
| 1 | 3.1364E-01 | $-1.7785 E-62$ |  |  |  |  |
| 2 | -1.7785E-02 | $-7 \cdot 4384 E-01$ |  | 3 |  |  |
| 3 | -7.4384E-01 | -8.6696E-01 |  |  |  |  |
| 4 | -8.6696E-01 | $-2 \cdot 2147 E-01$ |  |  |  |  |
| 5 | -2.2147E-01 | 2.7133E-61 |  |  |  |  |
| 6 | 2.7133E-01 | 4.1372E-01 |  |  |  |  |
| 7 | 4.1372E-01 | 2.7133E-01 |  |  |  |  |
| 8 | 2.7133E-61 | $-2.2147 E-01$ |  |  |  |  |
| 9 | -2.2147E-01 | -8.6696E-01 |  |  |  |  |
| 10 | $-8 \cdot 6696 \mathrm{E}-01$ | $-7.4384 \mathrm{E}-01$ |  |  |  |  |
| 11 | $-7.4384 E-01$ | -1.7785E-02 |  |  |  |  |
| 12 | $-1.7785 E-02$ | 3.1364E-61 |  |  |  |  |
| 13 | 3.1364E-01 | 3.1364E-01 |  |  |  |  |

TYPE ADDITIONAL NUMBER OF PRINT STEPS $\theta!$

$$
\begin{aligned}
& N=13, \quad X=3.13643215933 \mathrm{E}-01 \quad Y=3.13643215938 \mathrm{E}-01 \\
& A=1.45205244129 E-21 \\
& B=3.01613679064 \mathrm{E}-01 \\
& C=-3.01613679070 E-01 \quad D=6.26030550105 E+00 \\
& D E T=1.00000000000 E+00 \\
& \text { LOG } 10 \text { LAM }=7.95559752095 \mathrm{E}-01 \mathrm{LF}=1
\end{aligned}
$$



Expanding eigenvector directions, extended from such unstable fixed points as (for example) those of orders 6 and 7 may fail to form simple curves that would generate simple island structures surrounding the stable fixed points of the same order. The extended eigenvector segments then develop into increasingly thin and increasingly long curved fingers that cover an extensive region of phase space. Phase points near these fingers also would be expected to move in an apparently erratic manner, and small changes in coordinate values (e.g. from "noise" or from truncation errors) could lead to pronounced changes after a few additional iterations.*

There nevertheless may be apparently firm smooth invariant curves in certain regions of limited extent surrounding stable fixed points such as those of order 7, and points executing what appears to be erratic motion may avoid intruding into these "protected" regions.

* For example in some trials with noise $\pm \frac{1}{2}\left(1.0 \times 10^{-21}\right)$ or $\pm \frac{1}{2}\left(1.0 \times 10^{-14}\right)$ added to $x$ and to $y$ after each execution of the transformation, valid runs (say $\sim 5$-decimal accuracy) could not extend beyond some 300-400 or circa 200 iterations, respectively.



A further examination of the regions "enclosed" by the loops associated with the order-7 unstable fixed points revealed the presence of two curious fixed-point families of order 28 ("tune" $=4 / 28$ ). There thus are four numbers of the "stable" order-28 family and four members of the associated unstable fixed-point family within each of the seven regions. The stable family of order 28 can be generated by launching a computation at the point

$$
x_{0}=y_{0}=0.476372313613_{9}
$$

on the positive principal diagonal, or, alternatively, by launching the computations at a point (14 iterations removed) at

$$
x_{0}=y_{0}=0.397811289467
$$

(also on the positive principal diagonal). For this family,

$$
\frac{1}{2} \text { Trace }=0.96744823621
$$

The unstable family can be generated by computations launched at

$$
\begin{aligned}
& x_{0}=-0.910129514108 \\
& y_{0}=-0.502611566232
\end{aligned}
$$

on the curve $y=\frac{1}{2} f(x)$, or, alternatively, at the point (14 iterations removed)

$$
\begin{aligned}
x_{0} & =-0.9215671068096 \\
y_{0} & =-0.509561327058_{0}
\end{aligned}
$$

[also on the curve $y=\frac{1}{2} f(x)$ ]. For this family

$$
\psi_{1}=0.07663 .9137
$$

and

$$
\lambda_{1}=+1.19299641
$$

(for the 28-iteration period).



TYPE ADDITIONAL NUMBER OF PRI.NT STEPS


TYPE ADDITI ONAL NUMBEK OF FKINT STEPS


These fixed points are seen to group in tight clusters and might merge for a somewhat different value of the parameter $k$ (here we have retained the value $k=0.1$ ).

Additional fixed-point systems of course can be found. Thus, there exists an unstable system of order 8 that can be computed by commencing at

$$
x_{0}=y_{0}=0.59396695 .4780
$$

on the positive principal diagonal or, alternatively, at the point (4 iterations removed)

$$
x_{0}=y_{0}=-0.90601323166086
$$

on the negative principal diagonal. For this family

$$
\psi_{1}=0.83915092 \cdot 27
$$

and

$$
\lambda_{1}=+6.9047971
$$

(for the 8-iteration period). An associated (stable) order-8 family $(1 / 2$ trace $=0.29762729025)$ has also been found. The fixed points of this latter family can be obtained computationally by launching a solution at

$$
x_{0}=0.6089973727356, \quad y_{0}=\frac{1}{2} f\left(x_{0}\right)=0.513770756622
$$

or at a point (4 iterations removed) with coordinates

$$
\begin{aligned}
& x_{0}=-0.952316214059_{17} \\
& y_{0}=\frac{1}{2} f\left(x_{0}\right)=-0.537889794977
\end{aligned}
$$

TYPE INITIAL X.Y (SIVCLE PEECISIO: $)$
0.593966954730 .0 .5939669547861 .
$K=1.0000 E-01$
$N=\quad$ O. $\quad X=5.93966954780 \mathrm{E}-01 \quad Y=5.93966954780 \mathrm{E}-01$
TO CONTINUE WITH THESE DATA, TYPE 1-- OTHERKISE $\varnothing$
1!
TO ADD NOISE, TYPE 1-- OTHERWISE $\varnothing$
Q!
to PRINT OSC. MAGNITUDE, TYPE 1 -- OTHERUISE 0
$0!$ type nundeh of print steps
B! TYPE ITERATIONS PER PRINT (.LE. 131070 )
$1!$ FOR SHORT PRINI, SHORT WITH DIAGNOSTIC, OR FULL -- TYPE 1, 2, OR 3 3!

| N | $x$ | Y | A OR C | $B$ OR D | LOG 10 LAM | LF |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 5.9397E-01 | 5.9397E-01 | $\begin{aligned} & 1.0000 E+00 \\ & 0 . \end{aligned}$ | $\begin{aligned} & 0 . \\ & 1.0000 E+00 \end{aligned}$ | 0. | 1 |
| 1 | 5.9397E-01. | 3.9617E-01 | $\begin{aligned} & 0 . \\ & -1.0000 \mathrm{E}+00 \end{aligned}$ | $\begin{aligned} & 1.0000 E+00 \\ & 2.4881 E+00 \end{aligned}$ | 2.9756E-01 | 1 |
| 2 | 3.9617E-01 | -9.4690E-02 | $\begin{aligned} & -1.0000 E+00 \\ & -2.4722 E+60 \end{aligned}$ | $\begin{aligned} & 2.4881 E+00 \\ & 5.1509 E+40 \end{aligned}$ | 5.9041E-81 | 1 |
| 3 | -9.4690E-62 | -9.0601E-01 | $\begin{aligned} & -2.4722 \mathrm{E}+00 \\ & -1.0235 \mathrm{E}+00 \end{aligned}$ | $\begin{aligned} & 5 \cdot 1509 \mathrm{E}+00 \\ & 1.7281 \mathrm{E}+00 \end{aligned}$ | 2. | -1 |
| 4 | -9.0681E-01 | -9.0601E-01 | $\begin{array}{r} -1.0235 \mathrm{E}+00 \\ 1.3749 \mathrm{E}+00 \end{array}$ | $\begin{array}{r} 1.7281 \mathrm{E}+00 \\ -3.2983 \mathrm{E}+00 \end{array}$ | 6.1029E-01 | -1 |
| 5 | -9.0601E-61 | -9.4690E-02 | $\begin{aligned} & 1.3749 E+00 \\ & 2.4975 E+000 \end{aligned}$ | $\begin{aligned} & -3.2983 E+00 \\ & -5.2641 E+00 \end{aligned}$ | 5.5780E-01 | -1 |
| 6 | -9.469EE-02 | 3.9617E-01 | $\begin{aligned} & 2.4975 E+00 \\ & 6.6941 E-01 \end{aligned}$ | $\begin{aligned} & -5.2641 E+00 \\ & -1.0106 E+00 \end{aligned}$ | 0. | 1 |
| 7 | 3.9617E-01 | 5.9397E-01 | $\begin{array}{r} 6.6941 E-01 \\ -8.4259 E-01 \end{array}$ | $\begin{array}{r} -1.0106 \mathrm{E}+00 \\ 2.7658 \mathrm{E}+00 \end{array}$ | 4.9334E-61 | 1 |
| 8 | 5.9397E-01 | 5.9397E-01 | $\begin{aligned} & -8.4259 \mathrm{E}-01 \\ & -2.7658 \mathrm{E}+\theta \emptyset \end{aligned}$ | $\begin{aligned} & 2.7658 E+00 \\ & 7.8922 E+00 \end{aligned}$ | 8.3915E-21 | 1 |

TYPE ADDITIONAL NUMBER OF PRINT STEPS $0!$
$N=$
8, $X=5.93966954780 E-01 \quad Y=5.93966954780 E-01$
$A=-8.42565684467 \mathrm{E}-01 \quad B=2.76583747487 \mathrm{E}+00$
$C=-2.76583747427 E+00 \quad D=7.89220897514 \mathrm{E}+00$
DET $=1.000000000005+00$
LOE 10 LAN $=8.39150922660 E-61 \mathrm{LF}=1$
1921.50E COMPUTING UNITS REMAIN*

FOR NEV K, COORDS, OR TERMINATE, TYPE 1, 2, OK 9

```
    FOR Y=0.5*F, TYPE 1 -- OTHERWISE Q
1!
TyPE INITIAL x (SINGLE PGECISION)
0.6089973727356!
        K=1.0000E-01
        N = D, X = 6.08997372736E-\emptyset1 Y = 5.13770756622E-Ø1
    TO CONTINUE VITH THESE DATA, TYPE 1 -- OTHERWISE 0
1!
TO ADD NOISE, TYPE 1 -- OTHERWISE D
0!
TO PEINT OSC. NAGNITUDE, TYPE 1 -- OTHERWISE &
0!
TYPE NUNBER OF PRINT STEPS
8!
    TYPE ITEFATIONS PER PEINT (.LE. 131070)
1!
FOR SHOFT PKINT, SHOKT VITH DIAGNOSTIC, OR FULL -- TYPE 1, 2, OK 3
3!
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline N & X & \(y\) & A OR C & \(B\) OF D & LOG 10 LAM & LF. \\
\hline 0 & 6.0900E-01 & 5.1377E-01 & \[
\begin{aligned}
& \text { 1.0000E }+00 \\
& \text { 0. }
\end{aligned}
\] & \[
\begin{aligned}
& 0 . \\
& 1.0000 E+00
\end{aligned}
\] & 0. & 1 \\
\hline 1 & 5.1377E-01 & 1.8177E-01 & \[
\begin{gathered}
0 . \\
-1.0000 E+00
\end{gathered}
\] & \[
\begin{aligned}
& 1.0000 E+00 \\
& 2.4838 E+00
\end{aligned}
\] & \(2.9629 E-01\) & 1 \\
\hline 2 & \(1.8177 \mathrm{E}-01\) & -5.3789E-01 & \[
\begin{aligned}
& -1.0000 E+00 \\
& -2.3797 E+00
\end{aligned}
\] & \[
\begin{aligned}
& 2.4838 E+00 \\
& 4.9187 E+06
\end{aligned}
\] & \(5.69585-2:\) & 1 \\
\hline 3 & \(-5 \cdot 3789 E-01\) & -9.5232E-01 & \[
\begin{aligned}
& -2.3797 E+00 \\
& -2.8568 E-01
\end{aligned}
\] & \[
\begin{aligned}
& 4.9107 E+00 \\
& 1.6930 E-01
\end{aligned}
\] & \(1.9752 E-01\) & -1 \\
\hline 4 & -9.5232E-01 & -5.3789E-01 & \[
\begin{array}{r}
-2.8568 \mathrm{E}-01 \\
1.6971 \mathrm{E}+00
\end{array}
\] & \[
\begin{array}{r}
1.6930 E-01 \\
-4.4528 E+00
\end{array}
\] & 6.5486E-Ø1 & -1 \\
\hline 5 & \(-5.3789 E-101\) & \(1.8177 \mathrm{E}-01\) & \[
\begin{aligned}
& 1.6071 E+00 \\
& 1.1539 E+00
\end{aligned}
\] & \[
\begin{aligned}
& -4.4528 E+00 \\
& -2.5750 E+00
\end{aligned}
\] & 0. & -1 \\
\hline 6 & \(1.8177 \mathrm{E}-01\) & 5-1377E-01 & \[
\begin{aligned}
& 1 \cdot 1539 E+00 \\
& 1 \cdot 1390 E+80
\end{aligned}
\] & \[
\begin{aligned}
& -2.5750 E+00 \\
& -1.6750 E+00
\end{aligned}
\] & 0. & -1 \\
\hline 7 & 5-1377E-01 & 6.0900E-01 & \[
\begin{aligned}
& 1.1390 E+00 \\
& 1.6750 E+\emptyset \emptyset
\end{aligned}
\] & \[
\begin{aligned}
& -1.6750 E+00 \\
& -1.5852 E+00
\end{aligned}
\] & 0. & -1 \\
\hline 8 & 6.0900E-01 & 5-1377E-01 & \[
\begin{aligned}
& 1.6750 E+00 \\
& 3.0296 E+00
\end{aligned}
\] & \[
\begin{aligned}
& -1 \cdot 5852 E+00 \\
& -2 \cdot 2702 E+00
\end{aligned}
\] & 0. & -1 \\
\hline
\end{tabular}
```

TYPE ADDITIONAL NUMBER OF PRINT STEPS $0!$
$N=\quad 8, \quad X=6.08997372736 E$
$A=1.67496915691 E+00$
$Y=5.13770756622 \mathrm{E}-1$
$B=-1.58523197160 E+00$
$C=3.02955966102 \mathrm{E}+00 \quad \mathrm{D}=-2.27022373740 \mathrm{E}+00$
$D E T=1.00000000000 \mathrm{E}+00$ LOG 10 LAM $=0 . \quad$ LF $=-1$
1977.160 COMPUTING UNITS REMAIN*




A Remark Concerning a Transformation
Examined by Froeschle **
L. Jackson Laslett

Lawrence Berkeley Laboratory
University of California Berkeley, California

March 6, 1974

Froeschle ${ }^{\prime(1-3)}$ has examined certain area-preserving mappings with the object of gaining insight into the stochastic, or apparently stochastic, behavior of such maroings in certain regions. He airects aitention in this connection to the behavior of $\psi_{n}=\log _{10} \lambda_{n}$ and of quantities related to $\psi_{n}$, where $\left|\lambda_{n}\right|$ is an eigenvalue (of magnitude greater than unity) of the cumulative matrix for the tangential mapping. In attempting to relate the behevior of a transformation to that of a C-system, however, it is also of interest to inguire into the sign of $\lambda_{n}--$ i.e., into the sign of the trace of the cumulative tangential-mapping transformation -and this matter we pursue in the present note with respect to the transformation denoted by Froeschlé as $\mathbb{T}_{1}$ in our Ref. 1.

The transformation $T_{1}$ of Froeschle ${ }^{\prime(1)}$ is cited by him as associated with the earlier work of Hénon (cited here as our Ref. 4) and is written

[^63]\[

$$
\begin{aligned}
& x_{n+1}=x_{n} \cos \alpha-\left(y_{n}-x_{n}^{2}\right) \sin \alpha \\
& y_{n+1}=x_{n} \sin \alpha+\left(y_{n}-x_{n}^{2}\right) \cos \alpha
\end{aligned}
$$
\]

where $\alpha$ is a constant (taken to be such that $\cos \alpha=0.22$ in the work of Ref. I and throughout the numerical work reported in the present Note). We consider it convenient to express the transformation $T_{1}$ in terms of other variables, so that the transformation assumes the form advocated by McMillan. (5) To this end we write

$$
\left.\begin{array}{l}
\mathrm{X}=\sqrt{\sin \alpha} \mathrm{Y} \\
\mathrm{y}=\frac{\mathrm{X}-\mathrm{Y} \cos \alpha}{\sqrt{\sin \alpha}}
\end{array}\right\} \underline{\Omega}\left\{\begin{array}{l}
X=\frac{X}{\sqrt{\sin \alpha}} \cos X+\mathrm{y} \\
\mathrm{X} \sqrt{\sin \alpha} \\
Y=\frac{X}{\sqrt{\sin \alpha}}
\end{array}\right.
$$

for which the functional determinant (Jacobian) is -I. The transformation $T_{1}$ applied to $x, y$ is then found to be equivalent to the following transformation for $\mathrm{X}, \mathrm{Y}$ :

$$
\begin{aligned}
& X_{n+1}=Y_{n} \\
& Y_{n+1}=-X_{n}+2 Y_{n} \cos \alpha+Y_{n}^{2} \sin ^{3 / 2} \alpha
\end{aligned}
$$

which will be recognized as being of McMillan's (area-preserving) form (5)

$$
\begin{aligned}
& X_{n+1}=Y_{n} \\
& Y_{n+1}=-X_{n}+f\left(Y_{n}\right)
\end{aligned}
$$

where

$$
f(Y)=2 Y \cos \alpha+Y^{2} \sin ^{3 / 2} \alpha
$$

in this instance.
The matrix of the tangential-mapping associated with this transformation -- i.e., the matrix taking $d X_{n}, d y_{n}$ into $d X_{n+1}, d y_{n+1}$-- is

$$
\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)=\left(\begin{array}{cc}
0 & 1 \\
-1 & f^{\prime}\left(Y_{n}\right)
\end{array}\right)
$$

with

$$
f^{\prime}(Y)=2\left(\cos \alpha+Y \sin ^{3 / 2} \alpha\right)
$$

and the half-trace is

$$
\begin{aligned}
h \operatorname{tr} & =\frac{1}{2}(a+\alpha) \\
& =\frac{1}{2} f^{\prime}(Y) \\
& =\cos \alpha+Y \sin ^{3 / 2} \alpha
\end{aligned}
$$

From a cumulative-product matrix, formed by the repeated multiplication of such tangential-mapping matrices -- i.e., from

$$
\left(\begin{array}{ll}
A & B \\
C & D
\end{array}\right)_{n}=\left(\begin{array}{cc}
0 & 1 \\
-1 & f^{\prime}\left(Y_{n-1}\right)
\end{array}\right) \quad \cdots\left(\begin{array}{cc}
0 & 1 \\
-1 & f^{\prime}\left(Y_{0}\right)
\end{array}\right)\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right)
$$

-- we form $H T R=\frac{1}{2}(A+D)$ and then, when $|H T R| \geqslant 1$, the eigenvalues are ${ }^{(6)}$. $H T R \pm \sqrt{(H T R)^{2}-1}$ and

$$
\left|\lambda_{1}\right|=|\mathrm{HTR}|+\sqrt{(\mathrm{HTR}-1)(\mathrm{HTR}+1)}
$$

with the sign of $\lambda_{n}$ identical to the sign of HTR. Related quantities of interest to Froescile, ${ }^{(1)}$ in additicn to

$$
\psi_{n}=\log _{10}\left|\lambda_{n}\right|,
$$

are

$$
\theta_{n}=\frac{1}{n} \log _{10}\left|\lambda_{n}\right|
$$

and the "Cesaro mean"

$$
\mu_{n}=\frac{1}{n} \sum_{m=1}^{n} \theta_{m}
$$

The transformation specified above has a first-order stable fixed point at the origin, with $H T R=\cos \alpha$. There also is an order-1 fixed point on the principal diagonal at

$$
X=Y=\frac{2(1-\cos \alpha)}{\sin ^{3 / 2} \alpha}
$$

that (for $\cos \alpha=0.22$ ) is unstable and lies at

$$
X=Y \doteq 1.619137656439
$$

(with the larger eigenvalue $\lambda \doteq 3.252548810736$ ). In adaition, for $\cos \alpha=0.22$, there is a family of five stable and five unstable order-5 fixed points -with the approximate co-ordinates listed below:

| Stable Family |  | Unstable Family $(\mathrm{a})$ |  |
| :---: | :---: | :---: | :---: |
| X | Y | X | Y |
| 0.669716 | 0.669716 | -0.382322 | -0.382322 |
| 0.669716 | 0.057097 | -0.382322 | 0.354932 |
| 0.057097 | -0.641453 | 0.354932 | 0.659868 |
| -0.641453 | 0.057097 | 0.669716 | 0.354932 |
| 0.057097 |  |  | 0.354932 |

a) $\lambda \cong 1.77_{4}$ for the total of 5 iterations.

Half Trace $\cong 0.7528856$
Half Trace $\cong 1.1689567$

In executing the transformation (which we have done computationally in double precision on the LBL C.D.C. -6600 computer) ${ }^{*}$ we find, as noted by Froeschle, (l) certain regions of apparent smooth stable behavior (in the neighborhood of the stable fixed points mentioned) that are surrounded by regions of irregular (stochastic?) and in some cases evidently unstable behavior. Froeschle' has chosen ${ }^{(1)}$ to identify these regions by means of starting values $y_{0}=0, x_{0}=0,0.01,0.02$, etc. and notes ${ }^{(I)}$ erratic behavior for

$$
0.53 \leqslant x_{0} \leqslant 0.57 \text { and for } \quad 0.81 \leqslant x_{0}
$$

Corresponding starting values

[^64]FOK $Y=0 \cdot 5 * F$, TYFE 1 - - OTAESHISE D
$0!$
TYPE IVIIIAL $X$ \& $Y$ (F-FOrirAT O.NLY, $2 ~ L I . J E S) ~$
$0.669 / 1636 \leftrightarrows 6!$
0.6697163326 !

$$
\operatorname{COS}=2 \cdot 2000 \mathrm{E}-61 \quad \mathrm{SIN}=9.7550 \mathrm{E}-01
$$

$N=\quad D, \quad X=6.69716332600 E-01 \quad Y=6.69716332600 \mathrm{E}-01$
TO CONTIVJE WITH THESE DATA, TYFE 1-- OTHEHWISE 0 1!

け ADL NOISE, TYPE 1 - OIAEFWISE D
$0!$
TYGE NUEREH DF FEINT STEPS
5!
TYロE ITERATIJNS PEK PKINT (.LE. 131070)
1!
FOr TIY OUTPUT, TYPE 1 - FJr PLOi, TYPE 2
11
 2!

| .v | $\lambda$ | $Y$ | PSI | PSI/.V | CESARU | L. $\bar{F}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 6.69716E-\%1 | $6.69716 E-01$ | 0. |  |  |  |
| 1 | $6.69716 E-31$ | 5.70970e-32 |  |  |  |  |
| 2 | 5.73970E-02 | $-6.41453 \mathrm{E}-31$ |  |  |  |  |
| 3 | $-6.41453 \pm-01$ | 5.70970E-02 |  |  |  |  |
| 4 | 5.70970E- 22 | $6.69716 \mathrm{E}-91$ |  |  |  |  |
| 5 | 6.67716E-01 | $6.69716 \pm-01$ |  |  |  |  |

TYPE $\triangle$ DDITIUNAL NUMEEF OF PGINI STEPS
$0!$
$N=\quad 5, \quad X=6.697163526557469975426638314 \mathrm{D}-\mathrm{D1}$
$Y=6 \cdot 697163525924093539544517505 \mathrm{D}-01$

$A=1.34057142372 \mathrm{E}+0 \mathrm{D} \quad \mathrm{B}=-3.32547369256 \mathrm{E}-01$
$\mathrm{C}=6.62547609716 \mathrm{E}-01 \quad \mathrm{D}=1.64899751050 \mathrm{E}-01$
$D E T=1.30300000030 E+00$
LOG 10 LAivi $=0 . \quad L \bar{F}=1$

FON $Y=0.5 * F$, TYFE 1 -- OMHERGISE $\theta$ $0!$

-0.30232231729!
-0.33232231729!

$$
\operatorname{COS}=2.2000 \mathrm{E}-01 \quad 2 I V=9.7550 \mathrm{E}-01
$$

$N=\quad D, \quad X=-3.32322317290 E-D 1 \quad Y=-3.32322317290 E-01$
IT COvTINJE WIAA THESE DAIA, IYPE 1 - OTHEISVIDE $D$ $1!$

TO ADD NOISE, TYPE 1 -- OTHEHWISE 0 0!
TYPE NDMEER OF PKINT STEPS
5!
TYFE ITEAATIONS REK PBINE (.LE. 131078)
1!
FOK TIY OJTPUT, TYPE 1 -- FOH PLOT, TYPE 2
$1!$
FDR SHORT Print, SHORT WITH DIAGUSSIIC, OR FULL -- TYPE 1,2 , OK 3 2!

| v | x | $Y$ | PSI | PSI/S | CESAmO | LF |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 8 | $-3.82322 \mathrm{E}-21$ | -3.32322e-01 | \% |  |  |  |
| 1 | -3.32328E-61 | 3.54932E-01 |  |  |  |  |
| 2 | 3.54932E-01 | 6.59863E-01 |  |  |  |  |
| 3 | 6.5986.3E-61 | 3.54932E-61 |  |  |  |  |
| 4 | 3.54932E-01 | -3.】2322E-01 |  |  |  |  |
| 5 | -3.32322e-01 | -3.82322E-01 |  |  |  |  |

IYPE ADDITIOVAL NOMBER OF PAISI STEPS
$3!$

$$
\begin{aligned}
& v=\quad 5, \quad x=-3.823223172774069564533717612 \mathrm{D}-01 \\
& r=-3.323223172612120446023461331 \mathrm{~L}-01 \\
& V=\quad 5, \quad X=-3.32322317297 E-1 \quad Y=-3.82322317231 \mathrm{E}-01 \\
& A=0.53056324159 \mathrm{E}-02 \quad B=-3.93196232346 \mathrm{E}-31 \\
& C=3.95196232566 \mathrm{E}-31 \quad \mathrm{D}=2.25210772113 \mathrm{E}+30 \\
& \mathrm{DET}=1.05000302000 \mathrm{E}+00 \\
& \text { LJG } 10 \mathrm{LAM}=2 . \operatorname{ta036\% 26320E-61~LF}=1
\end{aligned}
$$



$$
Y_{0}=\frac{x_{0}}{\sqrt{\sin \alpha}}, \quad X_{0}=\frac{\cos \alpha}{\sqrt{\sin \alpha}} \quad X_{0}=Y_{0} \cos \alpha
$$

of course show the same behavior when introduced into the McMillan form of the transformation under consideration.

$$
\binom{0.118055}{0.536614} \approx\binom{X}{Y} \approx\binom{0.126965}{0.577114} \quad \text { and } \cdot\binom{0.180424}{0.820109} \approx\left\{\begin{array}{l}
X \\
Y
\end{array}\right) .
$$

The starting point $x_{0}=0.30, y_{0}=0$, for which some specific detailed results are given by Froeschlé in Ref. 1, corresponds essentially to

$$
X \doteq 0.06682367053919, \quad Y \doteq 0.30374395699631
$$

and exhibits very smooth behavior.
We have made computational runs -- usually of 2000 iterations duration, unless terminated (in a case corresponding to $x_{0}=0.55, y_{0}=0$ ) by $|Y|$ becoming very large $\left(|Y|>10^{160}\right)$-- for starting values similar to those mentioned above, namely for $X_{0}, Y_{0}$ corresponding to $y_{0}=0$ and

$$
x_{0}=0.30 ; 0.52,0.53, \ldots 0.57,0.58 ; 0.80,0.81
$$

The quantity $\psi_{n}=\log _{10}|\lambda|$ (when $|H T R| \geqslant 1$ ) and the sign of $\lambda$ (LF = sign of $H T R$ ) were printed, but with a diagnostic warning and a re-initialization of the cumulative matrix $\left|\begin{array}{ll}A & B \\ C & D\end{array}\right|$ to the unit matrix $\left|\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right|$ whenever the determinant $\left|\begin{array}{ll}A & B \\ C & D\end{array}\right|$ came to differ from unity (as a result of the matrix elements themselves becoming very large) by as much as $10^{-9}$. There also was exercised an option to print growth factors for cumulative differential distance growth:

$$
\begin{aligned}
& {\left[\left(\partial x_{n} / \partial x_{o}\right)^{2}+\left(\partial Y_{n} / \partial x_{o}\right)^{2}\right]^{\frac{1}{2}}=\sqrt{A^{2}+C^{2}}} \\
& {\left[\left(\partial x_{n} / \partial Y_{o}\right)^{2}+\left(\partial Y_{n} / \partial Y_{o}\right)^{2}\right]^{\frac{1}{2}}=\sqrt{D^{2}+B^{2}}}
\end{aligned}
$$

(and their common logarithms), although these quantities are not invariant to a canonical change of variables (as, for example, a simple scaling of $X$ by a constant factor and of $Y$ by the reciprocal of that factor) and also, in fact, their logarithms do not differ markedly (understandably) from $\psi=\log |\lambda|$ when $\psi$ is large.

We tabulate below an account of these various runs (in which, of course, printing was not requested at each iteration). Tests of program accuracy with respect to co-ordinate values ( $X, Y$ ) were made by repeating a run and introducing noise (uniform, in the range $\pm 0.5 \times 10^{-28}$ ) into each of the co-ordinates aftor cach iteration and examining the resultant difference in the co-ordinate values at the end of the two runs. Throughout all these runs (including those in which phase plots were definitely erratic and suggested a stochastic behavior) the sign of $\lambda_{n}[L F=\operatorname{Sign}(H T R)]$ continued to flip, so that the true stochastic behavior required for a C-system (a lower positive bound to $\lambda_{n}$ ) ${ }^{(7)}$ does not appear to be established.

| $x_{0}\left(\right.$ with $\left.y_{0}=0\right)$ | Length of Run (Iterations) | Did \|DET-1| exceed 10-9? (a) | Co-ordinate Error at End of Run ${ }^{(b)}$ | $\psi_{n}=\log _{10}\left\|\lambda_{n}\right\|$ <br> near End of Kun ${ }^{(c)}$ |
| :---: | :---: | :---: | :---: | :---: |
| 0.30 | 10000 | No | $6 \times 10^{-24}$ | > 2, (2.6) |
| 0.52 | 2000 | No | $6 \times 10^{-25}$ | 2, (2.7) |
| 0.53 | 2000 | No | $1 \times 10^{-24}$ | 2 to 3, (2.9) |
| 0.54 | 2000 | Yes, @ $\mathrm{N}=998$ | $1 \times 10^{-8}$ | - |
| 0.55 | 970 | Yes, @ $\mathrm{n}=484$ (us) | - - | Co-ordinates became large |
| 0.56 | 2000 | Yes, @ $\mathrm{N}=763$ | $6 \times 10^{-5}$ | - - |
| 0.57 | 2000 | No | $6 \times 10^{-24}$ | 3, (3.8) |
| 0.58 | 2000 | No (us) | $7 \times 10^{-22}$ | 6, (6.8) |
| 0.80 | 2000 | No | $8 \times 10^{-27}$ | $\approx 1,(1.4)$ |
| 0.81 | 2000 | No | $1 \times 10^{-19}$ |  |

(a) If Yes, the cumulative tangential-mapping matrix $\left(\begin{array}{ll}A & B \\ C & D\end{array}\right)$ was re-initialized.
(b) The larger of the errors in $X$ and in $Y$, resulting from noise.
(c) Estimated typical value, for runs in which matrix not re-initialized.

As a partial check of the work, graphs similar to those published by Froeschle' (Ref. 1, Figs. 2 and 4a) were constructed, and appeared to depict results in complete agreement with those curves. Specifically, the graph of our Fig. 2 shows the evolution of the Cesaro mean $\mu$, through 10000 iterations, for $x_{0}=0.3, y_{0}=0($ and $\cos \alpha=0.22)$, and is to be compared with Froeschle's Fig. 2. Likewise, our Figs. 3 \& 4 show $\mu$ vs. $x_{0}$, as evaluated after $200,300,500,900,1000,2000,5000$, and 10000 iterations -- of which the resuits for $n=2000$ (on our Fig. 4) may be compared with the corresponding curve of Froeschle's Fig. 4ia.

It has seemed of interest also to construct curves showing the evolution of $\mu, \underline{v s} . n$, for a sequence of starting values $x_{0}$ (with $y_{o}=0$ ), namely $x_{0}=0.20,0.30,0.40,0.50,0.52,0.53,0.54,0.55,0.56,0.57$, $0.58,0.60,0.70,0.80$, and $0.81-$ see Figs. $5-8$. Computation of results required for such plots was terminated, if $|H T R-1| \geqslant$ TEST, with TEST normally taken to be $10^{-9}$ although some dotted-line extentions of the results were obtained (for Fig. 7) by setting TEST $=5.0 \times 10^{-5}$.

As noted by Froeschle ${ }^{\prime}$, (1) the use of the Cesaro mean, $\mu$, for constructing such plots (or, perhaps preferably, use of the similar quantity ${ }_{\mu}^{*}$ introduced in Sect. IV, p. 20, of Ref. 1) certainly removes the distressing fluctuations that would be seen on plots of $\Psi$ or of $\theta$ vs. n. It may be noteworthy, however, that the plot of $\mu \mathrm{vs}$. n for $\mathrm{x}_{\mathrm{o}}=0.53$ -- a case for which erratic phase plots have been obtained ${ }^{(1)}$-- appears to show a monotonic decrease of $\mu$ with increasing $n$, extending from $n \cong 0$ through to the end of the run ( $n=10000$ ). This behavior seems somewhat at variance with that seen by Froeschle' for his transformation $T_{2}$, in which a run leading to "ergotic" coverage of the phase planc appeared to give values of $\mu^{*}$ (and of $\theta$ ) that did not tend to zero (sec upper curves on Fig. l of Ref. 1). Returning to the transformation under consideration in the present Note (equivalent to Froeschle's transformation $T_{1}$ ), we also notice from Fig. 7 that the curve of $\mu \mathrm{vs}$. $n$ for the starting condition $x_{0}=0.57$-- that also exhibits erratic phase-plane behavior -- shows a slow rise (at a very modest rate) only after the computations have progressed to fairly large $n$ values. $\mu$ vs. $n$ plots of other cases leading to erratic behavior (c.g., with $x_{0}=0.54,0.56$, and 0.81 ), moreover, fail to provide any clear evidence of "leveling off" before it was judged advisable to terminate computation of $\mu$ in the interest of computational accuracy (as judged by $\mid$ HTR - $1 \mid$ ).

In view of the remarks of the preceding paragraph, it may be suspected that the Cesaro mean, as introduced by Frocschlé, (l)

$$
\mu_{n}=\frac{1}{n} \sum_{m=1}^{n} \theta_{m}
$$

is a bit sluggish in its response to changes (e.g., to growth) of $\theta_{\mathrm{m}}$ or of $\Psi_{m}$. A possible alternative indicator, namely

$$
v_{n}=\frac{\sum_{m=1}^{n} e^{-\frac{n-m}{\tau}} \theta_{m}}{\sum_{m=1}^{n} e^{-\frac{n-m}{\tau}}},
$$


might serve desirably to give relatively greater emphasis to recent values of $\theta$-- taking, for example, $\tau=50$ (iterations). For comparison with some of the results obtained for $\mu$, we have made evaluations of $U_{n}$ (as defined above) for $x_{0}=0.52,0.53, \ldots 0.58,0.80$, and 0.81 -- taking $1 / \tau=0.02$ (and $\cos \alpha=0.22$, as before).

The results, in the form of plots of ves. $n$-- Figs. 9-11-may be compared with those given previously for $\mu$ vs. $n$ on similar scales (Figs. 6-8). Plotting typically was at intervais of 50 , 100 , or 200
iterations as the runs progressed, and the fiuctuations do not generally appear to be particularly troublesome in the plots of $v \underline{v s}$. $n$. The greater responsiveness of the $v$ vs. $n$ graphs is apparent and may be helfpul -- thus the runs begun with $x_{0}=0.52$ and with $x_{0}=0.53$ are scen to drop to lower values during the course of 10000-itcration runs and, indeed, show less distinction between them (despite the erratic character assigned to the phase plots of the $x_{0}=0.53 \mathrm{run}$ ). The succocding runs -- with $x_{0}=$ $.54,0.55,0.56$, and 0.57 -- also are more responsive, so that their eventual up-turns may be more evident. Similarly, in the final two runs of this sequence, that commenced with $x_{0}=0.80$ clearly drops further on the $v$ vs. $n$ plots and the run with $x_{0}=0.81$ gives some indication of a developing upward trend before evaluations of $\log 10|\lambda|$ were terminated. It is of interest to note [see Ref. 9, Sect. 4 (which refers in that Section to a pair of non-linear differential equations derived from a time-independent Hamiltonian function) -- esp. the two paragraphs beginning near the botton of $p .8$ and continuing through $p$. 10] that an approach of an eigenvalue pair $\left(\lambda_{1} \& \lambda_{2}=1 / \lambda_{1}\right)$ to a common value of magnitude unity can be associated with a confluence of eigenvector directions, since the eigenvector slopes are given ${ }^{(9,6)}$ by $\frac{\lambda-A}{B}$. The general circulation of points within or around the quite simple phase diagram shown as Fig. 1 in Ref. 9 appears to be sufficient reason to cause, in that case, such confluences to occur (more frequently when the circulation about the phase plane is more rapid) and in $\ln \left|\lambda_{1}\right|$ having no positive lower bound.

In conclusion, we may say that the evolution of the Cesaro mean $\mu$, employed by Froeschle', or (perhaps preferably) the cvolution of the similar quantity $v$ suggested here, provides a helpful indication of the development of the magnitude of the (greater) cigenvaluc of the cumulative tangential-mapping
matrix. From the examples rpeorted in the present note, however, graphs of such quantities evidently do not always provide a completely clear early means of distinguishing runs leading to apparently stochastic phase plots from those that do not -- see, for example, our graphs pertaining to a run commenced with $x_{0}=0.53$ and $y_{o}=0$.

Of particular significance, morcover, may be obscrvation that in all the cases examined there continued to be reversals in the sign of the eigenvalue, so that the motion under examination can be said to be not strictly that of C - system. Such sign reversals have been seen also to occur in previous studies -both with non-linear area-preserving algebraic transformations (with or without the region of interest enclosed by a firm separatrix) ${ }^{(8)}$ and also for a non-linear pair of first-order llamiltonian differential equations (with or without explict time dependence in the equations).
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# On A Form of McMillan's Transformation 

Suggested by P. Channell*

L. Jackson Laslett<br>Lawrence Berkeley Laboratory<br>University of California Berkeley, California

April 19, 1974

Paul Channell has indicated an interest in the McMillan transformation

$$
\left.\begin{array}{l}
x^{\prime}=y \\
y^{\prime}=-x+f(y)
\end{array}\right\}
$$

in which, in particular, he proposes taking the function $f$ to be such that

$$
\mathrm{f}\left(\xi_{0}\right)=\xi_{0}^{2}+\sqrt{\xi} .
$$

Since $f(\xi)$ can be written in this casc as

Work supported by the U.S. Atomic Energy Commission.

$$
\mathbf{f}(\xi)=\phi(\xi)+\phi^{-1}(\xi),
$$

where $\phi(\xi)=\xi^{2}$, the condition expressed by Eqn. (11) of McMillan's Chapter in the Condon Festschrift is fulfilled and we have the assured firm invariant curves (parabolas)

$$
y=x^{2}
$$

and

$$
x=y^{2}
$$

connecting the order-1 fixed points at 1,1 and at 0,0 (as is readily confirmed).

Within these boundaries we have the order-1 fixed points on the principal diagonal:

$$
\begin{aligned}
& x, y:(3-\sqrt{5}) / 2 \cong 0.381966 \\
& 0 \\
& 1
\end{aligned}
$$

and outside,

$$
(3+\sqrt{5}) / 2 \cong 2.618034
$$

The differential transformation is characterized by the matrix

$$
\left(\begin{array}{cl}
0 & 1 \\
-1 & f^{\prime}(y)
\end{array}\right)=\left(\begin{array}{cc}
0 & 1 \\
-1 & 2 y+\frac{1}{2 \sqrt{y}}
\end{array}\right)
$$

with a half-trace

$$
h t r=y+\frac{1}{4 \sqrt{y}}
$$

The values of htr at the three interior order-1 fixed points listed are

$$
\begin{aligned}
\frac{13-3 \sqrt{5}}{8} & \cong 0.78647451 \\
& \infty \\
& 5 / 4
\end{aligned}
$$

For the first of these, we have $\cos \mu=0.78647451 \ldots$ and

$$
\mu \cong 0.106(2 \pi)=0.106 \text { osc. ; }
$$

For the fixed points at $0,0 \& 1,1$ there are the respective (growing) eigenvalues and cigenvector slopes

$$
\mathrm{dy} / \mathrm{dx}=\lambda=[\mathrm{htr}]+\sqrt{[\mathrm{htr}]^{2}}-1=
$$

Within the area bounded by the curves

$$
y=x^{2}
$$

and

$$
x=y^{2}
$$

manyapparantly smooth invariant curves appear to exist [Interactive TTY Program FIRMB]. Some complexity has appcared to arise, however, as a result of some order-22 fixed-point systems that have been found to occur. Approximate co-ordinates for the fixed points of the stable and unstable order-22 fixed-point systems are appended. To determine whether phase-plane trajectories launched in the neighborhood of one of these unstable order-22 fixed points exhibit erratic behaviour may require carcful attention to the accuracy of (double-precision) computations performed in this region of the phase plane, since it has been found (Program FIRMB) that significant vlaues for phase-plane coördinates are obtained (with double procision) in this region only for computational runs that do not exceed some 6000 iterations.
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Computations extending the approxinate (circa l0D accuracy) outgoing eigenvector direction from the unstable order-22 fixed point at $0.9914196379,0.9893067373$ (approximately) toward the positive principal diagonal (by double-precision computations, as in Program FIRMB)* did suggest, however, that such an extension does not intersect the principal diagonal at right angles (and hence would lead to the development of loops). The results of such computations are conveniently examined through use of the variables

$$
\mathrm{SM}=\frac{\mathrm{x}+\mathrm{y}}{\sqrt{2}} \text { and } \quad \mathrm{DI}=\frac{\mathrm{x}-\mathrm{y}}{\sqrt{2}},
$$

For which one can examine whether or not the extension of the eigenvector direction traverses the line $\mathrm{DF}=0$ vertically.

The skeptical reader may wish a more thorough examination of this question -- as certainly could be undertaken in an entirely straightforward manner -- but it appears quite likely that loops of increasing elongation will develop as the cigenvector-directions extended approach the mirror point at $0.9893 \cdots, 0.9914$. In the casc that has been tentatively examined here, the crossing of the principal diagonal occurs in the neighborhood of $x=y=0.9918$-- i.e., further from the origin than the stable order-22 fixed point at $0.9908 \cdots, 0.9908 \cdots$.

[^65]

# Structure in R.F. Phase Plots* <br> ERAN-57 Continued <br> <br> L. Jackson Laslett <br> <br> L. Jackson Laslett <br> Lawrence Berkeley Laboratory University of California Berkeley, California 

May 20, 1974

In ERAN-57 we gave some examples of the structure that can develop in R.F. phase plots if the synchrotron oscillations are described for a coasting beam) not by differential equations of the form

$$
\begin{aligned}
& \frac{d Y}{d n}=-K \sin (\pi X) \\
& \frac{d X}{d n}=\lambda^{\prime} Y
\end{aligned}
$$

but by a discrete transformation

$$
\begin{aligned}
& Y_{n+1}=Y_{n}-K \sin \left(\pi X_{n}\right) \\
& X_{n+1}=X_{n}+\lambda^{\prime} Y_{n+1} .
\end{aligned}
$$

[^66][Here $K=e V_{o} / E_{S}$, for $\phi_{S}=\pi$, and $\lambda^{\prime}=\lambda / \pi=2 h(d t / t) /(\mathrm{dE} / E)$ if we identify $X$ as the electrical-phase error $(\Delta \phi)$ divided by $\pi$ and $Y$ as $\Delta E / E_{S}$ ] The transformation is seen to be area-preserving, and we accordingiy may regard $X, Y$ as a canonically-conjugate pair of variables. The computational results reported in ERAN-57 were confined to examples in which $\mathrm{K} / \pi=0.1$ and $\lambda^{\prime}=\lambda / \pi=0.1$

We recently have returned to examine this problem somewhat further, aided by the availability of a TEKTRONICS memory 'scope available for interactive use with the LBL CDC-6600 computer (double-precision program RFBUK). For mathematical or computational reasons it has proven convenient to employ the new variables

$$
\begin{aligned}
& x=X \\
& y=Y-\frac{1}{2} K \sin (\pi X)
\end{aligned}
$$

in this recent work, so that, in terms of these new variables, the transformation assumes the form

$$
\begin{aligned}
& x_{n+1}=x_{n}+\lambda^{\prime}\left[y_{n}-\frac{1}{2} K \sin \left(\pi x_{n}\right)\right] \\
& y_{n+1}=y_{n}-\frac{1}{2} K\left[\sin \left(\pi x_{n+1}\right)+\sin \left(\pi x_{n}\right)\right]
\end{aligned}
$$

The change of variables, from $X, Y$ to $x, y$ is characterized by a functional determinant of unity and the transformation written in terms of the new variables again is area preserving. It will be seen that in terms of these new variables possible phase-point trajectories will be symmetrical about both the $x$ - and the $y$-axes. In execution of the program RFBUK, the generalized
coordinate x is moduloed so as always to remain between -1 and +1 .
For fixed-points of order-1, such as occur at $\pm 1,0$ (and at $\pm 1, m \frac{2}{\lambda^{\top}}$ ), the eigenvalues are given by

$$
\mathrm{EIG}_{1,2}=1-\mathrm{Q} \pm \mathrm{SQ}
$$

and the associated eigenvector slopes by

$$
(d y / d x)_{1,2}= \pm \mathrm{SQ} / \lambda^{\prime},
$$

where

$$
\mathrm{Q}=\frac{\pi}{2} K \lambda^{\prime} \cos \left(\pi x_{\mathrm{FP}}\right) \quad \text { and } \quad \mathrm{SQ}=\sqrt{\mathrm{Q}(\mathrm{Q}-2)}
$$

The transformation enployed here of course permits harmonic passage through the (thin)cavity, with homologous phase trajectories occurring at intervals $\Delta y=2 / \lambda^{\prime}$. With $\lambda^{\prime}=0.1$ and $K / \pi-0.1$ (as in ERAN-57), buckets with fairly clean sepatrices (and apparent half-height $\delta y \cong 1.98331$ ) make their appearance. The eigenvalues and eigenvector slopes associated with the unstable fixed point at $-1,0$ are, in this case,

$$
E I G=1.36735945464072 \text { (and its reciprocal) }
$$

and

$$
\mathrm{dy} / \mathrm{dx}= \pm 3.18011432635279
$$

respectively. Additional structures are present in the phase diagram, however, as is illustrated by the order-2 fixed-point systems that develop at $y=10$. These order-2 systems become more clearly evident on plots made to a larger scale -- the stable fixed points are

$$
0,10 \text { and } \pm 1,10
$$

while the unstable fixed points are close to

$$
\pm 0.507851592430673,10
$$

The apparent separatrix formed by extension of the outgoing eigenvector direction from the fixed point at $-1,0$ (with $K / \pi=0.1$ and $\lambda^{\prime}=0.1$ ) is found, on close examination, to be not a simple smooth curve traversing the vertical axis at right angles -- and hence does not join smoothly with the reverse extension of the ingoing eigenvector direction that approaches 1,0 . This failure to intersect smoothly is made evident by a large-scale graph showing the extended eigenvector-directions in the immediate neighborhood of the $y$-axis. [To achieve a reasonable graph, some of the curvature has been removed by plotting

$$
\left.y_{c}=10^{11}\left(y-1.98330928669+2.34117 \mathrm{x}^{2}\right) \text { vs. } 10^{5} \mathrm{x} .\right]
$$

By virtue of the symmetry of the transformation, the reverse extension of the incoming eigenvector direction to 1,0 can be constructed by reversing the sign of $x$, and it is apparent that the two curves cross at $x=0$ with an angle $2(d y / d x) \cong 7 \times 10^{-9}$. Such a failure of these curves to join smoothly of course necessarily will require that their further extensions (forward or backward, respectively) will lead to the development of loops that become increasingly slender and elongated -- see ERAN-57, esp. Figs. 2 or 6. This irregularity, for the parameters mentioned, seems, however, to be rather minor -- the area of one of the half-loops just mentioned has been estimated in ERAN-57 as roughly $10^{-11} x, y$-units in this case.

If we now increase considerably the value of the parameter. $K$ in the transformation, the dimension of the main buckets will become a larger fraction of the distance between such buckets, and the smoothness (or lack of smoothness)
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of the apparent separatrices can become significantly modified.* This is illustrated by computations in which $K / \pi$ was increased eight-fold** to the value 0.8 (while $\lambda^{\prime}$ remained equal to 0.1 ).

In computational work with these parameters $\left(K / \pi=0.8, \lambda^{\prime}=0.1--\right.$ again with Program RFBUK) we immediately find that phase trajectories launched near the unstable fixed points of the main bucket system (e.g., near $-1,0$ or $-1,20$ ) are distinctly ragged (although this raggedness does not appear to extend much into the interior of the bucket region). The fixed-point system of order-2 (e.g., near $y=10$ ), moreover, opens up so that its general structure appears evident on a phase diagram that extends from $y=-6$ to $y=+26$. The unstable fixed points of this system at $y=10$ appear to 1 ie approximately at $x= \pm 0.5616567$ and evidence for higher-order systems is readily found (e.g., with stable fixed point near 0,6.61).

In summary, we have confirmed the existance of the somewhat subtle structure of the R.F. phase plots described in ERAN-57 and have indicated, by an example, that this structure and the complexity of the phase diagram become more obvious as the heights of the major buckets become an increasingly large fraction of the spacing between these buckets.t

[^67]\[

$$
\begin{aligned}
& \mathrm{K} / \pi=0.8 \\
& \lambda^{\prime}=0.1
\end{aligned}
$$
\]



$$
\begin{aligned}
& K / \pi=0.1 \\
& \lambda^{\prime}=0.1
\end{aligned}
$$

KTPI $=0.3$ scale

$$
\mathrm{X}-1.0 \mathrm{TO} 1.0
$$

$$
y-6.0 \text { TO } 26.0 \text { I }
$$



$$
\begin{aligned}
& K / \pi=0.1 \\
& \lambda^{\prime}=0.1
\end{aligned}
$$

K/PI $=0.3$
SCALE:
$x$ x -0.1 TO 0.1
Y. 6.0 TO 7.0 「

## L. Jackson Laslett

Lawrence Berkeley Laboratory<br>University of California<br>Berkeley, California

Detailed examination of computed particle trajectories has revealed a complexity and disorder that is of increasing interest to accelerator specialists. To introduce this topic, I would like you to consider for a moment the analysis of synchrotron oscillations for a particle in a coasting beam, regarded as a problem in one degree of freedom. A simple analysis replaces the electric field of the RF-cavity system by a traveling wave, having the speed of a synchronous reference particle, and leads to a pair of differential equations of the form

$$
\begin{equation*}
\mathrm{dy} / \mathrm{dn}=-\mathrm{K} \sin \pi \mathrm{x} \tag{la}
\end{equation*}
$$

where $y$ measures the fractional departure of energy from the reference value, $\pi x$ measures the electrical phase angle at which the particle traverses the cavity, and $K$ is proportional to the cavity voltage; and

$$
\begin{equation*}
\mathrm{dx} / \mathrm{dn}=\lambda^{\prime} y \tag{1b}
\end{equation*}
$$

in which $\lambda^{\prime}$ is proportional to the change of revolution period with respect to particle energy. It will be recognized that these equations can be derived from a Hamiltonian function

$$
\begin{equation*}
H=(1 / 2) \lambda^{\prime} y^{2}-(K / \pi) \cos \pi x \tag{2}
\end{equation*}
$$

Because this Hamiltonian function does not contain the independent variable explicitly, it will constitute a constant of the motion and possible trajectories in the $x, y$ phase space will be just the curves defined by $H=$ Constant, namely the familiar simple curves in phase space that are characteristic of a physical (non-1inear) pendulum.

If we note, however, that a localized cavity can affect the energy of a particle only when the particle encounters the cavity, it is natural to replace the differential equations by difference equations. Thus, measuring energy $y_{n}$ at the $n^{\text {th }}$ entry to the cavity, we write the transformation

$$
\left.\begin{array}{l}
y_{n+1}=y_{n}-K \sin \pi x_{n}  \tag{3a,b}\\
x_{n+1}=x_{n}+\lambda^{\prime} y_{n+1}
\end{array}\right\}
$$

(which can readily be shown to be area-preserving). Although alternatively the motion in this case could again be expressed by differential equations derivable from a Hamiltonian function, the Hamiltonian now would contain a periodic $\delta$-function of the independent variable as a factor multiplying the term $-(\mathrm{K} / \pi) \cos \pi x$ and hence could not be taken as a constant of the motion. (The differential equations, moreover, would be nonlinear, so that Floquet theory could not be applied.) The use of such a Hamiltonian formulation nonetheless can be helpful in analytic work, but difference equations of course are attractive for computational investigations.

It is of interest to take a quick look at some computational results obtained through use of a transformation equivalent to ( $3 \mathrm{a}, \mathrm{b}$ ) but written in terms of work-
ing variables $Y=y-(K / 2) \sin \pi x, X=x$, so that the transformation assumes the form

$$
\left.\begin{array}{l}
X_{n+1}=x_{n}+\lambda^{\prime}\left[Y_{n}-(K / 2) \sin \pi x_{n}\right]  \tag{3a',b'}\\
Y_{n+1}=Y_{n}-(K / 2)\left[\sin \pi X_{n}+\sin \pi x_{n+1}\right]
\end{array}\right\}
$$

with the result that the resulting phase diagrams will necessarily have a desirable symmetry about both the $X$ - and $Y$-axes. With $K / \pi=0.1$ and $\lambda^{\prime}=0.1$ we find what appear to be conventional bucket diagrams with buckets separated in $Y$ by $2 / \lambda^{\prime}$ for successive harmonic modes, although we may wish to return to the question of whether the bucket boundaries are as simple and definite as appears on Fig. 1.


Fig. 1. - $X, Y$ phase plot for a coasting beam under the influence of an R.F. cavity with $K / \pi=0.1, \lambda^{\prime}=0.1-$ as computed by Eqns. (3a', $\left.b^{\prime}\right) . X$ is plotted mod. 2.

We also find evidence of some "sub-harmonic" structure (with higher order fixed points) that, if enlarged some 60X, has the appearance shown in Fig. 2. ${ }^{3}$
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Fig. 2. - Circa 60 -fold vertical enlargement of central portion of Fig. 1, near $Y=10.0$, showing sub-harmonic structure.

If the cavity voltage is increased eight-fold (so $K / \pi=0.8$ ), the bucket areas are expected to become larger, and we indeed find this to be the case (Fig. 3), with an accompanying very marked increase of complexity


Fig. 3. - Phase plot similar to Fig. 1, but for operation with $K / \pi=0.8$, showing the obvious development of complex structure.
that is immediately apparent in the phase plot. Of particular interest is the evident diffuse character of phase trajectories generated by points launched close to the first-order unstable fixed points situated at $X= \pm 1$, since the bucket boundary in consequence no longer appears clearly defined.

In the first example ( $\mathrm{K} / \pi=0.1$ ), on the other hand, where the bucket width is some two and one-half times smaller in relation to the bucket separation, the presence of structure in the separatrix can be revealed computationally only with considerable care. ${ }^{4}$ To do this, one can extend from the unstable fixed points the eigenvector directions of the transformation linearized about these fixed points, and examine whether such curves intersect smoothly. One finds in fact that they do not quite do so, but generate loops (of a nature to be illustrated later) that in this instance ( $K / \pi=0.1$ ) have a very small area that amounts to only about $1 /\left(5 \times 10^{12}\right)$ of the area of the bucket itself.

Similar questions concerning the character of phase trajectories and the possible erratic or stochastic behavior of canonical mappings can arise in problems with more than one degree of freedom. As an example, Hénon and Hiles ${ }^{5}$ and subsequently Walker and Ford ${ }^{6}$ studied a model of an astronomical system, for which the Hamiltonian function was taken to be

$$
\begin{equation*}
\mathrm{H}=\frac{1}{2}\left(\mathrm{p}_{1}^{2}+\mathrm{p}_{2}^{2}+\mathrm{q}_{1}^{2}+\mathrm{q}_{2}^{2}\right)+\mathrm{q}_{1}^{2} \mathrm{q}_{2}-\frac{1}{3} \mathrm{q}_{2}^{3} . \tag{4}
\end{equation*}
$$

The cubic terms appearing here as coupling terms become increasingly significant for increasingly large values of H -- which is itself a constant of the motion. With the coupling terms present, however, and in the absence of any simple constant of the motion other than H , a given phase trajectory might be expected to wander (ergodically) over virtually all of a three-dimensional surface specified by $\mathrm{H}=\mathrm{Constant}$ (and that will be a closed surface for values of $H$ below the dissociation energy). If, on the other hand, some additional integral of the motion were in fact also acting, the phase points of a given trajectory then would be constrained to lie on a two-dimensional surface, and graphs of the intersection of such surfaces with some selected plane or other surface (a "surface-of-section') would lead to simple curves in this plane rather than to a scattering of points. Computations of this nature indicated that for sufficiently small values of energy (e.g., $\mathrm{H} \leqslant 1 / 12$ ) only curves that to computer accuracy were smooth (and relatively simple) were formed by intersection with the plane $q_{1}=0$ (and $p_{1} \geqslant 0$ ). Examples in which the energy of the particles was successively raised, however, resulted in the development of ragged island structures or of apparent stochastic behavior over increasingly large portions of this surface-of-section (Fig. 4).


Fig. 4. - Phase plots, in the surface of section $q_{1}=0$, resulting from the equations implied by the Hamiltonian function (4) -- for increasing values of the energy. [After Walker and Ford. ${ }^{6}$ ]

Such behavior appears concordant with the "KAM" (Kolmogorov-Arnol'd-Moser) theory (see Refs. 58, 59, \& 60 of our Ref. 1c), which suggests that many of the invariant curves or surfaces present in the absence of the perturbation will persist, with only minor distortion; in the presence of a sufficiently small perturbation (see, however, Note 7). It is of interest, of course, to determine or to estimate the circumstances (e.g., perturbation strength) at which the KAM theory becomes inapplicable and extended regions of erratic (or stochastic) behavior develop. As was suggested by our first examples, and has been expoynded more extensevely by Zaslavskij and Chirikov, ${ }^{16,8}$ one means for obtaining such estimates may be by determining the ratio of resonance width [ $\delta \omega=(\mathrm{d} \omega / \mathrm{dI}) \mathrm{r}^{\delta I}$ ] to the distance $(\Delta \omega)$ to the nearest neighboring resonance.

Additional tests (to be mentioned below) may be required to determine the degree of disorder associated with the movement of phase points in such stochastic regions. We may first note, however, that the existence of nested closed invariant curves in a plane -- as suggested by the KAM theorem for a problem in one degree of freedom -- prevents phase points from moving outward or inward to regions of substantially different "amplitude" (in the absence of noise). With more than one degree of freedom, however, stochastic layers may intersect, to form an intricate system of channels along which a phase point can slowly diffuse and result in instability. The possibility of such "Arnol'd diffusion" has been demonstrated by Arnol'd [Ref. 35 of our Ref. 1c; stated simply the example considered by Arnol'd is comprised of a physical pendulum and a simple-harmonic oscillator, with a time-dependent coupling (that also depends on the phases, or angle variables, of these oscillations)].

It should be pointed out that some non-linear transformations -- say for a system with one degree of freedom -- will not lead to the disappearance of some or all of the invariant phase curves at substantial amplitudes. Thus for transformations of the form

$$
\begin{equation*}
x_{n+1}=y_{n} ; \quad y_{n+1}=-x_{n}+f\left(y_{n}\right), \tag{5a,b}
\end{equation*}
$$

MCMillan ${ }^{9}$ has shown that if $f(y)$ can be written as $\Phi(y)+\Phi^{-1}(y)$ (where $\Phi^{-1}$ denotes the function inverse to $\Phi)$, then the curves $y=\Phi(x)$ and $x=\Phi(y)$ will constitute invariant curves. Such curves will pass through the first-order fixed point(s) situated at the intersection(s) of $y=(1 / 2) f(x)$ with the principal diagonal. An enclosed area can thereby be formed from which phase points cannot escape even if the behavior in portions of the interior becomes highly stochastic. This is illustrated by an example (Fig. 5) in which

$$
\begin{equation*}
f(y)=\frac{1}{2}(3 y-1)-\frac{1}{2} \frac{k^{2}}{y+1}+\sqrt{y^{2}+k^{2}} \tag{6a}
\end{equation*}
$$

and

$$
\begin{equation*}
\Phi(x)=x-1+\sqrt{x^{2}+k^{2}} . \tag{6b}
\end{equation*}
$$

Such a situation also can develop when $f(y)$ is a stepwise linear function of $y$ with discontinuities of slope, as has been noted by Dr . Judd [see, for example, Figs. 13 and 14 ( $\mathrm{pp} .27-28$ ) of Ref. 10]. If $f(y)$ is of the form

$$
\begin{equation*}
f(y)=-\left(B y^{2}+D y\right) /\left(A y^{2}+B y+C\right) \tag{7}
\end{equation*}
$$

moreover, the entire phase plane will be covered by a family of simple invariant curves -- see, for example, the cases ${ }^{9} f(y)=2 k y /\left(1+y^{2}\right)$, with the invariants $x^{2} y^{2}+x^{2}+y^{2}-2 k x y=$ Constant, and $f(y)=2 k y /\left(1-y^{2}\right)$, with the invariants $x^{2} y^{2}-x^{2}-y^{2}+2 \mathrm{k} x y=$ Constant, illus trated by Figs. 6-8.


Fig. 5. - Phase diagram for the transformation (5a,b), with $f(y)$ given by Eqn. (6a). The scattered points result from computations initiated with $x_{0}=y_{0}=0.25$, but must remain within the separatrix defined by the function $\Phi$ [Eqn. (6b)].


Fig. 6. - Invariant curves for the transformation (5a,b) with $f(y)=2 \mathrm{ky} /\left(1+\mathrm{y}^{2}\right)$ and $\mathrm{k}=2 / 3$. [Figs. 6-10 after McMillan. ${ }^{9}$ ]


Fig. 7. - Invariant curves for the same transformation as in Fig. 6, but with $k=1.36$.


Fig. 8. - Invariant curves for the transformation (5a,b) with $f(y)=2 k y /\left(1-y^{2}\right)$ and $k=0.64$.

It is of interest to examine the mechanism whereby irregular behavior can develop in the neighborhood of unstable fixed points, taking as an illustration an example suggested by Progessor deVogelaere that [when generalized and rewritten in variables leading to the form (5a,b) advocated by McMillan] employs

$$
\begin{equation*}
f(y)=2\left[T y+(1-T) y^{2}\right] \tag{8}
\end{equation*}
$$

First-order fixed points appear at $(0,0)$ and at $(1,1)$. For $\mathrm{T}=0$, this transformation, when linearized about the unstable fixed point at (1,1), can be represented by the matrix $\left(\begin{array}{rr}0 & 0 \\ -1 & 4\end{array}\right)$, with eigenvalues and eigenvector slopes

$$
\begin{equation*}
\lambda=2 \pm \sqrt{3}, . d y / d x=\lambda . \tag{9}
\end{equation*}
$$

A line segment extending downward from the fixed point ( 1,1 ) with the slope $2+\sqrt{3}$, if subjected to repeated applications of the transformation, generates the loops shown in Fig. 9; similarly a line segment of slope $2-\sqrt{3}$, if extended by the inverse transformation, generates the mirror-image curve (mirrored about the principal diagonal). Points such as A, B, C $\cdots$ progress toward the fixed point in smaller and smaller steps and, since the transformation is area-preserving, the associated loops clearly must become increasingly elongated as they become increasingly narrow from repeated applications of the forward transformation. The evolution of such loops clearly will become quite intricate (Fig. 10),


Fig. 9. - Plot of the extensions of the eigenvector directions from the unstable fixed point at ( 1,1 ), for the deVogelaere transformation expressed in McMillan's variables [Eqns. ( $5 \mathrm{a}, \mathrm{b}$ ) and (8), with $\mathrm{T}=0$ ]. The areas of the loops marked $L$ are all equal, by virtue of the area-preserving character of the transformation and the inherent symmetry about the principal diagonal.


Fig. 10. - A partial extension of the curves shown on Fig. 9.
but the loops apparently need not permeate the entire "interior" -- portions of an inward loop can, in fact, enter, on a later iteration, into the interior of an outward-1ying loop (as indicated on Fig. 10). ${ }^{11}$ It is clear, however, that the development of such a loop system can readily give rise to an apparent stochastic motion of phase points in portions of the phase diagram - - most particularly near an unstable fixed point such as that mentioned here.

The existence of a firm separatrix, or of an extensive family of invariant curves generally, can be extremely sensitive to the exact form of the transformation. 12 A case of some physical interest arises in computational studies relating to the Toda Lattice. ${ }^{13}$ This one-dimensional lattice consists of particles interacting through exponential pair potentials and can propagate certain non-1inear wave forms ("solitons") without change of shape. One computational investigation ${ }^{14}$ of stability for a three-particle lattice (with periodic boundary conditions) has commenced with a Hamiltonian function
$\mathrm{H}=\frac{1}{2}\left(\mathrm{P}_{1}{ }^{2}+\mathrm{P}_{2}{ }^{2}+\mathrm{P}_{3}{ }^{2}\right)+\mathrm{e}^{-\left(\mathrm{Q}_{1}-\mathrm{Q}_{3}\right)}+\mathrm{e}^{-\left(\mathrm{Q}_{2}-\mathrm{Q}_{1}\right)}+\mathrm{e}^{-\left(\mathrm{Q}_{3}-\mathrm{Q}_{2}\right)}$.
By a canonical transformation of variables, in recognition of the invariance of this system to translation -- so that $I_{1}=P_{1}+P_{2}+P_{3}$ constitutes a constant of the motion -- the Hamiltonian (10) becomes expressible as a function of two pair of conjugate variables in the form
$H=\frac{1}{2}\left(p_{1}^{2}+P_{2}^{2}\right)+\frac{1}{24}\left[e^{\left(2 q_{2}+2 \sqrt{3} q_{1}\right)}+e^{\left(2 q_{2}-2 \sqrt{3} q_{1}\right)}+e^{-4 q_{2}}\right]$,
which is identical to the Hénon-Heiles Hamiltonian function (4) through terms of third order. It is of interest to examine whether in the present case constants of the motion other than H act to restrict the motion. Computationally it was found -- again using the surface-of-section $q_{1}=O\left(p_{1}>0\right)-$ that in this case simple invariant curves apparently continued to exist in the $q_{2} p_{2}$, plane, even for very large values of $H$. Stimulated by this result, Hénon ${ }^{15}$ has directed attention to an additional integral of the motion that is valid in this case; the constants of the motion for the three-particle lattice then can be written in a form that we may express as ${ }^{16}$

$$
\begin{align*}
& H=\text { Constant }  \tag{12a}\\
& \begin{aligned}
& P_{1}+P_{2}+P_{3}=\text { Constant, and } \\
& P_{1} P_{2} P_{3}-P_{1} e^{-\left(Q_{3}-Q_{2}\right)}- P_{2} e^{-\left(Q_{1}-Q_{3}\right)}-P_{3} e^{-\left(Q_{2}-Q_{1}\right)}= \\
&=\text { Constant. }
\end{aligned} \tag{12~b}
\end{align*}
$$

[Evidently ${ }^{15}$ further analytic work in fact has now established that the n-particle Toda lattice with periodic boundary conditions (or with fixed ends) is a "completely integrable" system.]

It is of some interest to seek means for anticipating whether stochastic behavior will occur in various portions of a phase diagram and to examine the character of such stochastic behavior as does occur. What we here have loosely termed stochastic behavior can be catalogued with respect to a hierachy of properties (ergodicity, mixing, $\cdot \cdots$ ), indicative of increasing disorder, that are fundamentally significant for statistical mechanics. $\begin{aligned} & \text { a,e } \text { of particular interest to the accelerator de- }\end{aligned}$ signer, of course, is the determination of a threshold beyond which stochastic behavior will set in and may act to carry a phase point to unacceptably large amplitudes. As noted earlier, stochastic behavior appears to be associated with overlapping resonances, 1 C and this concept has served as the basis for some analytic esti-
mates of stochasticity limits. ${ }^{1 c, 17}$ It has been noted by Rene deVogelaere and confirmed in subsequent computations ${ }^{18}$ that for a particular class of fixed-point families -- say those with rotation of the form $m /(4 m+1)$ -- there is a closely linear relationship between the order of the resonance $(4 \mathrm{~m}+1)$ and $\ln \left\lvert\, 1-\frac{1}{2}\right.$ Trace $\mid$ through many decades ('Trace" denoting the trace of the tangential-mapping or differential matrix associated with the $4 \mathrm{~m}+\mathrm{l}$ iterations required to map a given fixed. point onto itself). Such regularities, and others relating to the apparent size of the stable areas about high-order fixed points (e.g., as estimated from the intersection angle of eigenvectors), have been considered useful indicators of the change if character of a mapping at certain amplitudes.

## A computational procedure of considerable interest

 for recognizing stochasticity is that in which one follows the evolution of the distance between two initially very close points in phase space. In practice it can prove desirable to reduce the separation from time to time by a recorded factor whenever the separation becomes excessive during the computations, or, perhaps preferably, to evaluate the growth of an infinitesimal vector through use of the cumulative tangentialmapping matrix. A high degree of stochasticity can be ascribed to the behavior of the transformation if there are such vectors whose length generally grows beyond the first iteration by a factor greater than unity (while others may similarly Contract). (Ref. 1a, p. 55; for examples, see Ref. 21.) An analogous procedure -- that can be more attractive, although possibly of a less direct basic significance -- is an investigation of the growth of the eigenvalue(s) of the cumulative tangential mapping. Such eigenvalues can change sign repeatedly during the course of many iterations, and hence will be seen to decrease from time to time, but an exponentially increasing trend in eigenvalue magnitude is likely to be associated with a similar type of increase for the lengths of the vectors mentioned previously. The nature 22 of eigenvalue growth has been illustrated by Froeschle ${ }^{22}$ for the transformation ${ }^{23}$$$
\left.\begin{array}{l}
x_{n+1}=x_{n} \cos \alpha-\left(y_{n}-x_{n}^{2}\right) \sin \alpha  \tag{13a,b}\\
y_{n+1}=x_{n} \sin \alpha+\left(y_{n}-x_{n}^{2}\right) \cos \alpha
\end{array}\right\} .
$$

The general characteristics of this transformation, expressed in variables such that the transformation has the symmetry of McMillan's form, is seen on Fig. 11. On an expanded scale (X10), we see (Fig. 12) the sudden onset of erratic behavior as the starting values for the transformation are successively increased (in steps $\Delta x_{0}=0.0025$, for $y_{0}=0$ ), and on a scale expanded by a Iurther factor $100 / 6$ we see (Fig. 13) the presence of a great deal of additional structure within a portion of this "stochastic" region. Associated with the transition to the stochastic region there appears to be a marked change in the manner of growth of $\psi_{n}=\log \left|\lambda_{n}\right|$ (linear, vs. $n$, in the stochastic case $=-$ nndicative of an exponential trend for $\left|\lambda_{n}\right|$ ) or of the "Cesaro mean" $\mu_{\mathrm{n}}=\frac{1}{n} \sum_{\mathrm{m}=1}^{\mathrm{n}} \frac{1}{\mathrm{~m}} \psi_{\mathrm{m}}$ (constancy in the stochastic case, monotonically decreasing otherwise -- Fig. 14). ${ }^{24}$ Such methods indeed may prove useful in investigating computationally the possible development of stochastic motion in storage-ring devices. Extended computations of this nature can present challenging problems with respect to computer accuracy. 25


Fig. 11. - Apparantly-smooth phase curves and a scattering of points resulting from iteration of the transformation (lla,b), with $\cos \alpha=0.22$ and coordinates $X, Y$ appropriate to expressing the transformation in the form ( $5 a, b$ ). ${ }^{23}$ Five islands of stability (containing stable fixed points of order 5) are seen surrounding the area associated with the order-l fixed point at the origin. The outermost smooth curve, shown as bounding this inner area, resulted from the starting values $x_{0}=0.5350, y_{0}=0$ (Froschlé notation), and the scattered points result from $x_{0}=0.5375, y_{0}=0 . \quad$ Scale (as indicated by the coordinate axes): -1.0 to 1.0


Fig. 12. - Enlarged portion (10X) of Fig. 11, showing seven smooth phase trajectories resulting from starting values $x_{0}=0.5200,0.5225, \cdots 0.5350$ (and $y_{0}=0$ ) and a scattering of points resulting from $x_{0}=0.5375$, $y_{0}=0$. Note the occurrence of open areas within the region covered by the scattered points -- for example the area surrounding an (unplotted) stable fixed point of order 65 at $X \cong 0.476, Y \cong 0.521$
Scale: 0.38 to 0.58


Fig. 13. - Detailed multiple-island structure in the immediate neighborhood of an order- 65 stable fixed point (shown here just below the center of the diagram) of which mention has been made in the caption to Fig. 12. Scales: 0.470 to 0.482 for $X, 0.516$ to 0.528 for $Y$.


Fig. 14. - Plots of the "sliding mean", $V_{n}$ (Note 24), vs. $n$, obtained from computations begun (i) with initial conditions leading to the last smooth curve of Fig. 12 ( $x_{0}=0.5350$ ) and (ii) with initial conditions leading to the scattered points on that Figure ( $x_{0}=0.5375$ ), of which only the results for the latter case indicate a general exponential upward trend of $\left|\lambda_{n}\right|$.
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FOR A BEAM SUBJECTED TO STOCHASTIC COOLING

## L. Jackson Laslett

U.C. Lawrence Berkeley Laboratory*

Berkeley, California, U.S.A.
I. INTRODUCTION. The suggestion of S. van der Meer ${ }^{(1)}$ for stochastic cooling or feedback damping of a circulating charged particle beam offers promise of increasing the luminosity of a storage ring and may be a particularly attractive technique if antiprotons are to be employed as one of the beams in such a device. Encouraging initial tests of such a system have been reported from CERN by P. Bramham et al.. (2) and further tests are in progress in that Laboratory. (3)

The original report of van der Meer (l) considered the repeated use of a kicker to suppress the transverse phase-space displacement of the centroid of a group of particles detected at a pick-up station situated up-stream (e.g., by $\left.5 \lambda_{8} / 4\right)$, (2) and the report estimated the expected rate of damping of the mean-square oscillation amplitude. In the present report we extend this analysis so as to provide information on the manner in which the character of the amplitude distribution function may be affected by the damping procedure mentioned above. It is believed that information concerning the evolution of the form of the distribution function may be of particular interest in cases in which a "halo" is imposed on the distribution by injection of a group of particles to supplement those in a beam that has already been subjected to appreciable feedback damping. Results of the analytic work will be illustrated, and compared with the results of simulation computations.

For consistency with the approach of van der Meer, we continue to assume that the kicker truly results in a zero transverse phase-space displacement for the centroid of the group of particles to which it is applied-although with a single pick-up device, capable of detecting spatial displacements only, the time scale of the damping process in fact may be doubled. We further ignore such potentially significant complications as imperfect amplifier performance, extraneous noise, or loss of particles to the chamber walls, and we restrict the analysis to the case in which complete "mixing" (or phase decoherence) is assumed to occur between successive applications of the correction procedure.
II. ANALYSIS. A single application of the full van der Meer correction leads to new particle amplitudes $A_{i}^{\prime}$ given, for $N$ particles, by

$$
\begin{equation*}
A_{i}^{\prime 2}=A_{i}^{2}-(2 / N) A_{i} \sum_{j} A_{j} \cos \left(\phi_{i}-\phi_{j}\right)+\left(1 / N^{2}\right) \sum_{j} \Sigma_{k} A_{j} A_{k} \cos \left(\phi_{j}-\phi_{k}\right) \tag{1}
\end{equation*}
$$

Thus, for random relative phases and $N \gg 1$, the average change of the $A_{i}^{2}$ is
expected to be expected to be

$$
\begin{equation*}
\left\langle\Delta\left(A^{2}\right)\right\rangle=-(2 / N)\left\langle A^{2}\right\rangle+(1 / N)\left\langle A^{2}\right\rangle=-(1 / N)\left\langle A^{2}\right\rangle, \tag{2}
\end{equation*}
$$

as given by van der Meer. (1) Accordingly, with $u=A^{2}, \tau=t / N$, and time ( $t$ ) measured in units of the time between successive corrections,

$$
\begin{equation*}
d\langle u\rangle / d \tau=-\langle u\rangle \tag{3}
\end{equation*}
$$

with the solution $\langle u\rangle=C \exp (-\tau)$ [where $C=\left.\langle u\rangle\right|_{t=0}$ ]
--regardless of the form of the initial distribution, provided only that complete phase mixing occurs between successive corrections. A similar analysis [Appendix A] can be performed for a beam considered to be composed of (say) two groups for which the evolution of their individual mean square amplitudes is of interest.

A binominal development of Eq. (1) to obtain $\Delta\left(u_{i}{ }^{p}\right)$ suggests the relations

$$
\begin{equation*}
\mathrm{d}\langle\mathrm{u} \mathrm{p}\rangle / \mathrm{d} \tau=-2 \mathrm{p}\left\langle\mathrm{u}^{\mathrm{p}}\right\rangle+\mathrm{p}^{2}\langle\mathrm{u}\rangle\langle\mathrm{up}-1\rangle, \tag{5}
\end{equation*}
$$

at least for integer $p \geqslant 0$, thus providing a soluble sequence of ordinary differential equations for the (even) amplitude moments [with $\langle u\rangle$, corresponding to $p=1$, given by Eq. (4)]. A distribution function $f(u ; \tau)$, of squared amplitude that satisfies the partial differential equation

$$
\begin{equation*}
\partial f / \partial \tau=2 \partial(u f) / \partial u+C \exp (-\tau) \partial(u \partial f / \partial u) / \partial u \tag{6}
\end{equation*}
$$

will be found (by integration over the distribution and the assumption of reasonable characteristics for $f$ and for $\partial f / \partial u$ at the limits) to be consistent with the moment equation (5).(4) Numerical or analytic solution of Eq. (6) thus may provide a useful means for predicting the evolution of the form of a prescribed initial distribution and indeed (Sect.III) has been found in test examples to provide results consistent with simulation computations.

A formal analytic solution to Eq. (6) can be written in terms of Laguerre polynominals in the form $(6,7)$

$$
\begin{equation*}
f(u ; \tau)=\langle u\rangle^{-1} \exp (-v) \sum_{m=0} \alpha_{m} \exp (-m \tau) L_{m}(v) \tag{7a}
\end{equation*}
$$

(as can be readily confirmed, term-by-term, by reference only to the Laguerre differential equation), where we have written

$$
\begin{equation*}
\mathrm{v}=\mathrm{u} /\langle\mathrm{u}\rangle \text { and }\langle\mathrm{u}\rangle \text { is as given by Eq. (4). } \tag{7b}
\end{equation*}
$$

With the adoption of this solution, the coefficients $\alpha_{m}$ are to be evaluated in terms of the initial distribution function (making use of the weighted orthonormality of the Laguerre polynominals) as (8)

$$
\begin{equation*}
\alpha_{m}=\int_{0}^{\infty} f(u ; 0) L_{m}(u / C) d u \tag{7c}
\end{equation*}
$$

The formal solution, Eq. (7a), is attractive, and informative, in that it immediately suggests that as time increases (and the higher order factors exp ( $-\mathrm{m} \mathrm{\tau}$ ) become increasingly small), the form of the distribution $f(u ; \tau)$ will approach a pure exponential function, of width characterized by $\left\langle A^{2}\right\rangle=\langle u\rangle=C \exp (-\tau)--$ as was found in initial simulation computations. We note, however, the alternative closed form solution given in (7).
III. EXAMPLE. As an example we consider the evolution of the two-group distribution function

$$
\begin{equation*}
f(u ; 0)=n_{1} \exp \left(-u / C_{1}\right)+n_{2} \exp \left(-u / C_{2}\right), \tag{8a}
\end{equation*}
$$

with $n_{1}+n_{2}=l$ and the initial mean square amplitude then given by

$$
\begin{equation*}
c=\left.\langle u\rangle\right|_{\tau=0}=n_{1} c_{1}+n_{2} c_{2} . \tag{8b}
\end{equation*}
$$

Such an initial distribution may typify a beam composed of a core and a halo component, of which mention has been made in the Introduction. Simulation computations performed with the initial distribution specified by Eq. (8a) indicate the expected melding of the groups to form ultimately a composite group of simple exponential form whose mean square amplitude continues to damp in the expected manner ( $\langle u\rangle=C \exp (-\tau)$ ). Figures la-d illustrate this behavior, with results for the individual groups indicated by dashed lines and results for the total distribution shown by a solid line. [Note that, because of the shrinkage of amplitude as the damping progresses, we have plotted $\langle u\rangle f(u ; \tau)$ vs. $u /<u\rangle$.]

Results in agreement with those depicted on Figs.la-d are obtained through use of the formula given in ${ }^{(7)}$ for $f(u ; \tau)$. With the initial distribution considered here, this formula gives ${ }^{(9)}$ (with $\langle u\rangle=C \exp (-\tau)$ )


Fig.1. $n_{1}=0.6, n_{2}=0.4$

$$
C_{1}=5.0, \quad C_{2}=15.0 \quad(C=9.0)
$$



Fig. 2. Composite $A^{2}$ distribution for $\tau=0$ and $\tau=1$.


Fig.3. Approach of $A^{2}$ distribution to an exponential form.


Fig.4. Convergence of the root-meansquare amplitudes to a common value.


Fig. 5. Evolution of root moments of composite distribution, to approach constant ratios.

$$
\begin{align*}
f(u ; \tau)=\frac{e^{-u /\langle u\rangle}}{\langle u\rangle} & {\left[n_{1} \frac{c}{\left(1-e^{-\tau}\right) c+e^{-\tau} c_{1}} \exp \left(-\frac{c-C_{1}}{c} \frac{u}{\left(1-e^{-\tau}\right) c+e^{-\tau} c_{1}}\right)\right.} \\
& \left.+n_{2} \frac{c}{\left(1-e^{-\tau}\right) c+e^{-\tau} c_{2}} \exp \left(-\frac{c-c_{2}^{2}}{c} \frac{u}{\left(1-e^{-\tau}\right) c+e^{-\tau} c_{2}}\right)\right] \tag{9}
\end{align*}
$$

The distribution $f(u ; \tau)$ can also be computed, with identical results, from Eqs. (7) in cases for which the convergence of Eq. (7a) permits numerical evaluation. (10) The change of form of the distribution function for the composite beam is directly shown, by a comparison of results for $\tau=0$ and for $\tau=1.0$, on Fig. 2 . The approach of this distribution function to an exponential form is most clearly apparent from the semi-logarithmic plot of Fig. 3.

The behavior of the mean square amplitudes of the individual groups is most readily computed from the results presented in Appendix $A$. The convergence of the associated root-mean-square amplitudes, for the individual groups and for the composite group, to a common value is illustrated graphically in Fig. 4 . Similarly, $<(A(T))^{2}>^{\frac{1}{2}}$ and higher root-moments approach constant ratios, characteristic of an exponential distribution function $f(u ; t)$ as illustrated in Fig. 5 .
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## APPENDIX A

Evolution of the Mean Square Amplitudes of the Individual Groups of a Two-Group Distribution

For a distribution regarded as comprised of two groups,

$$
\begin{aligned}
\Delta\left[\left(A_{i_{1}}^{(1)}\right)^{2}\right]= & -(2 / N) A_{i_{1}}^{(1)} \sum_{j_{1}} A_{j_{1}}^{(1)} \cos \left(\phi_{i}^{(1)}-\phi_{j}^{(1)}\right)+\sum_{j} A_{2}^{(2)} \cos \left(\phi_{i}^{(1)}-\phi_{j}^{(2)}\right) \\
& +\left(1 / N^{2}\right) \sum_{j} \sum_{k} A_{j} A_{k} \cos \left(\phi_{j}-\phi_{k}\right)
\end{aligned}
$$

for the $\frac{t h}{} \frac{t h}{}$ particle of Group 1. The random phase assumption then leads to

$$
\frac{d}{d t}<\left(A^{(1)}\right)^{2}>=-(2 / N)<\left(A^{(1)}\right)^{2}>+\left(1 / N^{2}\right)\left[N^{(1)}<\left(A^{(1)}\right)^{2}>+N^{(2)}<\left(A^{(2)}\right)^{2}>\right]
$$

or

$$
\left.\left.\frac{d}{d \tau}\left\langle\left(A^{(1)}\right)^{2}\right\rangle=-2<\left(A^{(1)}\right)^{2}\right\rangle+\left[n_{1}\left\langle\left(A^{(1)}\right)^{2}\right\rangle+n_{2}<\left(A^{(2)}\right)^{2}\right\rangle\right]
$$

(where, as in the text, $N^{(1)}=n_{1} N$ and $N^{(2)}=n_{2} N$, and similarly for $\left.d<\left(A^{(2)}\right)^{2}\right\rangle / d \tau$. Accordingly, with $C_{1}, C_{2}$ denoting the initial respective mean square amplitudes of groups 1 and 2 , we may write the solution of these equations as

$$
\left.\left\langle(A(1))^{2}\right\rangle=\left[C_{1}+n_{2}\left(C_{2}-C_{1}\right)\left(1-e^{-\tau}\right)\right] e^{-\tau},<\left(A^{(2)}\right)^{2}\right\rangle=\left[C_{2}+n_{1}\left(C_{1}-C_{2}\right)\left(1-e^{-\tau}\right)\right] e^{-\tau}
$$

## Equation (6) as a Fokker-Planck Equation

With $f(u ; \tau)$ denoting the distribution function for $u=A^{2}$ and $\psi(u, \delta u)$ denoting the probability of an increment $\delta u$ to the quantity $u$ in a time interval $\delta t$,

$$
f(u ; t+\delta t)=\int_{-u}^{\infty} f(u-\delta u ; t) \psi(u-\delta u, \delta u) d(\delta u)
$$

as is characteristic of a Markoff process. A Taylor development of this relation then leads to

$$
\frac{\partial f}{\partial t}=-\frac{\partial}{\partial u}[f \cdot\langle\delta u\rangle]+\frac{1}{2} \frac{\partial^{2}}{\partial u^{2}}\left[f \cdot\left\langle(\delta u)^{2}\right\rangle\right],
$$

where the quantities $\langle\delta u\rangle$ and $\left\langle(\delta u)^{2}\right\rangle$ are functions of $u$ that represent averages (over the permissible range of $\delta u$ ) of changes or squared changes of $u$ expected per unit interval $\delta t$.

In the present application, with $\delta u$ for an $i \frac{\text { th }}{\text { particle given by }}$

$$
\delta u=\delta\left(A^{2}\right)=-(2 / N) A_{i} \sum_{j} A_{j} \cos \left(\phi_{i}-\phi_{j}\right)+\left(1 / N^{2}\right) \sum_{m} \sum_{n} A_{m} A_{n} \cos \left(\phi_{m}-\phi_{n}\right)
$$

the presumption of random phase leads to

$$
\langle\delta u\rangle=-2 A^{2} / N+\left\langle A^{2}\right\rangle / N=-(2 / N) u+\langle u\rangle / N .
$$

Similarly,

$$
\left.\left\langle\delta\left(u^{2}\right)\right\rangle=-(4 / N) u^{2}+(4 / N) u<u\right\rangle .
$$

Accordingly,

$$
\left\langle(\delta u)^{2}\right\rangle \equiv\left\langle\delta^{\prime}\left(u^{2}\right)\right\rangle-2 u\langle\delta u\rangle=(2 / \mathrm{N}) \mathrm{u}\langle u\rangle .
$$

[It may be worth noting that we have found $\left\langle(\delta u)^{p}\right\rangle$ to be zero through order $1 / \mathrm{N}$ for all integer $\mathrm{p}>2$.$] The partial differential equation then becomes$

$$
\frac{\partial f}{\partial t}=\frac{\partial}{\partial u}\left[-2 \frac{u f}{N}+\frac{\langle u>f}{N}\right]+\frac{1}{2} \frac{\partial^{2}}{\partial u^{2}} \quad\left(2 \frac{u<u>f}{N}\right)
$$

or

$$
\frac{\partial f}{\partial \tau}=2 \frac{\partial}{\partial u}(u f)+\langle u\rangle \frac{\partial}{\partial u}\left(u \frac{\partial f}{\partial u}\right),
$$

wherein (as given originally by van der Meer ${ }^{(1)}$ ) $<u>$ may be taken [consistently with Eq. (6)] to be given by Eq. (4) of the text.
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$$
\partial g / \partial \tau=\partial(A g) / \partial A+(C / 4) \exp (-\tau) \partial[A \partial(g / A) / \partial A] / \partial A
$$

We then wrote $z=\left(A^{2} / C\right) \exp (\tau)$ and regarded $g(A ; \tau)$ as a function $G(z ; \tau)$ to obtain a partial differential equation in which none of the coefficients was explicitly $\tau$-dependent. We next replaced $G$ by the dependent variable $s=[(1 / \sqrt{z}) \exp (z-\tau / 2)] G$ to obtain a partial differential equation that, by separation of variables, led to a solution in terms of Laguerre polynominais. Transcription of this solution into the original variables led to a result equivalent to Eq. (7a). For numerical solution of the partial differential equation, it may be convenient to introduce the independent variable $w=A \exp (\tau / 2)$ and to employ as the dependent variable a function $H(w ; \tau)=[\exp (-\tau / 2)] g$. The partial differential equation for $H$ is

$$
\partial H / \partial \tau=(1 / 2) \partial(w H) / \partial w+(C / 4) \partial[w \partial(H / w) / \partial w] / \partial w
$$

--again an equation in which none of the coefficients is $\tau$-dependent--and it is expedient to seek solutions that have the formal character of being odd with respect to w.
7. An alternative, closed-form solution may be written

where $I_{0}$ is the zero-order modified Bessel function of the first kind--see I. S. Gradshteyn and I. M. Ryzhik, Table of Integrals. . . (Acacemic Press, New York; 1965), Sec. 8.976 (1), p. 1038 (with $\alpha=0$ ) to relate this solution to that proposed by Eq. (7) in the text.
8. Since $f(u)$ is normalized to unity and $L_{0}(u / C)=1, \alpha_{0}=1$. Also, since the initial value of $\langle u\rangle$ is $C$ and $L_{0}(u / C)-L_{1}(u / C)=u / C$, we find $\alpha_{0}-\alpha_{1}=1$ and, hence, $\underset{1}{\alpha}=0$.
9. Note that $\int_{0}^{\infty} e^{-\beta x} I_{0}(\gamma \sqrt{x}) d x=(1 / \beta) \exp \left(\frac{1}{4} \gamma^{2} / \beta\right)$.
10. For the example of Sec. III, evaluation of Eq. (7c) leads to $\alpha_{m}=n_{1}\left(1-C_{1} / C\right)^{m}+$ $n_{2}\left(1-C_{2} / C\right)^{m}$--see Gradshteyn and Ryzhik (cited in (7), sec. $7.414^{1}(6)$, p. 844. The resultant Eq. (7a) may not have suitable convergence characteristics for small $\tau$ under certain circumstances however--thus consider, for example, an initial distribution (8a) with $n_{1}=0.75, n_{2}=0.25, C_{1}=4.0$, and $C_{2}=16.0(C=7.0)$, for which the factor $1-C_{2} / C=-9 / 7$ and the coefficients $\alpha_{m}$ ultimately increase essentially in geometrical progression (with alternating sign).
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A complex, and apparently stochastic, character frequently can be seen to occur in the solutions to simple Hamiltonian problems. Such behavior is of interest, and potentially of importance, to designers of particle accelerators -- as well as to workers in other fields of physics and related disciplines. Even a slow development of disorder in the motion of particles in a circular accelerator or storage ring could be troublesome, because a practical design requires the beam particles to remain confined in an orderly manner within a narrow beam tube for literally tens of billions of revolutions. The material I shall present is primarily the result of computer calculations I and others have made to investigate the occurrence of "stochasticity," and is organized in a manner similar to that adopted for presentation at a 1974 accelerator conference. ${ }^{1}$

As an introductory example, one can consider the longitudinal motion of a particle subjected to the radio-frequency electric fields employed to bunch, and sometimes accelerate, a beam within a synchrotron type of accelerator. If the electric field is regarded as equivalent to a simple travelling wave, having the speed of a reference particle in a "coasting beam," the motion is characterized by the pair of differential equations.

$$
\begin{align*}
& \frac{d y}{d n}=-K \sin \pi x  \tag{1a}\\
& \frac{d x}{d n}=\lambda^{\prime} y \tag{lb}
\end{align*}
$$

wherein $y$ - fractional departure of energy from the reference value, $\pi x=$ electrical phase angle of field vs.particle,
$K \propto$ applied voltage, and
$\lambda^{\prime} \propto$ derivative of revolution period with respect to energy.

[^68]$K$ and $\lambda^{\prime}$ will be regarded as specified constants. The differential equations will be recognized as derivable from a Hamiltonian function
\[

$$
\begin{equation*}
H=\frac{1}{2} \lambda^{\prime} y^{2}-\frac{k}{\pi} \cos \pi x, \tag{2}
\end{equation*}
$$

\]

in which the independent variable ( $n$ ) is the revolution number and does not appear explicitly in the Hamiltonian. Because $n$ does not appear explicitly, the Hamiltonian of course is a constant of the motion. One accordingly obtains simple phase trajectories (in $x, y$ space) -- of the familiar type characteristic of a physical (non-linear) pendulum (as was recognized by McMillan in connection with discovery of the principle of phase stability ${ }^{4}$ ).

In practice, however, the radio-frequency fields in fact are provided by localized cavities, so that the travelling-wave description constitutes an idealization and the motion is more appropriately represented by difference equations:

$$
\begin{align*}
& y_{n+1}=y_{n}-k \sin \pi x_{n}  \tag{3a}\\
& x_{n+1}=x_{n}+\lambda^{\prime} y_{n+1}, \tag{3b}
\end{align*}
$$

with $y_{n}$ measuring energy at the entrance to the $n^{\text {th }}$ cavity. These transformation equations are readily shown to be area preserving $\left[2\left(x_{n+1}, y_{n+1}\right)\right.$ / $\left.\partial\left(x_{n}, y_{n}\right)=1\right]$-- the motion in fact could be described through use of a Hamiltonian function, but one that would contain a periodic $\delta$-function of the independent variable as a factor multiplying the term $-\frac{K}{\pi} \cos \pi x$. There thus is no evident simple constant of the motion, and the non-linearity of the equations precludes application of floquet theory to this problem. (The use of a Hamiltonian formulation nonetheless can be helpful in analytic work, but difference equations of course are convenient for computational investigations.)

It ïs of interest to take a quick look at some computational results obtained through use of a transformation equivalent to (3a,b) but written in
terms of working variables $Y=y-(K / 2) \sin \pi x, X=x$, so that the transformation assumes the form

$$
\left.\begin{array}{l}
x_{n+1}=x_{n}+\lambda^{\prime}\left[Y_{n}-(K / 2) \sin \pi x_{n}\right] \\
Y_{n+1}=Y_{n}-(K / 2)\left[\sin \pi x_{n}+\sin \pi x_{n+1}\right]
\end{array}\right\}
$$

with the result that the resulting phase diagrams will necessarily have a desirable symmetry about both the $X$ - and $Y$-axes. With $K / \pi=0.1$ and $\lambda^{\prime}=0.1$ we find what appear to be conventional bucket diagrams with buckets separated in $Y$ by $2 / \lambda^{\prime}$ for successive harmonic modes, although we may wish to return to the question of whether the bucket boundaries are as simple and definite as appears on Fig. 1.

$$
\text { RF Phase Plot } \begin{aligned}
& K / \pi=0.1 \\
& \lambda^{\prime}=0.1
\end{aligned}
$$



XBL 744-741
Fig. $1-X, Y$ phase plot for a coasting bean under the influence of an R.F. cavity with $K / \pi=0.1, \lambda^{\prime}=0.1--$ as computed by Eqns. $\left(3 a^{\prime}, b^{\prime}\right) . \quad X$ is plotted mod. 2.

We also find evidence of some "sub-harmonic" structure (with higher order fixed points) that, if enlarged some 60x, has the appearance shown in Fig. 2.
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Fig. 2 -- Circa 60 -fold vertical enlargement of central portion of Fig. 1 , $\quad$ near $Y=10.0$, showing sub-harnonic structure.

If the cavity voltage is increased eight-fold (so $K / \pi=0.8$ ), the bucket areas are expected to become larger, and we indeed find this to be the case (Fig. 3), with an accompanying very marked increase of complexity

## RF Phase Plots
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Fig. 3. - Phase plot similar to Fig. 1, but for operation with $K / \pi=0.8$, showing the obvious development of complex structure.
that is immediately apparent in the phase plot. Of particular interest is the evident diffuse character of phase trajectories generated by points launched close to the first-order unstable fixed points situated at $X= \pm 1$, since the bucket boundary in consequence no longer appears clearly defined.

In the first example $(K / \pi=0.1)$, on the other hand, where the bucket width is some two and one-half times smaller in relation to the bucket separation, the presence of structure in the separatrix can be revealed computationally only with considerable care. ${ }^{6}$ To do this, one can extend from the unstable fixed points the eigenvector directions of the transformation linearized about these fixed points, and examine whether such curves intersect 7-185
smoothly. One finds in fact that they do not quite do so, but generate loops (of a nature to be illustrated later) that in this instance ( $K / \pi=0.1$ ) have a very small area that amounts to only about $1 /\left(5 \times 10^{11}\right)$ of the area of the bucket itself.

Another example of a "time-dependent" non-linear problem in the phase plane arose in connection with the development of spiral-sector fixed-field accelerators (as have now evolved into very effective cyclotrons for physical research). The equations for particle motion in these devices again required a time-dependent Hamiltonian and were distinctly non-linear. The limitations of computer performance at that time (1956) understandably motivated us to study the behavior of simple algebraic transformations that at least would duplicate approximately the short-term particle motion. Such an areapreserving transformation is

$$
\begin{align*}
& x_{n+1}=A x_{n} \pm\left(1-A^{2}\right) y_{n}+(1-A)\left[x_{n} \pm(1-A) y_{n}\right]^{2}  \tag{4a}\\
& y_{n+1}=\mp x_{n}+A y_{n} \pm\left[x_{n} \pm(1-A) y_{n}\right]^{2} \tag{4b}
\end{align*}
$$

where the $\pm$ signs refer to the forward or inverse transformation, respectively, and $A$ represents the cosine of the phase advance per iteration for solutions to the linearized (small-amplitude) transformations. The constant $A$ normally would be taken to have an absolute value less than unity and, to avoid a one-third resonance when the quadratic terms are present, one al:so should avoid the value $A=-1 / 2$ (for which $\cos ^{-1} A=2 \pi / 3$ ).

The region of interest to the accelerator designer at that time is that contained within the roughly triangular area indicated on Fig. 4, sketched for $A=-5 / 8\left[\cos ^{-1} A \cong(0.35745)(2 \pi)\right]$, wherein the apparent separatrices through the fixed points $F_{1}, F_{2}, F_{3}$ are associated with the $2 / 3$ resonance and also illustrate the symmetry of the transformation $(4 a, b)$ with respect to the $x$-axis. It was only by rather careful computations [aided by Mrs. H. (Barbara) Levine -see Ref. 12] that I could establish that the trajectories extending from the fixed points $F_{1}, F_{2}, F_{3}$ do not intersect smoothly and hence give rise to (rather modest) regions of erratic behavior similar to those seen in phase diagrams for the earlier example. Outside the area $F_{1}, F_{2}, F_{3}$ indicated in Fig. 4, however, 7-186


Fig. 4 - Apparent separatrices through the third-order unstable fixed points of the transformation (4a, b), with $A=-5 / 8$ 。
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Fig. 5 - Phase plots, in the surface of section $q_{1}=0$, resulting from the equation implied by the Hamiltonian function (5) -- for increasing values of the energy. [After Walker and Ford. ${ }^{8}$ ]
the transformation (4a,b) develops gross loops in phase trajectories extending from an order-1 fixed point at ( 1,0 ), and in this respect exhibits a behavior similar to that shown by a transformation of deVogelaere which will be mentioned later.

Similar questions concerning the character of phase trajectories and the possible erratic or stochastic behavior of canonical mappings can arise in problems with more than one degree of freedom. As an example, Hénon and Hiles ${ }^{7}$ and subsequently Walker and Ford ${ }^{8}$ studied a model of an astronomical system, for which the Hamiltonian function was taken to be

$$
\begin{equation*}
H=\frac{1}{2}\left(p_{1}^{2}+p_{2}^{2}+q_{1}^{2}+q_{2}^{2}\right)+q_{1}{ }^{2} q_{2}-\frac{1}{3} q_{2}^{3} . \tag{5}
\end{equation*}
$$

The cubic terms appearing here as coupling terms become increasingly significant for increasingly large values of H -- which is itself a constant of the motion. With the coupling terms present, however, and in the absence of any simple constant of the motion other than H , a given phase trajectory might be expected to wander (ergodically) over virtually all of a three-dimensional surface specified by $H=$ Constant (and that will be a closed surface for values of $H$ below the dissociation energy). If, on the other hand, some additional integral of the motion were in fact also acting, the phase points of a given trajectory then would be constrained to lie on a two-dimensional surface, and graphs of the intersection of such surfaces with some selected plane or other surface (a "surface-of-section") would lead to simple curves in this plane rather than to a scattering of points. Computations of this nature indicated that for sufficiently small values of energy (e.g., H < 1/12) only curves that to computer accuracy were smooth (and relatively simple) were formed by intersection with the plane $q_{1}=0$ (and $p_{1}>0$ ). Examples in which the energy of the particles was successively raised, however, resulted in the development of ragged island structures or of apparent stochastic behavior over increasingly large portions of this surface-of-section (Fig. 5).


Fig. 6 - Phase diagram for the transformation (6a, b), with $f(y)$ given by Eqn. (7a). The scattered points result fron computations initiated with $x_{0}=y_{0}=0.25$, but must remain within the separatrix defined by the function $\Phi$ [Eqn. (7b)]. $\mathrm{k}=0.1$.

Such behavior appears concordant with the "KAM" (Kolmogorov-Arnol'd-Moser) theory (see Ref. 58, 59. \& 60 of our Ref. 2c), which suggests that many of the invariant curves or surfaces present in the absence of the perturbation will persist, with only minor distortion, in the presence of a sufficiently small perturbation (see, however, Note 9). It is of interest, of course, to deterntine or to estimate the circumstances (e.g., perturbation strength) at which the KAM theory becomes inapplicable and extended regions of erratic (or stochastic) behavior develop. As we suggested by our first examples, and has been expounded more extensively by Zaslavskij and Chirikov, $2 \mathrm{C}, 10$ one means for obtaining such estimates may be by determining the ratio of resonance width [ $\delta \omega=(\mathrm{d} \omega / \mathrm{dI})_{r} \delta \mathrm{I}$ ] to the distance $(\Delta \omega)$ to the nearest neighboring resonance.

Additional tests (to be mentioned below) may be required to determine the degree of disorder associated with the movement of phase points in such
stochastic regions. We may first note, however, that the existence of nested closed invariant curves in a plane -- as suggested by the KAM theorem for a problem in one degree of freedom -- prevents phase points from moving outward or inward to regions of substantially different "amplitude" (in the absence of noise). With more than one degree of freedom, however, stochastic layers may intersect, to form an intricate system of channels along which a phase point can slowly diffuse and result in instability. The possibility of such "Arnol'd diffusion" has been demonstrated by Arnol'd [Ref. 35 of our Ref. 2c; stated simply the example considered by Arnol'd is comprised of a physical pendulum and a simple-harmonic oscillator, with a time-dependent coupling (that also depends on the phases, or angle variables, of these oscillations)].

It should be pointed out that some non-linear transformations -- say for a system with one degree of freedom -- will not lead to the disappearance of some or all of the invariant phase curves at substantial amplitudes. Thus for transformations of the form

$$
\begin{equation*}
x_{n+1}=y_{n} ; y_{n+1}=-x_{n}+f\left(y_{n}\right) \tag{6a,b}
\end{equation*}
$$

McMillan ${ }^{11}$ has shown that if $f(y)$ can be written as $\Phi(y)+\Phi^{-1}(y)$ (where $\Phi^{-1}$ denotes the function inverse to $\Phi$ ), then the curves $y=\Phi(x)$ and $x=\Phi(y)$ will constitute invariant curves. Such curves will pass through the firstorder fixed point(s) situated at the intersections(s) of $y=(1 / 2) f(x)$ with the principal diagonal. An enclosed area can thereby be formed from which phase points cannot escape even if the behavior in portions of the interior becomes highly stochastic. This is illustrated by an example (Fig. 6) in which
and

$$
\begin{equation*}
f(y)=\frac{1}{2}(3 y-1)-\frac{1}{2} \frac{k^{2}}{y+1}+\sqrt{y^{2}+k^{2}} \tag{7a}
\end{equation*}
$$

$$
\begin{equation*}
\Phi(x)=x-1+\sqrt{x^{2}+k^{2}} \tag{7b}
\end{equation*}
$$

Such a situation also can develop when $f(y)$ is a stepwise linear function of $y$ with discontinuities of slope, as has been noted by Drs. Judd and

McMillian [see, for example, Figs. 13 and 14 (pp. 27-28) of Ref. 12]. If $f(y)$ is of the form

$$
\begin{equation*}
f(y)=-\left(B y^{2}+D y\right) /\left(A y^{2}+B y+C\right), \tag{8}
\end{equation*}
$$

moreover, the entire phase plane will be covered by a family of simple invariant curves .- see, for example, the cases ${ }^{11} f(y)=2 k y /\left(1+y^{2}\right)$, with the invariants $x^{2} y^{2}+x^{2}+y^{2}-2 k x y=$ Constant, and $f(y)=2 k y /(1-y 2)$, with the invariont: $x^{2} y^{2} \cdot x^{2}-y^{2} 12 k x y=$ Constant, illustrated by Figs. 7-8.

It is of interest to examine the mechanism whereby irregular behavior can develop in the neighborhood of unstable fixed points, taking as an illustration an example suggested by Professor deVogelaere that [when generalized and rewritten in variables leading to the form ( $6 a, b$ ) advocated by McMillan] employs

$$
\begin{equation*}
f(y)=2\left[T y+(1-T) y^{2}\right] \tag{9}
\end{equation*}
$$
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Fig. 7 - Invariant curves for the transformation $(6 a, b)$ with $f(y)=2 k y /\left(1+y^{2}\right)$ and $\mathrm{k}=2 / 3$. [Figs. 7-11 after McMillan. ${ }^{11}$ ]
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Fig. 8 - Invariant curves for the same transformation as in Fig. 7 , but with
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Fig. 9 - Invariant curves for the transformation (6a, b) with $f(y)=2 k y /\left(1-y^{2}\right)$


Fig. 10 - Plot of the extensions of the eigenvector directions from the unstable fixed point at (1,1), for the deVogelaere transformation expressed in McMillan's variables [Eqns. (6a, b) and (9), with $T=0$ ]. The areas of the loops marked $L$ are all equal, by virtue of the area-preserving character of the transfomation and the inherent symmetry about the principal diagonal.

First-order fixed points appear at $(0,0)$ and at $(1,1)$. For $T=0$, this transformation, when linearized about the unstable fixed point at (1,1), can be represented by the matrix $\begin{array}{rl}0 & 0 \\ -1 & 4\end{array}$, with eigenvalues and eigenvector slopes

$$
\lambda=2 \pm \sqrt{3}, \quad d y / d x=\lambda .
$$

A line segment extending downward from the fixed point (1,l) with the slope $2+\sqrt{3}$, if subjected to repeated applications of the transformation, generates the loops shown in Fig. 10; similarly a line segment of slope $2-\sqrt{3}$, if extended by the inverse transformation, generates the mirror-image curve (mirrored about the principal diagonal). Points such as A, B, C ... progress toward the fixed point in smaller and smaller steps and, since the transformation is area-preserving, the associated loops clearly must become increasingly elongated as they become increasingly narrow from repeated applications of the forward transformation. The evolution of such loops clearly will become quite intricate (Fig. 11), but the loops apparently need not permeate the entire
"interior". Portions of an inward loop can, in fact, enter, on a later iteration, into the interior of an outward-lying loop, as indicated on Fig. 11. A wealth of island structure, of course, can develop throughout the area of such phase diagrams.


Fig. 11 - A partial extension of the curves shown on Fig. 10.

In some instances a family of unstable fixed points for which the eigenvalues are negative may arise (in place of a stable family, for which $\lambda$ is purely imaginary), and the appearance of phase trajectories can thereby be drastically affected. Phase trajectories in the neighborhood of two such eighth-order ("tune" = 2/8) fixed points are shown on Fig. 12 for the transformation of deVogelaere written to exhibit symmetry about the $x$-axis

$$
\begin{align*}
& x_{n+1}=y_{n}+T x_{n}+(1-T) x_{n}^{2}  \tag{10a}\\
& y_{n+1}=-x_{n}+T x_{n+1}+(1-T) x_{n+1}^{2} \tag{10b}
\end{align*}
$$

with $T=-1 / 8$. In any case it is clear, however, that the development of a loop system such as that shown on Fig. 11, can readily give rise to an apparent stochastic motion of phase points in portions of the phase diagram -- most particularly near an unstable fixed point.

The existence of a firm separatrix, or of an extensive family of invariant curves generally, can be extremely sensitive to the exact form of the transformation. ${ }^{14}$ A case of some physical interest arises in computational studies relating to the Toda Lattice. ${ }^{15}$ This one-dimensional lattice consists of particles interacting through exponential pair potentials and can propagate certain nonlinear wave forms ("solitons") without change of shape. One computational investigation ${ }^{16}$ of stability for a three-particle lattice (with periodic boundary conditions) has commenced with a Hamiltonian function

$$
\begin{equation*}
H=\frac{1}{2}\left(P_{1}^{2}+P_{2}^{2}+P_{3}^{2}\right)+e^{-\left(Q_{1}-Q_{3}\right)}+e^{-\left(Q_{2}-Q_{1}\right)}+e^{-\left(Q_{3}-Q_{2}\right)} \tag{11}
\end{equation*}
$$

By a canonical transformation of variables, in recognition of the invariance of
this system to translation -- so that $I_{1}=P_{1}+P_{2}+P_{3}$ constitutes a constant of the motion -- the Hamiltonian (11) becomes expressible as a function of two pair of conjugate variables in the form

$$
\begin{equation*}
H=\frac{1}{2}\left(p_{1}^{2}+p_{2}^{2}\right)+\frac{1}{24}\left[e^{\left(2 q_{2}+2 \sqrt{3} q_{1}\right)}+e^{\left(2 q_{2}-2 \sqrt{3} q_{1}\right)}+e^{-4 q_{2}}\right] \tag{12}
\end{equation*}
$$

which is identical to the Henon-Heiles Hamiltonian function (5) through terms of third order. It is of interest to examine whether in the present case constants of the motion other than $H$ act to restrict the motion. Computationally it was found -- again using the surface-of-section $q_{1}=0\left(p_{1}>0\right)$-- that in this case simple invariant curves apparently continue to exist in the $q_{2} p_{2}$, plane, even for very large values of $H$. Stimulated by this result, Hénon 17 has directed attention to an additional integral of the motion that is valid in this case; the constants of the motion for the three-particle lattice then can be written - in a form-that-we may express as ${ }^{18}$

$$
\begin{align*}
& H=\text { Constant }  \tag{13a}\\
& P_{1}+P_{2}+P_{3}=\text { Constant, and }  \tag{13b}\\
& P_{1} P_{2} P_{3}-P_{1} e^{-\left(Q_{3}-Q_{2}\right)}-P_{2} e^{-\left(Q_{1}-Q_{3}\right)}-P_{3} e^{-\left(Q_{2}-Q_{1}\right)}=\text { Constant. } \tag{13c}
\end{align*}
$$

Evidently ${ }^{17}$ further analytic work in fact has now established that the $n$-particle Toda lattice with periodic boundary conditions (or with fixed ends) is a "completely integrable" system.

It is of some interest to seek means for anticipating whether stochastic behavior will occur in various portions of a phase diagram and to examine the character of such stochastic behavior as does occur. What we here have loosely termed stochastic behavior can be catalogued with respect to a hierarchy of properties (ergodicity, mixing, ...), indicative of increasing disorder, that are fundamentally significant for statistical mechanics. ${ }^{2 a, e}$ of particular interest to the accelerator designer, of course, is the determination of a threshold beyond


Fig. 12 - Phase trajectories for the transformation (10a,b) with $T=-1 / 8$, in the neighborhood of two fixed points for which the eigenvalue is negative.
which stochastic behavior will set in and may act to carry a phase point to unacceptably large amplitudes. As noted earlier, stochastic behavior appears to be associated with overlapping resonances, ${ }^{2 c}$ and this concept has served as the basis for some analytic estimates of stochasticity limits. $2 \mathrm{c}, 19$ It has been noted by Rene deVogelaere and confirmed in subsequent computations 20 that for a particular class of fixed-point families -- say those with rotation of the form $m /(4 m+1)$-- there is a closely linear relationship between the order of the resonance $(4 m+1)$ and $\ell n \left\lvert\, 1-\frac{1}{2}\right.$ Trace $\mid$ through many decades ("Trace" denoting the trace of the tangential-mapping or differential matrix associated with the $4 m+1$ iterations required to map a given fixed point onto itself). Such regularities, and others relating to the apparent size of the stable areas about high-order fixed points (e.g., as estimated from the intersection angle of eigenvectors), have been considered useful indicators of the change in character of a mapping at certain amplitudes. $21,10,22$

A computational procedure of considerable interest for recognizing stochasticity is that in which one follows the evolution of the distance between two initially very close points in phase space. In practice it can prove desirable to reduce the separation from time to time by a recorded factor whenever the separation becomes excessive during the computations, or, perhaps preferably, to evaluate the growth of an infinitesimal vector through use of the cumulative tangetialmapping matrix. A high degree of stochasticity can be ascribed to the behavior of the transformation if there are such vectors whose length generally grows beyond the first iteration by a factor greater than unity (while others may similarly contract). (Ref. 2a, p. 55; for examples, see Ref. 23.) An analogous procedure -- that can be more attractive, although possibly of a less direct basic significance -- is an investigation of the growth of the eigenvalue(s) of the cumulative tangential mapping. Such eigenvalues can change sign repeatedly during the course of many interations, and hence will be seen to decrease from
time to time, but an exponentially increasing trend in eigenvalue magnitude is likely to be associated with a similar type of increase for the lengths of the vectors mentioned previously. The nature of eigenvalue growth has been illustrated by Froeschle ${ }^{24}$ for the transformation ${ }^{25}$

$$
\begin{align*}
& x_{n+1}=x_{n} \cos \alpha-\left(y_{n}-x_{n}^{2}\right) \sin \alpha  \tag{14a}\\
& y_{n+1}=x_{n} \sin \alpha+\left(y_{n}-x_{n}^{2}\right) \cos \alpha \tag{14b}
\end{align*}
$$

The general characteristics of this transformation, expressed in variables such that the transformation has the symmetry of McMillan's form, is seen on Fig. 13. On an expanded scale (X10), we see (Fig. 14) the sudden onset of erratic behavior as the starting values for the transformation are successively increased (in steps $\Delta x_{0}=0.0025$, for $y_{0}=0$ ), and on a scale expanded by a further factor $100 / 6$ we see (Fig. 15) the presence of a great deal of additional structure within a portion of this "stochastic" region. Associated with the transition to the stochastic region there appears to be a marked change in the manner of growth of $\psi_{n}=\log \left|\lambda_{n}\right|$ (linear, ys. $n$, in the stochastic case -- indicative of an exponential trend for $\left|\lambda_{n}\right|$ ) or of the "Cesaro mean" $\mu_{n}=\frac{1}{n} \sum_{m=1}^{n} \frac{1}{m} \psi_{m}$ (constancy in the stochastic case, monotonically decreasing otherwise -- Fig. 16). ${ }^{26}$ Such methods indeed may prove useful in investigating computationally the possible development of stochastic motion in storage-ring devices. Extended computations of this nature can present challenging problems with respect to computer accuracy. 27
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Fig. 13 - Apparently smooth phase curves and a scattering of points resulting from iteration of the transformation (14a,b), with $\cos \alpha=0.22$ and coordinates $X_{2} Y$ appropriate to expressing the transformation in the form ( $6 \mathrm{a}, \mathrm{b}$ ). 25 Five islands of stability (containing stable fixed points of order 5) are seen surrounding the area associated with the order-1 fixed point at the origin. The outermost smooth curve, shown as bounding this inner area, resulted from the starting values $x_{0}=0.5350, y_{0}=0$ (Froschlé notation), and the scattered points result from $x_{0}=0.5375, y_{0}=0$. Scale (as indicated by the coordinate axes): -1.0 to 1.0
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Fig. 14 - Enlarged portion (10X) of Fig. 13, showing seven smooth phase trajectories resulting from starting values $x_{0}=0.5200,0.5225$, $\ldots 0.5350$ (and $y_{0}=0$ ) and a scattering of points resulting from $x_{0}=0.5375, y_{0}=0$. Note the occurrence of open areas within the region covered by the scattered points -- for example the area surrounding an (unplotted) stable fixed point of order 65 at $X \cong 0.476, Y \cong 0.521$
Scale: 0.38 to 0.58
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Fig. 15 - Detailed multiple-island structure in the immediate neighborhood of an order-65 stable fixed point (shown here just below the center of the diagram) of which mention has been made in the caption to Fig. 14.
Scales: 0.470 to 0.482 for $X, 0.516$ to 0.528 for $Y$.


Fig. 16 - Plots of the "sliding mean", $v_{n}$ (Hote 26), vs. $n$, obtained from computations begun (i) with initial conditions leading to the last smooth curve of Fig. 14 ( $x_{0}=0.5350$ ) and ( $\left.\mathrm{i} i\right)$ with initial conditions leading to the scattered points on that Figure ( $x_{0}=0.5357$ ), of which only the results for the latter case indicate a general exponential upward trend of $\left|\lambda_{n}\right|$.
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## INTRODUCTION AND OUTLINE

The earlier talks in this Conference have given us a welcome insight into the phenomena that I shall call collectively by the term stochasticity. It is good to see the attention that this field now is receiving, since $I$ have had the feeling that for many years it was rather unfashionable in the West. The increasing availability of digital computers during the last few decades certainly has assisted in providing illustrative examples that serve to spread an awareness of the characteristics of these phenomena, but we should not overlook that many of the basic features and concepts were appreciated by early workers such as Poincaré, Maxwell, ${ }^{(1) \dagger}$ and the elder Birkhoff.

I was asked to present a "Personal Perspective" relating to work in this field, which might be interpreted as an invitation to mention historical instances in which, of my personal knowledge, the evolution of accelerator technology led to accelerator designers developing certain specific issues related to possible stochastic behavior. The phenomena encountered in studying such issues have a very captivating intrinsic interest; with the increasing availability of personal computers and interactive terminals, some may wish to review such issues or to pursue related issues partly for enlightenment but also partly for fun.

In this connection, a few comments or caviats may be in order:
(1) For execution of some problems, a high-precision capability may be essential. but
(2) There are some issues that (as we shall see) can be illustrated quite usefully with the aid of no more than a simple desk calculator:
(3) An interactive graphic capability can be exceedingly convenient, and revealing ("serendipity"):
(4) Algebraic transformations can be more convenient to study than the evolution of solutions to differential equations, and yet provide

[^69]equally valid illustrations of significant phenomena, but
(5) If one wishes to examine solutions to differential equations, adoption of a "Hamiltonian" or "canonical" integration
algorithm would be reassuring. Such an algorithm has been presented, as a $3^{\text {rd }}$-order algorithm, by $R . R u t h,{ }^{(2)}$ and it is understood that Dr . Ruth has stace developed a similar $4^{\text {th }}$-order integration algorithm -- at least for equations derivable from a Hamiltonian function of the form
$$
H=\overrightarrow{f(p)}+V(\vec{q}, t) .
$$

With integration procedures of more conventional type (e.g., for Runge-Kutta algorithms), features such as conservation of phase-space area are not precisely maintained for Hamiltonian systems, and one must guard against the development of significant consistent spurious damping of phase-space area in extended runs. One may reasonably presume that physical systems of interest to us may differ, perhaps inadvertently, from those postulated for our computations but that, nonetheless, the physical systems in fact will be canonical.

The phenomena we have heard discussed in these recent sessions of our Conference of course have their implications in fields that extend far beyond the dynamics of particles in accelerators and storage rings. The field of astronomy certainly presents situations of obvious interest in this regard. To move outside of fields of physical science, it is noteworthy that quite simple and reasonable models for the annual change of populations of prey and predator can lead to astonishing oscillatory or erratic variations of the representative populations. ${ }^{(3)}$ I suspect that similar effects might be seen in economic models. The sensitivity of behavior with respect to details of even quite simple models, as we have begun to recognize in some of our own work, surely should lead model makers to view their results with less than complete assurance.

```
Issues I hope to discuss are:(4)
    Development of Stochasticity
    from Area-Preserving Transformations:
    Limiting (Resonant) Frequencies
    for Particle Motion in the Median Plane
    of a Strong-Focusing Ring -- Examples;
    Bifurcation.
```
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I. CANONICAL TRANSFORMATIONS

The direct use of canonical transformations can be convenient for the investigation and illustration of trajectory behavior in particle accelerators or storage rings ("tracking studies"). McMillan has proposed ${ }^{(1)}$ a convenient form for a transformation, that we shall generalize to several degrees of freedom, and is such that
(1) it is canonical.
(2) it is readily obtained from a transformation for which there is a simple particle-optics interpretation, and
(3) it exhibits interesting (and useful) symmetries.

One may start by considering a linear homogeneous transformation followed by a thin-lens abrupt non-linear change of slope (or "momentum"):

$$
\left.\begin{array}{c}
Q_{i}^{\prime}=a_{i} Q_{i}+b_{i} P_{i}  \tag{1}\\
P_{i}^{\prime}=c_{i} Q_{i}+d_{i} P_{i}+F_{i}\left(Q_{1}^{\prime}, Q_{2}^{\prime}, \ldots\right)
\end{array}\right\}
$$

wherein primes denote iterates. We require that

$$
\left|\begin{array}{cc}
a_{i} & b_{i}  \tag{1a}\\
c_{i} & d_{i}
\end{array}\right|=1
$$

and

$$
\begin{equation*}
\frac{\partial F_{i}}{\partial Q_{j}^{\prime}}=\frac{\partial F_{i}}{\partial Q_{i}^{\prime}} \tag{ib}
\end{equation*}
$$

(so that, if one wishes, one may write $F_{i}=-\frac{\partial}{\partial Q_{i}^{\prime}} V\left(Q_{1}^{\prime}, Q_{2}^{\prime}, \ldots\right)$ )
in order that the transformation be canonical.
[In numerical work with transformations such as (1) it is desirable that the coefficients $a_{1}, b_{1}$, etc. and coefficients entering into the functions $F_{i}$ in multi-dimensional cases, be so selected and employed that the above conditions for canonical behavior are satisfied exactly. Small errors in the specification of such constants can result in a troublesome progressive and consistent failure of solutions to satisfy conservation theorems (such as those that pertain to phasespace areas or volume).]

One may now rewrite the transformation (1) in terms of other variables, introducing

$$
\left.\begin{array}{l}
x_{i}=b_{i}^{-1 / 2} Q_{i}  \tag{2}\\
y_{i}=a_{i} b_{i}^{-1 / 2} Q_{i}+b_{i}^{1 / 2} p_{i}
\end{array}\right\}
$$

to obtain

$$
\left.\begin{array}{l}
x_{i}^{\prime}=y_{i}  \tag{3}\\
y_{i}^{\prime}=-x_{i}+f_{i}\left(y_{i}, y_{2}, \ldots\right)
\end{array}\right\}
$$

where
and wherein we require (in multi-dimensional cases, in correspondence to Eqn. (lb)) that

$$
\begin{equation*}
\frac{\partial f_{i}}{\partial y_{j}}=\frac{\partial f_{i}}{\partial y_{i}} \tag{3b}
\end{equation*}
$$

The transformation (3) is in the McMillan form, generalized to permit its application in cases that involve more than a single conjugate pair of variables. (2)

As an area-preserving transformation for a single pair of canonical variables, the MCMillan transformation (3) has several interesting and potentially helpful simple characteristics: ${ }^{(1)}$
(1) Geometrically, an application of the transformation can be represented on the $x, y$ diagram by a reflection about the principal diagonal followed by a vertical reflection (parallel to the $y$ axis) about the curve $y=1 / 2 f(x)$.
(2) If two points are iteratively related, by one application of the transformation, such points mirrored about the principal diagonal also are iteratively related (in the inverse order).
(3) If two points are iteratively related, by one application of the transformation, such points mirrored vertically about the curve $y=$ $1 / 2 f(x)$ also are iteratively related (in the inverse order).
(4) Order-1 fixed point(s) lie on the intersection of the curve $y=$ $1 / 2 f(x)$ with the principal diagonal $y=x$.
(5) If the function $f(n)=\Phi(n)+\Phi^{-1}(n)$. where $\Phi^{-1}$ denotes the inverse function, then curves $y=\Phi(x)$ and $x=\Phi(y)$ each constitute invariant curves (intersecting at order-1 fixed points). When such curves completely enclose an area of the phase plane, phase points of course then are unable to move into or out from such an area as a result of applications of the transformation (although erratic motion nonetheless may develop within the area) -- see Fig. I.1. (4)

It is interesting that several area-preserving transformations of which use has been made in the past can be put into McMillan's form (3) by means of some simple (sometimes linear) change of variables. We list some examples of this equivalence in Note 5 at the end of this chapter.

It can be informative to employ a simple algebraic transformation to illustrate a mechanism for the development of stochasticity. It is convenient for this purpose to consider a quadratically nonlinear transformation proposed by deVogelaere and rewritten in MCMillan's form (with $f(y)=2 y^{2}$ ):

$$
\left.\begin{array}{l}
x^{\prime}=y  \tag{4}\\
y^{\prime}=-x+2 y^{2}
\end{array}\right\}
$$

This transformation possesses a stable order-l fixed point at the origin and an unstable (hyberbolic) order-1 fixed point at 1, $1--$ as illustrated in Fig. I. 2 by intersections of the curve $y=1 / 2 f(x)=x^{2}$ with the principal diagonal. The motion of points in the immediate neighborhood of the unstable fixed point is governed by the tangential-mapping transformation evaluated at that point. This local linearization leads to eigenvector directions $d y / d x=2 \pm \sqrt{3}$ along which points will move directly away from or directly toward the fixed point, with distances from the fixed point then changing by the respective factors $\lambda=2 \pm \sqrt{3}$ per iteration.

It is now instructive to depict, as on Fig. I.2, the evolutionary track followed by line segments originating with these slopes close to the unstable fixed point and extended by repeated applications of the transformation or its inverse. A line segment such as GFE thus transforms to a segment EDC as a result of one application of the forward transformation, and the points COE likewise lead to points EFG under the application of the inverse transformation. The line segments that in this way are extended from the fixed point, by repeated application of this transformation and of its inverse, do not, however, intersect smoothly (e.g.. at points such as D on Fig. I.2) and thus result in the formation of the "loops" designated by $L$ on fig. I.2. Such loops are all of equal area, as a result of the area-preservation and diagonal symmetry of the transformation. Accordingly, as a line segment such as GFE is advanced by repeated applications of the forward transformation, it will develop loops that become increasingly elongated as their intersection points (such as points $C, B$, and $A$ ) approach the
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Fig. I.1. The case $f(x)=(3 x-1) / 2-k^{2} / 2(x+1)$ $+\sqrt{x^{2}+k^{2}}$, with 0.1 as the value of $k$. The invariant boundary consists of two hyperbolas. The results of two computer runs are shown. A run starting at $x=y=-0.5$ generates the apparently smooth curve surrounding the stable fixed point at $x=$ $y \approx-0.328$, and a run starting at $x=y=$ 0.25 gives, for the first 400 iterations, the scattered points indicated as dots.


Fig. I. 2 Initial portion of trajectories under the transformation $x^{\prime}=y, y^{\prime}=-x+2 y^{2}$. leading away from (or toward) the unstable fixed point at $x=1, y=1$. The arrows indicate the directions in which points are moved by the transformation. The point pairs $A G, B F, C E$ illustrate the first symmetry, the point pairs $A E, B D$ the second symmetry. The areas of the loops marked $L$ are'all equal.
fixed point with a closer and closer spacing.
As a result of these loops developing into "worms" that are progressively narrower and more elongated, the phase-plane diagram can rapidly develop a great complexity (Fig. I.3) and repeated applications of the transformation to a phase point situated in this region will lead to a "stochastic" or apparently irregular scatter of its iterates. The region affected by such stochastic behavior need not, however, extend fully into the "interior" of the diagram. Thus, smooth closed phase trajectories may exist in this example at small amplitudes, as is suggested by some simple curves drawn near the origin on Fig. I.3. [These latter curves are characterized by a distinctive four-pointed shape as a result of the phase advance per iteration for this transformation approaching $2 \pi / 4$ as the amplitude approaches zero.]

Similar stochastic behavior of course can originate in association with unstable fixed points of higher order. Fig. I. 4 illustrates such features of the Hénon-Froeschlé mapping ${ }^{(5 b, 7)}$ (with $\cos \alpha=0.22$ ), re-expressed in the McMillan form. Additional details of this example have been shown in Refs. ${ }^{(10)}$ (figures on p. 399) and ${ }^{(11)}$ (Figures on pp. 342 and 343).

Synchrotron motion, although frequently described by means of simple nonlinear differential equations, is most appropriately described by means of a transformation that recognizes the impulsive character of the forces applied at discrete cavity locations. The construction of a Hamlltontan function for such a problem thus strictly requires the inclusion of d-functions or similar location-dependent functions to specify the localization of these forces and the Hamiltonian will not constitute a constant of the motion.

A transformation to describe synchrotron motion for a coasting beam may be written, in the form of the "standard mapping", ${ }^{5 c}, 8$ ) as

$$
\left.\begin{array}{l}
y^{\prime}=y-k \sin \pi x  \tag{5}\\
x^{\prime}=x+k y^{\prime}
\end{array}\right\}
$$

wherein

```
y = Fractional departure of energy from the reference
    value at the entrance to the cavity,
*x = electrical phase angle of field relative to the
    particle,
K a applied voltage, and
k derivative of revolution period with respect to
    energy.
```

To obtain a convenient symmetry in the phase plots, it is useful to introduce the variables $X=X$ and $Y=y-(K / 2) \sin \pi x$. thereby measuring energy departures at mid-passage through the cavities. One accordingly then employs the transformation
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Fig. I. 3 A partial extension of the curves of Fig. I.2, showing "tentacles" reaching off the figure and "worms" in the interior. Since the entrance channel for the "worms" becomes very narrow, the figure becomes difficult to draw completely as the iteration progresses. Some apparently closed curves around the stable fixed point at $x=$ $0, y=0$ are also shown. The peculiar behavior near the orgin seems less mysterious If one recalls that the function $y=1 / 2 f(x)$ approaches the limit of zero slope, where the curve degenerates to four points, and where the slightest perturbation can cause a slow migration about the center and a concomitant slow change in radius.
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Fig. I.4. Apparently smooth phase curves and a scattering of points resulting from iteration of the Hénon-Froeschlé transformation, with $\cos a=0.22$ and coordinates $x, y$ appropriate to expressing the transformation in the McMillan form. Five islands of stability (containing stable fixed points of order 5) are seen surrounding the area associated with the order-1 fixed point at the orgin. The outermost smooth curve, shown as bounding this inner area, resulted from the starting values $X_{0}=0.5350$, $Y_{0}=0$ (Froeschie notation), and the scattered points result from $X_{0}=0.53 ?$, $Y_{0}=0$. Scale (as indicated by the coordinate axes): -1.0 to 1.0 .

$$
\left.\begin{array}{l}
x^{\prime}=x+k[y-(k / 2) \sin \pi x]  \tag{6}\\
y^{\prime}=y-(k / 2)\left[\sin \pi x+\sin \pi x^{\prime}\right]
\end{array}\right\}
$$

and plots $Y$ vs. $X$ modulo 2. A stable first-order fixed point occurs at $X=0$, $Y=0$; other similar fixed points, that correspond to harmonic operation, occur at $X=0$ and $Y$ equal to any integer multiple of $2 / k$.

For $K$ and $k$ small, the phase advance of small-amplitude synchrotron oscillations from one cavity transit to the next is approximately $\sigma_{s}=\sqrt{\pi k k}$ radian and substantially-smooth separatrices appear to extend between unstable fixed points at $X= \pm 1$ to enclose stable "bucket areas" of half height $\delta \gamma \equiv 2 \sqrt{K / \pi k}--$ see Fig. I.5, plotted for $K=0.1 \pi$ and $k=0.1$, wherein one also sees depicted indications of sub-harmonic trajectories in the region between the major buckets shown at $Y=0$ and at $Y=20$. The ratio of bucket height to the separation of major buckets thus may be measured by $\frac{2}{\pi} a_{s}$ and will be small when the phase advance $a_{s}$ is small.

For substantially larger values of $K$ (or of $k$ ), corresponding to values of $o_{s}$ very much greater than normally employed in accelerator operation, bucket heights may become comparable with the separation between major buckets. The development of stochasticity, especially in the neighborhood of the unstable fixed points at $X= \pm 1$, then becomes very pronounced -- see fig. I.6, plotted for $K=$ $0.8 \pi$ and with $k=0.1$ (as before). In the case to which fig. I. 5 applies ( $K=$ $0.1 \pi . k=0.1)$. nowever, the development of stochasticity is so subtle that it can be demonstrated computationally only with considerable care and it results in the formation of loops whose estimated individual areas are a fraction only $\sim 1 /\left(5 \times 10^{11}\right.$ ) of the full area of a major bucket [result reported in unpublished 1960 Lawrence Berkeley Laboratory Report ERAN-57 and cited in A.I.P. Proceedings No. 46, p. 226 (1978) ${ }^{(11)}$ ].

An algebraic transformation may be employed as a means of obtaining an approximate representation of solutions to differential equations. As an example, we may note a transformation cited earlier (5d,9).

$$
\left.\begin{array}{l}
X^{\prime}=A X+\left(1-A^{2}\right) Y+(1-A)[X+(1-A) Y]^{2}  \tag{7}\\
Y^{\prime}=-X+A Y+[X+(1-A) Y]^{2}
\end{array}\right\}
$$

that was originally introduced in the expectation that it would depict approximately the median-plane motion of charged particles in a spiral-sector accelerator. First-order fixed points occur at the origin $(0,0)$ and at $(1,0)$. With the parameter $A$ assigned the value $A=-5 / 8$, the fixed point at the origin is stable (small-amplitude tune. $\sigma_{0}=\cos ^{-1} A \cong 128.68$ deg.. or approximately 0.35745 times $2 \pi$ radian), while the point at $(1,0)$ is unstable. The region
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Fig. I. $5 \quad X, Y$ phase plot for a coasting beam under the influence of an R.F. cavity with $\mathrm{K} / \pi=0.1$, $k=0.1$-- as computed by Eqs. (6). $X$ is plotted mod. 2.
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Fig. I. 6 Phase plot similar to Fig. I.5, but for operation with $K / \pi=0.8$, showing the obvious development of complex structure.
considered to be of interest for accelerator operation was the roughly triangular region enclosed by the apparent separatrices that connect the third-order unstable fixed points $F_{1}, F_{2}, F_{3}$ shown on Figs. $I .7$ and 1.8 (and for which the area approaches zero if the small-amplitude tune approaches $2 \pi / 3$ ).

It then was of interest to inquire whether these curves can be demonstrated to be imperfect separatrices and, if so, to investigate the extent to which the resulting stochasticity permeates into the interior. Eigenvector directions extended toward the x-axis from the fixed points $F_{2}, F_{3}$, were found, ${ }^{(6)}$ upon careful examination, not to intersect smoothly. The areas of the loops so generated constituted, however, only a very small fraction (circa $1 / 10^{8}$ ) of the area $F_{1} F_{2} F_{3}$ and no evidence was found to indicate stochasticity within any significant portion of the region of interest.
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Fig. I. 7 Phase diagram for the area-preserving transformation (7) with $A=-5 / 8$. Large loops are seen to develop from eigenvector directions extended from the first-order unstable fixed point situated at $(1,0)$. Points denoted by squares (回) are related by the transformation, as are also points denoted by diamonds $(\odot)$. Our interest will be confined primarily, however, to the roughly triangular area sketched near the third-order unstable fixed points $F_{1}, F_{2}, F_{3}$ shown by small circles near the center of the diagram. Points denoted by crosses ( $x$ ) are third-order fixed points that are strongly unstable with reflection.

Sketch for $A=-5 / 8$
$\cos ^{-1} \mathrm{~A} \simeq(0.35745)(2 \pi)$
Area $¥ 5.5 \times 10^{-3}$
(would shrink to zero
if $A \rightarrow-1 / 2$ )

$$
\begin{aligned}
& F_{1}:\left(-\frac{\sqrt{4 I}-5}{26}, 0\right)=(-0.053966 \cdots, 0) \\
& F_{2,3}:\left(\frac{1}{26}, \pm \frac{4 \sqrt{41}-16}{169}\right)=(0.03846 \cdots, \pm 0.05688 \cdots)
\end{aligned}
$$
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Fig. I.8. Detail of Fig. 7, showing the apparently stable area bounded by the third-order fixed points $F_{1}, F_{2}, F_{3}$. [Transformation (7), with $A=-5 / 8$.

1. Edwin M. McMillan. "A Problem in the Stability of Periodic Systems." in "Topics in Modern Physics--A Tribute to Edward V. Condon," pp. 219-244 (Colorado Assoc. University Press, Boulder, Colorado; 1971).
2. McMillian's original work, ${ }^{(1)}$ pertaining to a single pair of working variables, introduced the change of variables

$$
\left.\begin{array}{l}
x=0 \\
y=a Q+b p
\end{array}\right\}
$$

(a "scaling" transformation, for which the Jacobian although constant is not necessarily equal to unity) to obtain his form

$$
\left.\begin{array}{l}
x^{\prime}=y \\
y^{\prime}=-x+f(y)
\end{array}\right\}
$$

with $f(y)=(a+d) y+b F(y)$. The phase advance o per iteration of $y$ vs. $x$ oscillatory motion is given, for small amplitude motion by $\cos \sigma=1 /\left.2 \frac{d f(y)}{d y}\right|_{y=0}$ and, if $F(y)$ is restricted to terms of order higher than the first, cos a $=(a+d) / 2$. The canonical character of the transformation (3) given in the text can be verified through evaluation of the fundamental Poisson bracket expressions or, alternatively, by rewriting the equations (3) in the form

$$
\left.\begin{array}{rl}
x_{i} & =-y_{i}^{\prime}+f_{i}\left(y_{1}, y_{2}, \ldots\right) \\
& =-y_{i}^{\prime}-\partial V\left(y_{1}, y_{2}, \ldots\right) / \partial y_{i} \\
x_{i}^{\prime} & =y_{i}
\end{array}\right\}
$$

and noting that such equations are derivable from a generating function

$$
G\left(y_{1}, y_{2}, \ldots: y_{1}^{\prime}, y_{2}^{\prime}, \ldots\right)=v\left(y_{1}, y_{2}, \ldots\right)+\sum_{i} y_{i} y_{i}^{\prime}
$$

by application of the relations

$$
\left.\begin{array}{c}
x_{i}=-\partial G / \partial y_{i} \\
x_{i}^{\prime}=+\partial G / \partial y_{i}^{\prime}
\end{array}\right\}
$$

As a multi-dimensional illustration of a transformation of the form (1) introduced in the text, we may refer to a form that (with a change of notation, including interchange of "old" with "new" variables) was employed by Meier and Symon ${ }^{(3)}$ in a study of coupling resonances:

$$
\begin{aligned}
& Q_{1}^{\prime}=\left(\cos \sigma_{1}\right) Q_{1}+\left(\sin \sigma_{1}\right) P_{1} \\
& P_{1}^{\prime}=\left(-\sin \sigma_{1}\right) Q_{1}+\left(\cos \sigma_{1}\right) P_{1}-\frac{k}{2}\left(Q_{2}^{\prime}\right)^{2} \\
& Q_{2}^{\prime}=\left(\cos \sigma_{2}\right) Q_{2}+\left(\sin \sigma_{2}\right) P_{2} \\
& P_{2}^{\prime}=\left(-\sin \sigma_{2}\right) Q_{2}+\left(\cos \sigma_{2}\right) P_{2}-k Q_{1}^{\prime} Q_{2}^{\prime}
\end{aligned}
$$

This transformation is seen to be of the form (1) with $V\left(Q_{1}^{\prime}, Q_{2}^{\prime}\right)=(k / 2) Q_{1}^{\prime}\left(Q_{2}^{\prime}\right)^{2}$.
3. H. Meier and K. R. Symon, Proc. 1959 Internat. Conf. on High-Energy Accelerators, p. 253-262 (C.E.R.N., Geneva; 1959).
4. Figure I .1 has been presented by McMillan as Fig. 8 of Ref. (1). The transformation illustrated is for $f(x)=(1 / 2)(3 x-1)-(1 / 2) k^{2} /(x+1)+$ $\sqrt{x^{2}+k^{2}}$ with 0.1 as the value of $k$. This function is expressible as $f(x)$ $=\Phi(x)+\Phi^{-1}(x)$, with $\Phi(x)=x-1+\sqrt{x^{2}+k^{2}}$ and $\Phi^{-1}(x)=(1 / 2)(x+1)-$ $(1 / 2) k^{2} /(x+1)$. The curves $y=\Phi(x)$ and $y=\Phi^{-1}(x)$ are shown as boundary curves passing through the two order-l unstable fixed points. The erratic distribution of points that fall within a portion of the region interior to this boundary originated from $x_{0}=y_{0}=0.25$. McMillan has also shown, and illustrated by Figs. 4-7 of Ref.(1), that a function of the form $f(x)=$ $-\left(B x^{2}+D x\right) /\left(A x^{2}+B x+C\right)$ employed in his area-preserving transformation will lead to the phase plane being covered by nested invariant curves of the form

$$
A x^{2} y^{2}+B\left(x^{2} y+x y^{2}\right)+C\left(x^{2}+y^{2}\right)+D x y=\text { const. }
$$

5. We list here several area-preserving transformations that can be put into McMillan's form by means of a suitable change of variables.
a.) The DeVogelaere Transformation (generalized, cf Refs. I and 6):

$$
\begin{aligned}
& x^{\prime}=y+F(x) \\
& y^{\prime}=-x+F\left(x^{\prime}\right)
\end{aligned}
$$

With introduction of variables such that

$$
\begin{aligned}
& X=x \\
& Y=y-F(x)
\end{aligned}
$$

the transformation assumes the area-preserving McMillan form with $f(y)=2 f(y)$.
b.) A Transformation of Hénon and Froeschlé: (7)

$$
\left.\begin{array}{l}
x^{\prime}=x \cos \alpha-\left(y-X^{2}\right) \sin \alpha \\
y^{\prime}=x \sin \alpha+\left(y-x^{2}\right) \cos \alpha
\end{array}\right\}
$$

With introduction of variables $x, y$ such that

$$
\left.\begin{array}{l}
X=(\sin \alpha)^{1 / 2} y \\
Y=(\sin \alpha)^{-1 / 2}(x-y \cos \alpha)
\end{array}\right\} \begin{aligned}
& \text { (a linear } \\
& \text { transformation) }
\end{aligned}
$$

the transformation assumes the area-preserving McMillan form with $f(y)=2(\cos \alpha) y+(\sin \alpha)^{3 / 2} y^{2}$.
c.) A "Generalized Standard Mapping":

$$
\left.\begin{array}{l}
I^{\prime}=I+g(\theta)  \tag{8}\\
\theta^{\prime}=\theta+I^{\prime}
\end{array}\right\}
$$

With the linear change of variables given by
$\left.\begin{array}{l}\theta=y \\ I=y-x\end{array}\right\} \quad$,
we obtain the area-preserving McMillan transformation with $F(y)$ $=2 y+g(y)$.
d.) A transformation cited in Note 9:

$$
\left.\begin{array}{l}
X^{\prime}=A X+\left(1-A^{2}\right) Y+(1-A)[X+(1-A) Y]^{2} \\
Y^{\prime}=-X+A Y+[X+(1-A) Y]^{2}
\end{array}\right\}
$$

We introduce varlables $x, y$ by a linear "scaling transformation" such that

$$
\begin{aligned}
& X=\frac{1}{4} \frac{(1+A)^{3 / 4}}{(1-A)^{1 / 4}}(x+y) \\
& Y=\frac{1}{4} \frac{(1+A)^{3 / 4}}{(1-A)^{5 / 4}}(-x+y)
\end{aligned}
$$

For which the Jacobian has the value $\frac{1}{8}\left(\frac{1+A}{1-A}\right)^{3 / 2}$ to obtain the area-preserving McMillan transformation with

$$
f(y)=2 A y+\left(1-A^{2}\right)^{3 / 4} y^{2} .
$$
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9. This transformation was employed in the expectation that it would depict the median-plane motion of charged particles in a spiral-sector FFAG accelerator operated near a third-integral resonance. Some properties of this transformation have been described and discussed in Ref. 6.
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## II. LIMITING (RESONANT) FREQUENCIES FOR PARTICLE MOTION IN THE MEDIAN PLANE

Erratic dynamical behavior can impose definite limits to the permissible amplitudes of individual-particle oscillations in alternating-gradient focusing systems when nonlinearities are present. Thus, the limiting amplitude for motion in the median plane of a strong focusing ring typically occurs in association with a system of fixed points in the phase plane, with a detectable stochasticity first making its appearance in the neighborhood of the unstable fixed points of the system.

Stochasticity in the phase plane for motion with a single spatial degree of freedom of course may be contained by the occurrence of a surrounding KAM (Kolmo-gorov-Arnol'd-Moser) closed curve, but regions of sufficient amplitude can be found wherein stochastic behavior will carry a phase point to markedly greater, and totally unacceptable, amplitudes. [An associated phenomenon is that of pe-riod-doubling bifurcation (to be fllustrated in chapter III), wherein a change of a parameter of a focusing system leads to a previously stable fixed-point system becoming unstable with reflection and to a new fixed-point system of double period becoming created. A sequence of such period-doubling bifurcations, occurring for smaller and smaller increments of the governing parameter, results in a bifurcation lattice or "tree" that may be claimed to terminate in "chaos".]

Informative illustrations of amplitude limitations for stable motion accordingly may be obtained by the examination of solutions to simple differential equations representative of median-plane motion in an idealized alternating-gradient ring. Examples of such equations, for which results are presented below, are

$$
\begin{equation*}
\frac{d^{2} x}{d z^{2}}=-A\left(x+1 / 8 x^{2}\right) \cos Z \tag{1}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{d^{2} x}{d Z^{2}}=-A(x+1 / 12 x+1 / 384 x) \cos 2 \tag{2}
\end{equation*}
$$

wherein the factor $\cos Z$ results in a alternating gradient focusing action with a period scaled to $2 \pi$. With appropriate scaling of the dependent variable, Eqn. (1) is intended to represent the effect of alternating sextupole fields (to supplement the quadrupole focusing), while Eqn. (2) represents $x$ motion (suitably scaled) in a Maxwellian magnetic field for which the $y$ component in the median plane is taken to be proportional to $I_{2}(x) / x$ prior to truncation. (l) It will be recognized that, for simplicity in constructing these equations, the obliquity of the trajectories has been neglected to the extent that the longitudinal component of velocity is treated as constant. Trajectories computed from such equations should
be strictly area-preserving when plotted on $a x, x^{\prime}=d x / d z$ plane. Use of a canonical integration algorithm thus in principle would be preferable for such computations, but application of a fourth-order Runge-Kutta-Gill algorithm with a suitably small step size has appeared also to be satisfactory for the present illustrative purposes.

The coefficient $A$ that appears in Eqns. (1) and (2) serves to determine the "tune" (or the phase advance, $o_{0}$, per period) for small-amplitude oscillations. For a fixed value of $A$ that results in reasonable stable motion about the origin, the solutions to Eqn.(1) are found to exhibit tunes that decrease with increasing amplitude, while the tunes for solutions to Eqn. (2) become greater for large amplitude solutions. In either case, it is of interest to examine, for various values of $\sigma_{0}$, the extent to which the tune assumes a different value at the limit of stable motion and to attempt to identify the fixed-point system that appears to be associated with the onset of instability in such cases. ${ }^{(2)}$ Such investigations are conveniently conducted by means of phase plots wherein values of $x$, $x^{\prime}$ for solutions to the equation of interest are plotted at one-period intervals -- e.g., for the present equations, at $Z=0$ mod. $2 \pi$.

With Eqn. (1), the symmetry is such that plots made at $z=0$ mod. $2 \pi$ (or, alternatively, at $Z=$ mod. $2 \pi$ ) will exhibit a symmetry in $x^{\prime}$ about the $x$ axis, and solutions to Eqn. (2) when so plotted will exhibit also a symmetry in $x$ about the $x^{\prime}$ axis. In directing attention here to instabilities associated with motion confined to the $x, z$ plane, one, of course, must recognize that motion occurring in two transverse directions will be subject to additional limitations, perhaps of a different character (Arnol'd diffusion?). that well may merit investigation.
A.

$$
\frac{d^{2} x}{d z^{2}}=-A\left(x+1 / 8 x^{2}\right) \cos z
$$

Median-plane motion of the type of interest here is illustrated by fig. II.l for solutions to Eqn. (1) with $A=0.2736$, for which the small-amplitude tune is such that $\alpha_{0} \cong 74.59$ deg. One notes the appearance of a pronounced order 5/1 fixed-point system ( $\sigma=72$ deg.) at an intermediate amplitude. Some stochasticity indeed may be present in association with this system -- and, if so, might be demonstrable computationally with sufficient care -- but one sees that in any case this system is surrounded by an apparently smooth closed phase trajectory (launched at $x_{0}=1.55, x_{0}^{\prime}=0$ ). At a somewhat larger amplitude, however, an order $16 / 3$ system ( $\sigma=67.5$ deg.) becomes evident, for which some small loops may be seen on the figure near the stable fixed points of this system, but for which
$A=$ ~.ér 36
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Fig. II. $x^{\prime}$ vs. $x$ phase plot, at $Z=0$ mod. $2 \pi$, for solutions to Eqn. (1) with $A=0.2736$ ( $\sigma_{0} \cong 74.59 \mathrm{deg}$.) to the scales: Horizontal: -3.0 to 3.0, for $x$; Vertical: $\quad-0.3$ to 0.3 , for $x^{\prime}$.
Instability is seen to arise from stochasticity associated with a fixed-point system of order $16 / 3(\alpha=3 \times 360 / 16=$ 67.5 deg.). The apparently smooth phase trajectory situated somewhat inside this fixed-point system resulted from a computation launched at $x_{0}=1.55, x_{0}{ }^{\prime}$ $=0$.
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Fig. II. 2 Phase plot for the runs of Fig. 1 , plotted at $Z=\pi / 2$ mod. $2 \pi$. Scales: Horizontal: -2.0 to 2.0, for $x$; Vertical: $\quad-0.6$ to 0.6 , for $x^{\prime}$.
it is more notable that stochasticity associated with the unstable fixed points develops to reveal a gross instabllity.

Figure II. 2 illustrates the manner in which the computational runs portrayed in Fig. II.l appear if plotted at the quarter-period points $Z=\pi / 2$ mod $2 \pi$. One expects maximum spatial excursions to occur near the centers of focusing regions. and phase plots constructed for $Z=0$ mod. $2 \pi$ accordingly seem most appropriate for the present work.

It is of interest to examine in a similar manner the character of solutions to Eqn. (1) for various values of the parameter $A$. Results are shown by a sequence of phase plots (Figs. II.3-II.Ba) and are summarized in the following Table. In some instances the fixed-point system associated with the first onset of gross stochastic instability appears to be of a rather high order (and indeed in such cases may become more difficult to specify). It may be particularly notable that with variations of $A$ covering a fairly small range in this sequence of cases, many distinctly different fixed-point systems appear to be associated in turn with the stability limit.

| $\underset{A}{\text { Parameter }}$ | Small-Amplitude <br> Tune, $\sigma_{0}$ (deg) | Estimated Range of $x$ at $Z=0$ mod. $2 \pi \&$ Associated Tune (deg) | Nearby Fixed-Point System Order, \& Tune(deg) |
| :---: | :---: | :---: | :---: |
| 0.23 | 61.303277 | $\begin{aligned} & -2.4 \text { to } 1.69 \\ & (\sim 52.6 \mathrm{deg}) \end{aligned}$ | 7/1, $1 \times 360 / 7=51.4286$ |
| 0.24 | 64.265071 | $\begin{aligned} & -2.3 \text { to } 1.72 \\ & (\sim 56.0 \mathrm{deg}) \end{aligned}$ | 13/2, $2 \times 360 / 13=55.3846$ |
| 0.25 | 67.273942 | $\begin{aligned} & -1.7 \text { to } 1.43 \\ & (\sim 61.6 \mathrm{deg}) \end{aligned}$ | $6 / 1,1 \times 360 / 6=60$. |
| 0.26 | 70.334408 | $\begin{aligned} & -1.89 \text { or } \sim 1.9 \text { to } \\ & 1.61(\sim 62.8 \text { deg) } \end{aligned}$ | 23/4, $4 \times 360 / 23=62.6087$ |
| 0.26525 | 71.963493 | $\begin{aligned} & -1.86 \text { to } 1.65 \\ & (\sim 64.7 \text { deg }) \end{aligned}$ | $\begin{aligned} & 39 / 7,7 \times 360 / 39=64.6154 \\ & 28 / 5,5 \times 360 / 28=64.2857 \end{aligned}$ |
| 0.26670 | 72.416288 | $\begin{aligned} & -1.82 \text { to } 1.57 \\ & (\sim 65.9 \mathrm{deg}) \end{aligned}$ | 11/2, $2 \times 360 / 11=65.4545$ |



XBL 851-829
Fig. II. 3 Phase plot for $A=0.23$; Scales: Horizontal: -3.25 to 3.25 for $x$ : Vertical: -0.30 to 0.30 , for $x^{\prime}$.
Shown are an apparently limiting phase trajectory (launched with $x_{0}=-2.4, x_{0}^{1}$ $=0$ ), a sequence of order 7/1 stable fixed points, and an erratic run resulting from a launch substantially at an order 7/1 unstable fixed point (taken to be at approximately $x_{0}=-2.465, x_{0}^{\prime}=0$ ).


XBL 851-830
Fig. II.3a Detall related to Fig. II. 3 ( $A=0.23$ ); Scales: Horizontal: -3.0 to -2.0 , for $x$; vertical: $\quad-0.08$ to 0.08 , for $x^{\prime}$ Shown are a portion of the apparently limiting trajectory launched with $x_{0}=-2.4$, two members of the stable order $7 / 1$ fixedpoint system (with surrounding loops), and an unstable sequence of points resulting from a launch substantially at an unstable order 7/l fixed point.


XBL 851-831
Fig. II. 4 Phase Plot for $A=0.24$; Scales: Horizontal -3.25 to 3.25, for $x$ : Vertical: $\quad-0.30$ to 0.30 , for $x^{\prime}$.
An apparently stable limiting trajectory is shown that results from a launch with $x_{0}=$ -2.3, $x_{0}^{\prime}=0$. Features of stable and unstable order 13/2 fixed-point systems also are shown. A run launched substantially at an unstable fixed point of this system ( $x_{0}=$ -2.3844070663 , $x_{0}^{\prime}=0$ ) shows evident stochasticity and a run launched on the $x$-axis at $x_{0}=-2.5$ shows a pronounced blow up in the course of traversing some 714 periods of the structure (see Detail, Fig. II.4a).


XBL 851-832
Fig. II.4a Detail related to Fig. II. $4(A=0.24)$ : Scales: Horizontal -3.0 to -2.0 , for $x$; Vertical -0.08 to 0.08 , for $x^{\prime}$.
Shown are a portion of the apparently stable trajectory launched with $x_{0}=-2.3$, two members of the stable order 13/2 fixed-point system (with surrounding loops), an evidently stochastic trajectory originating near an unstable order $13 / 2$ fixed point, and the pronounced instability of a run launched on the $x$-axis at $x_{0}=-2.5$ (a small distance beyond the order $13 / 2$ system).


XBL 851-833
Fig. II. 5 Phase plot for $A=0.25$; Scales:
Horizontal: -3.25 to 3.25 , for x ;
Vertical: $\quad-0.30$ to 0.30 , for $x^{\prime}$.
A limiting apparently stable phase trajectory is shown, as a result of a launch at $x_{0}=$ -1.7, $x_{0}^{i}=0$. Stable order 6/1 fixed points also are shown, together with the results of a clearly stochastic run originating in the immediate neighborhood of an unstable fixed point of the order $6 / 1$ system.


XBL 851-834

Fig. II. 5a Detail related to Fig. II.5 $(A=0.25)$; Scales: Horizontal: -3.0 to -1.5 , for $x$; Vertical: $\quad-0.08$ to 0.08 , for $x^{\prime}$. Shown are a portion of the limiting stable trajectory launched with $x_{0}=-1.7$, a member of the stable order $6 / 1$ fixed-point system, (with a surrounding small loop), and the stochastic instability resulting from a launch at an unstable fixed point of order $6 / 1$.


XBL 851-835
Fig. II. 6 Phase plot for $A=0.26$; Scales:
Horizontal: -3.25 to 3.25 , for $x$; vertical: $\quad-0.30$ to 0.30 , for $x^{\prime}$
A limiting apparently stable phase trajectory is shown, as a result of a launch at $x_{0}=$ -1.9 and $x_{0}^{\prime}=0$. Also shown is a surrounding order 23/4 fixed-point system from which stochastic instability is seen to develop.


XBL 851-836

Fig. II.6a Detail related to Fig. II. $6(A=0.26)$; Scales: Horizontal: -2.10 to -1.85 , for $x$ : Vertical: $\quad-0.05$ to 0.05 , for $x^{\prime}$.
An apparently smooth phase trajectory, originating on the $x$-axis at $x_{0}=-1.89$, is shown and evidently indicates substantially the limit of stability. Portions of an order 40/7 system have been added, at smaller amplitude, to the right of this trajectory segment. At larger amplitude a distinctly stochastic motion, ultimately leading to blow-up. is seen to result from a launch at $x_{0}=$ -1.903935420 and $x_{0}^{\prime}=0$ from an unstable fixed point of the order $23 / 4$ system.


XBL 851-837
Fig. II. 7 Phase plot for $A=0.26525$; Scales:
Horizontal: -3.25 to 3.25 , for $x$ :
Vertical: $\quad-0.30$ to 0.30 , for $x^{\prime}$.
For this value of $A$, the small-amplitude tune is such that $a=71.963493$ deg. When examined on an enlarged scale (see Figs. II.7a-d), several fixed-point systems become evident at amplitudes near to the stability boundary -e.g., systems of order 11/2, 50/9, 39/7, and 28/5, for which the respective tunes become $\sigma \cong 65.4545,64.80$, 64.6154, and 64.2857 degrees. A limiting boundary curve appears to result from a launch with $x_{0}=-1.86, x_{0}^{\prime}$ $=0$, just outside the system of order 50/9, and is shown as the outermost closed curve on this figure (together with two additional closed curves, of considerably smaller amplitudes, that are also shown encircling the origin). The presence of stable fixed points of an order $11 / 2$ system (together with small surrounding loops) and of unstable order 11/2 fixed points also is indicated; some stochasticity may be associated with these unstable order -11/2 fixed points (see fig. II.7d), but the order 11/2 system is contained within the apparently smooth limiting boundary curve mentioned above. The features of the order $50 / 9$ fixedpoint system are not readily depicted on the present rather coarse scale, but one sees an evident instability that results from a run originating near an unstable fixed point of the order 28/5 system (here taken to be at $x_{0}=$ $-2.05607625, x_{0}^{1}=0.0520677$ ).


XBL 851-838

Fig. II.7a Detail related to Fig. II.7 $(A=0.26525)$; Scales: Horizontal: -2.00 to -1.80 , for $x$; Vertical: $\quad-0.02$ to 0.02 , for $x^{\prime}$.
This figure shows a portion of the presumed smooth "limiting boundary curve" that results from a launch at $x_{0}=-1.86, x_{0}=0$, and to which reference was made in the caption to fig. II.7. At smaller amplitudes, to the right of this trajectory segment, one sees portions of order 50/9 fixed-point systems, with some evident stochasticity noticeable in the neighborhood of the unstable fixed points of this system. It of course is a matter of judgement whether the so-called boundary curve, as computed here, is truly sufficiently smooth that phase points are precluded from crossing into regions of larger amplitude.


XBL 851-839

Fig. II.7b Detail related to Fig. II.7 ( $A=0.26525$ ) ; Scales: Horizontal: -2.00 to -1.80 , for $x$; Vertical: $\quad-0.02$ to 0.02 , for $x^{\prime}$. Portions of order 39/7 fixed-point systems, with evidence of some stochastic behavior in the neighborhood of the unstable fixed point shown for this system.


XBL 851-840

Fig. II.7c Detail related to Fig. II.7 $(A=0.26525)$; Scales: Horizontal: -2.00 to -1.80 , for $x$; Vertical: -0.02 to 0.02 , for $x^{\prime}$.
Highly stochastic instability associated with unstable fixed points of an order 28/5 system, shown together with a stable fixed point (and surrounding loop) of this same order.


## XBL 851-841

Fig. II.7d Detail related to Fig. II.7 $(A=0.26525)$ : Scales: Horizontal: -2.00 to -1.50 , for $x$; Vertical: $\quad-0.06$ to 0.06 , for $x^{\prime}$. Detail of fixed points of order $11 / 2$ systems, indicating possible stochasticity near the unstable order 11/2 fixed point. Also shown is a portion of an apparently smooth phase trajectory of somewhat smaller amplitude that results from a launch with $x_{0}=-1.7, x_{0}^{\prime}=0$.


XBL 851-842
Fig. II. 8 Phase plot for $A=0.26670$; Scales: Horizontal: -3.25 to 3.25 , for $x$; Vertical: $\quad-0.30$ to 0.30 , for $x^{\prime}$.
Shown is the erratic and clearly unstable phase motion that results from a launch with $x_{0}=$ -1.8377526, $x_{0}^{\prime}=0$, just beyond an unstable fixed point of order 11/2. Also shown are stable fixed points (and encircling loops) of order 11/2. The limiting closed phase trajectory appears to be that which results from a launch with $x_{0}=-1.82, x_{0}^{\prime}=0--$ shown here together with additional curves that encircle the origin with a smaller amplitude.


XBL 851-843
Fig. II. 8 d Detail related to Fig. II. $8(A=0.26670)$; Scales: Horizontal: -2.50 to -1.50 , for $x$; Vertical: $\quad-0.08$ to 0.08 , for $x^{\prime}$.
This detall shows a portion of the apparently smooth curve, resulting from a launch at $x_{0}$ $=-1.82, x_{0}^{\prime}=0$, that may be regarded as situated at the edge of the region of stability [plotted for 2500 periods]. At only slightly greater amplitude clearly unstable stochastic motion is seen to develop from a launch at an unstable order $11 / 2$ fixed point $\left(x_{0}=-1.83775252\right.$, $\left.x_{0}^{\prime}=0\right)$. Two of the stable order 11/2 fixed points also are shown. together with small surrounding loops.

$$
\frac{d^{2} x}{d z^{2}}=-A\left(x+1 / 12 x^{3}+1 / 384 x^{5}\right) \cos Z
$$

The character of solutions to Eqn.(2) also could be examined in the manner in which solutions to Eqn. (1) were examined in the preceding sub-section. An overall indication of the nature of solutions to Eqn. (2) is shown, for $A=0.2088$, in Fig. II.9. With this value of the parameter $A$, the tune for small-amplitude motion is such that $\sigma_{0}=55.1621$ degrees and $\sigma$ increases with increasing amplitude with the result that a pronounced order $6 / 1$ fixed-point system ( $0=60 \mathrm{deg}$.) is seen to occur at intermediate amplitudes.

The largest simple, apparently smooth, closed phase trajectory shown on Fig. II. 9 resulted from a launch with $x_{0}=1.6$ and $x_{0}^{\prime}=0$ ( $0 \cong 68.87$ deg.). and shortly beyond this curve systems of order $5 / 1$ fixed points make their appearance. It is of interest to note that there are, in fact, two systems of stable order $5 / 1$ fixed points (and similarly two systems of unstable order $5 / 1$ fixed points). Thus, one system of stable order $5 / 1$ fixed points has one member of this family situated on the positive $x$-axis ( $x \cong 1.782071$ ) and the remaining four members situated symmetrically above and below the $x$-axis, while the second family has its members similarly situated save for a reversal of sign for the x-coordinate of each member. With respect to the unstable order $5 / 1$ fixed points, one member of one family is situated on the positive $x^{\prime}$-axis ( $x^{\prime} \cong 0.19289322$ ) with other members of that family symmetrically situated to the right and left of that axis, while the second unstable family is similar save for a reversal of sign of $x^{\prime}$ for each member. The mapping of phase points in the neighborhood of the unstable order $5 / 1$ fixed points presents, moreover, a distinctly stochastic character, and a run launched on the $x$-axis with $x_{0}=1.89$ is found to lead to a gross instability ("blow-up", not shown).

At still larger amplitudes on Fig. II. 9 one finally sees the locations of stable and unstable fixed points of order $14 / 3$ ( $a \cong 77.1429$ deg.). with two members of the stable system lying on the $x^{\prime}$-axis at $x^{\prime} \cong \pm 0.22460743$ and two members of the unstable system on the $x$-axis at $x \cong \pm 1.99832577$. The unstable order $14 / 3$ system is locally very strongly unstable (half trace of tangential-mapping transformation $\cong 16.2579$ ), while the stable family (HTR $\cong 0.91026484$ ) can be of interest in giving rise to a bifurcation (without period doubling) when the parameter A is slightly reduced (Chapter III).

Figure II.9a shows some detail of the phase plane in the near neighborhood of the stable order $5 / 1$ fixed point situated (as on fig. II.9) on the $x$-axis at $x \cong$ 1.782071. The outermost trajectories indicate the presence of 11 stable and 11 unstable order $55 / 11$ fixed points, arranged to surround the order $5 / 1$ fixed
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Fig. II. 9 Phase plot, at $Z=0$ mod $2 \pi$, for solutions to Eqn. (2) with $A=0.2088$ ( $\sigma_{0}=55.1621$ deg.). Scales: Horizontal: -2.25 to 2.25 , for $x_{\text {; }}$ Vertical: $\quad-0.25$ to 0.25 , for $x^{\prime}$. Distinctive features include systems of stable and unstable order $6 / 1$ fixed points, two stable and two unstable order $5 / 1$ systems, and the locations of stable and unstable order 14/3 fixed points. The largest simple, apparently smooth, closed phase trajectory originated from a launch with $x_{0}=1.6$ and $x_{0}^{\prime}=0$.
point situated near the center of this diagram. The stochastic evolution of phase points for a run launched near an unstable order $5 / 1$ fixed point (e.g.. near $x_{0}$ $=1.68129339, x_{0}=0.04744928$ ) would carry such points to regions further removed from the stable order $5 / 1$ fixed point shown here.

CUBIC is UJIHITIC NONLINEARITY, WITH A - 0.2088
DETAIL


XBL 851-845
Fig. II.9a Detail related to Fig. II.9, for Eqn.(2) with $A=0.2088$, Scales: Horizontal: 1.60 to 2.00, for $x$; Vertical: -0.06 to 0.06 , for $x^{\prime}$.
Phase trajectories surrounding a stable order $5 / 1$ fixed point are shown, together with indications of stable and unstable fixed points of order $55 / 11$ in this vicinity.

1. A curl-free, divergence-free magnetic field that is longitudinally periodic with period $P$ and is of a quadrupole character with respect to its dependence on can be constructed from terms of the form

$$
\begin{aligned}
& B_{r}=k I_{2}^{\prime}(k r) \cos k Z \sin 2 \theta \\
& B \theta=(2 / r) I_{2}(k r) \cos k Z \cos 2 \theta \\
& B_{Z}=-k I_{2}(k r) \sin k Z \sin 2 \theta
\end{aligned}
$$

with $k$ any integer multiple of $2 \pi / P$. The nonlinearities necessarily introduced thereby into median-plane motion ( $\varnothing=0$ ) accordingly are such as arise from terms of the form $I_{2}(k r) / r$.
2. Convergence to a numerical evaluation of phase-plane coordinates for fixed points of interest, and the evaluation of the local tune or stability characteristics for small-amplitude oscillations about the periodic orbit corresponding to any such fixed point, can make use conveniently of the "tangential-mapping transformation" that tracks an infinitesimal displacement ( $\delta x, \delta x^{\prime}$ ) through the appropriate interval in 2 . For other phase trajectories, estimates of tune are obtainable by the technique of counting axis crossings in the $x . x^{\prime}$ phase plane.

For Area-Preserving Transformations and Solutions to Differential Equations

A distinct change can occur in the nature of the fixed-point systems characterizing area-preserving transformations, or solutions to canonical differential equations, as a parameter of the transformation is changed. One finds such changes to occur when a fixed-point system that previously was locally stable becomes unstable as a result of a parameter change and new (stable) fixed points split off to make their appearance. In cases such that the previously stable system becomes unstable with reflection, the new system is found to have a period twice that of its predecessor. A sequence of such period-doubling bifurcations, occurring for smaller and smaller changes of the governing parameter, results in a bifurcation lattice or "tree" that may be claimed to terminate in "chaos".

Illustrations of bifurcation are conveniently obtained by examination of simple area-preserving algebraic mappings, (1) and also can be found in phase-plane mappings that represent solutions to canonical differential equations characteristic of median-plane motion in alternating-gradient particle accelerators or storage rings.

## A. An Area-Preserving Quadratic Mapping

The area-preserving quadratic mapping (M)

$$
\left.\begin{array}{l}
x_{n+1}=y_{n}+F\left(x_{n}\right)  \tag{1}\\
y_{n+1}=-x_{n}+F\left(x_{n+1}\right)
\end{array}\right\}
$$

with $F(x)=T x+(1-T) x^{2}$ [a generalized devogelaere form, with parameter $T$ ], serves conveniently to illustrate the development of a sequence of period-doubling bifurcations as the parameter $T$ is varied. The transformation (1) results in phase diagrams that exhibit a convenient symmetry about the $x$-axis. for $|T|<1$ the origin constitutes a stable first-order fixed point and the point $(1,0)$ is an unstable first-order fixed point.

For T somewhat negative, phase points representing small-amplitude motion encircle the origin somewhat more rapidiy than once per four iterations ( $\cos ^{-1}$ $T>90$ deg.), but at larger amplitudes one can find solutions that are locked into order -4/1 fixed-point systems. Such order - 4/1 fixed-point systems are illustrated on Fig. 1 for $T=-0.1030$. The half-trace (HTR) for the tangential-mapping transformations, for $M^{4}$ linearized about a stable fixed point of the system, (2) then may be computed to be circa $-0.9883_{57}$-- so that while
this fixed-point system is stable, it is close to being unstable with reflection. It accordingly becomes of interest to examine the structure of the phase-space diagram, in the vicinity of such a stable fixed point as that seen in fig. Ill.l to lie on the positive x-axis, as the parameter $Y$ is varied (to become somewhat more negative).

For $T=-0.1030$ (as in Fig. III.I) the character of the phase trajectories in the neighborhood of the stable order - $4 / 1$ fixed point on the positive x-axis is shown to an enlarged scale on Fig. III.2. One notes close to this stable fixed point the occurrence of apparently smooth surrounding phase trajectories that indicate the general nature of flow under action of $M^{4}$ in this region of phase space.


XBL 851-846
Fig. III. $\quad T=-0.1030$
De-Vogelaere Variables
Scales: -0.60 to +0.60
Locations of 4-th Order unstable and stable fixed points.
The 4 stable fixed points are indicated by arrows. We shall follow the behavior in the neighborhood of the fixed point on the positive $x$-axis $(x=$ 0.532268206310 ) as $T$ becomes more negative.


XBL 851-847
Fig. III.2. $T=-0.1030$
De-Vogelaere Variables Enlarged plot of neighborhood about stable fixed point on the positive $x$-axis ( $x$-scale: 0.45 to 0.60 ).

For $T$ assigned the slightly more negative value $T=-0.1034$, the order $-4 / 1$ fixed point on the positive real axis not only shifts its location sifghtly but. more significantly, becomes locally unstable, with reflection (HTR < -1). Because of this local instability, phase points tend to move away from (or toward) the fixed point, along eigenvector directions, while jumping from one side of the fixed point to the other in the manner characteristic of motion in the neighborhood of a hyperbolic fixed point with reflection (negative eigenvalues). The general circulatory character that was noted earlier for flow in this region evidently remains, however, to take effect at an appreciable distance from the fixed point and results in the diagrams shown (for $T=-0.1034$ ) on Fig. III.3 and (to a further enlarged scale) on Fig. III.4.

New (stable) fixed points are seen to occur within the loops of the "lazy-8" features that figs. III. 3 and III. 4 show developing from the unstable fixed point. Because the unstable fixed point is unstable with reflection (under action of $M^{4}$ ). the phase-space coordinates will jump from one of these new stable fixed points to the other under action of $M^{4}$. The new fixed-point system (of which two members are seen on each of Figs. III. 3 and III.4) thus constitutes a system of order - $8 / 1$ (period $=8$ ) and fllustrates the occurrence of a period-doubling bifurcation.

It is of some interest to note the qualitative change in character of a diagram such as fig. III. 4 when further reductions are made in the parameter $T$. Such a change is illustrated by Figs. III.5-III.14, with $T=-0.11125$ for the final Figure of this sequence. One notices, in progressing through this sequence, the development of an increasingly pronounced stochasticity about the unstable order 4/1 fixed points and an enlargement of the area of the lazy-8 loops that surround the stable order - 8/2 fixed points.

When the existence of the order - $8 / 2$ fixed-point system first became apparent (e.g.. for $T=-0.1034$ ), the half-trace of the tangential-mapping transformation for the order $-4 / 1$ system was just slightly more negative than -1 (for $M^{4}$ ) and the half trace for the new order $-8 / 2$ system was just siightly less than +1 (for $M^{8}$ ). With selection of increasingly negative values of the parameter $T$, the half-trace for the order - $4 / 1$ system becomes driven to increasingly negative values and the half-trace of the order - 8/1 system is driven from values near +1 downward toward the critical value HTR $=-1$.

For $T=-0.11126$, the order $-8 / 2$ fixed points have themselves become unstable (HTR <-1 for $M^{8}$ ) and generate loops within which new fixed points of an order - 16/4 system can be found. Such loops are illustrated in Figs. III. 15 and III. 16 for fixed points situated on the positive $x$-axis near $x=0.581$ and $x=0.486$.


XBL 851-848
Fig. III. $3 \quad T=-0.1034$
De-Vogelaere Variables
Scales: 0.45 to 0.60 $\pm 0.003$
Development of bifurcation $\begin{cases}1 / 4: & \text { Unstable } \\ 2 / 8: & \text { Stable }\end{cases}$
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Fig. III. $4 \quad \mathrm{~T}=-0.1034$

$$
\text { Scales: } 0.48 \text { to } 0.56
$$

$\pm 0.0025$
Enlarged view of bifurcation.
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Fig. III. 5 T $=-0.1035$
Scales: 0.45 to 0.60


XBL 851-851

De-Vogelaere Variables
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Fig. III. $7 \quad T=-0.1040$
De-Vogelaere Variables
Scales: 0.45 to 0.60 $\pm 0.003$

Note extensions of eigenvector directions from the unstable fixed point appear to form smooth closed curves.
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Fig. III. B. $\quad T=-0.1040$
Scales: 0.45 to 0.60
$\pm 0.003$
Plot with inclusion of stochastic boundary.
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Fig. III.9. $\quad T=-0.1045$
De-Vogelaere Variables
Scales: $\begin{aligned} & 0.45 \text { to } 0.60 \\ & \\ & \pm 0.003\end{aligned}$
Note development of evident stochasticity about the unstable fixed point at $x=0.534416773867$
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Fig. III. 10
$T=-0.1045$
De-Vogelaere Variables
Scales: $\begin{aligned} & 0.53 \text { to } 0.54 \\ & \pm 0.001\end{aligned}$
Detail -- to emphasize stochastic region about the unstable fixed point at $x=.534416773867$
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Fig. III.ll.

| $T=-0$. | 50 |
| :---: | :---: |
| Scales: | 0.45 to 0.60 |
|  | $\pm 0.003$ |

De-Vogelaere Variables

Note the violent instability at the fixed point ( $x=0.535127642205$ ).
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Fig. III.12. $\quad T=-0.1075$
De-Vogelaere Variables
Scales: 0.45 to 0.60 $\pm 0.003$
Some stochastic points, associated with the unstable fixed point, are shown ( $x=0.538642977693$ for this fixed point). Also shown are two of the stable 8-th order fixed points, together with a surrounding phase trajectory.
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Fig. III.13. $\quad T=-0.1100$
De-Vogelaere Variables
Scales: 0.45 to 0.60 $\pm 0.003$
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Fig. III.14. $\quad T=-0.11125$ Scales: 0.45 to 0.60 $\pm 0.003$
Neighborhood of 4 th order (unstable) and 8 -th order (stable) fixed points just prior to additional bifurcation.
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Fig. III.15. $\quad T=-0.11126 \quad$ De-Vogelaere Variables Scales: 0.581340 to 0.581355 $\pm 0.0002$
After the second bifurcation (leading to Order-16 fixed points). one of the (now unstable) Order-8 fixed points develops vertical loops, that contain stable Order-16 fixed points.

The fixed points shown are
2/8: 0.581347619364, 0.
4/16: 0.581346959845, $\pm 0.000068014914$
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Fig. III. 16
$T=-0.11126$
De-Vogelaere Variables
Scales: 0.4852 to 0.4860
$\pm 0.000001$
After the second bifurcation (leading to Order-16
fixed points), one of the (now unstable) Order-8
fixed points develops horizontal loops, that con-
tāin stable Order-16 fixed points.
The fixed points shown are 2/8: $0.485601872680,0$. 4/16: 0.485356977954, 0. $0.485849305665,0$.

Following this second bifurcation, a further reduction of $T$ leads to a third period-doubling bifurcation, generating a fixed-point system of order - 32/8, that is illustrated for $T=-0.11223$ by Figs. III.17 and III.18.

As new stable fixed-point systems become created and then are driven toward instability (with reflection) by continued change of the parameter $T$, a regular convergent sequence of successive period doublings appears to become established -- as is suggested schematically by the sketch of Fig. III.19. Some sequential regularity in the locations or separations of the fixed points also may develop, as is indicated for the present example by the bifurcation tree shown in Fig. III. 20 to depict the locations of such fixed points as are situated on the positive x-axis. Under circumstances such that a sequence of this nature has been carried to completion, one may expect the phase-plane motion in such a region to appear particularly "chaotic".

## B. A Differential Equation with Quadratic Nonlinearity

The differential equation

$$
\begin{equation*}
\frac{d^{2} x}{d Z^{2}}=-A\left(x+1 / 8 x^{2}\right) \cos Z \tag{2}
\end{equation*}
$$

that has been used to show the effect of a quadratic nonlinearity, can be used to provide solutions that illustrate the occurrence of bifurcations. Such examples include, for the parameter $A$ in the range $0.265<A<0.275$, fixed-point systems that develop from fixed points of order $6 / 1$ (tune: $\sigma=1 \times 360 / 6=60 \mathrm{deg}$.) and of order 11/2 (tune: $2 \times 360 / 11=65.45 \ldots$ deg.).

It must be stated, with respect to each of the systems mentioned, that the bifurcation process occurs somewhat outside of the normal region of stability in the $x, x^{\prime}$ phase plane. Thus, with $A=0.2651$, for which the small-amplitude tune is $\sigma_{0} \cong 71.9167$, the range of stable motion may be judged to be given by $-1.93<$ $x<1.67$ (measured for $x^{\prime}=0$, at $Z=0 \bmod .2 \pi$ ) and the tune has dropped to $\sigma \cong$ 64 deg. at such amplitudes. With this value of $A$, two members of the stable order - 6/1 fixed-point system that is close to becoming unstable and generating a pe-riod-doubling bifurcation, are found to lie on the $x$-axis at $x=-2.6916782$ and at $x=2.0097530$. Similarly, with $A=0.2735\left(\sigma_{0} \cong 74.5570\right)$ the range of stability may be estimated as lying within the limits $-1.72<x<1.64$ and the tune has dropped to $\sigma \cong 68.1$ deg. at such amplitudes. With this value of $A$ one member of the stable order - $11 / 2$ fixed-point system that is close to giving rise to a pe-riod-doubling bifurcation is found to lie on the positive $x$-axis at $x=1.80151231$.


XBL 851-862
Fig. III.17. $\quad T=-0.11223$
De-Vogelaere Variables
Scales: 0.4965 to 0.4990 $\pm 0.000002$
After the third bifurcation (leading to Order-32 fixed points), one of the (now unstable) Order-16 fixed points develops horizontal loops, that contain stable Order-32 fixed points.

The fixed points shown are
4/16: 0.497936225267, 0.
$\begin{array}{lll}\text { 8/32: } & 0.497335279454, & 0 . \\ & 0.498484243334, & 0 .\end{array}$
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Fig. III.18. $\quad T=-0.11223$
De-Vogelaere Variables
Scales: 0.4737 to 0.4738 $\pm 0.0001$
After the third bifurcation (leading to Order-32
fixed points), one of the (now unstable) Order-16
fixed points develops vertical loops, that contain stable Order-32 fixed points.

The fixed points shown are
4/16: $0.473728930908,0$.
8/32: $0.473741772757, \pm 0.000044371638$


XBL 851-867

Fig. III. 19.
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Fig. III. 20

Characteristics of fixed-point systems of order-6/1 are listed in Table $I$ for $0.2650 \leq A \leq 0.2670$, together with the values of small-amplitude tune ( $\sigma_{0}$ ) associated with these values of $A$. The values given. for HTR refer to the half trace of the tangential-mapping transformation (for 6 periods, $\Delta Z=6(2 \pi)$ ). For the unstable systems with HTR $>+1$, phase-plane coordinates are given as $x_{0}{ }^{\prime} \pm x_{0}^{\prime}$ for such order-6/1 fixed-points lying close to the negative x-axis. For the systems with HTR $<+1, x$ coordinates are given for the members of such systems that lie on the negative $x$-axis and for the members that lie on the positive $x$-axis. It is this latter type of fixed-point system for which, when HTR becomes less than -7, the order-6/1 system becomes unstable with reflection and an additional (originally stable) system of order $12 / 2$ becomes created. $x$-values for fixed points of such a fixed-point system, and that lie on the negative x-axis, are tabulated in Table II (together with the half trace of the 12 -period tangential-mapping transformation). Such an order $12 / 2$ system will in turn become unstable, with reflection, for $A$ sufficiently great -- leading to a fixed point system of order 24/4. Fixed points situated on the negative $x$-axis are given in rable III for a few values of the parameter $A$, and it is seen that one may expect a further perioddoubling bifurcation to develop from this order - $24 / 4$ system for values of $A$ slightly greater than 0.266847.

## TABLE I

Order-6/1 Systems

| A | Small-Amp' 1. <br> Tune, $\sigma_{0}$ (Deg.) | HTR > +1 |  |  | HTR < +1 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $x_{0}$ | $\pm x_{0}{ }^{\prime}$ | HTR | ${ }^{\text {l }}$ eft | xright | HTR |
| 0.2650 | 71.8856 | -2.343555 | 0.072379 | 2.409455 | -2.688509 | 2.008182 | -0.980123 |
| 0.2651 | 71.9167 | -2.346288 | 0.072410 | 2.421250 | -2.691678 | 2.009753 | -0.998529 |
| 0.2652 | 71.9479 | -2.349017 | 0.072441 | 2.433116 | -2.694840 | 2.011317 | -1.017065 |
| 0.2653 | 71.9791 | -2.351741 | 0.072472 | 2.445054 | -2.697996 | 2.012874 | -1.035730 |
| 0.2654 | 72.0103 | -2.354459 | 0.072502 | 2.457065 | -2.701145 | 2.014424 | -1.054527 |
| 0.2655 | 72.0415 | -2.357173 | 0.072533 | 2.469148 | -2.704288 | 2.015968 | -1.073454 |
| 0.2657 | 72.1039 | -2.362587 | 0.072593 | 2.493531 | -2.710553 | 2.019035 | -1.111705 |
| 0.2660 | 72.1975 | -2.370672 | 0.072682 | 2.530658 | -2.719902 | 2.023585 | -1.170082 |
| 0.2665 | 72.3538 | -2.384051 | 0.072827 | 2.594021 | -2.735355 | 2.031037 | -1.270082 |
| 0.2666 | 72.3850 | -2.386713 | 0.072856 | 2.606920 | -2.738426 | 2.032508 | -1.290493 |
| 0.2667 | 72.4163 | -2.389371 | 0.072884 | 2.619894 | -2.741491 | 2.033972 | -1.311043 |
| 0.2670 | 72.5101 | -2.397315 | 0.072969 | 2.659276 | -2.750648 | 2.038326 | -1.373531 |

## TABLE II

Order - 12/2 System, incl. FP's on negative $x$-axis

| 0.2652 | -2.738676 | -2.646999 | 0.864839 |
| :---: | :---: | :---: | :---: |
| 0.2653 | -2.759982 | -2.627668 | 0.720072 |
| 0.2654 | -2.776328 | -2.613297 | 0.577487 |
| 0.2655 | -2.790168 | -2.601434 | 0.437093 |
| 0.2657 | -2.813553 | -2.582010 | 0.162918 |
| 0.2660 | -2.842510 | -2.559010 | -0.231660 |
| 0.2665 | -2.882070 | -2.529416 | -0.844114 |
| 0.2666 | -2.889138 | -2.524347 | -0.959735 |
| 0.26662 | -2.890526 | -2.523360 | -0.982582 |
| 0.26663 | -2.891216 | -2.522870 | -0.993971 |
| 0.26664 | -2.891904 | -2.522381 | -1.005336 |
| 0.26665 | -2.892591 | -2.521895 | -1.016678 |
| 0.2667 | -2.895992 | -2.519495 | -1.073042 |
| 0.2670 | -2.915447 | -2.506055 | -1.398966 |

Table III

Order $24 / 4$ system, incl. $F P^{\prime} s$ on negative $x$-axis

| 0.26664 | -2.529700 | -2.515630 | 0.95723 |
| :---: | :---: | :---: | :---: |
| 0.26665 | -2.535224 | -2.510339 | 0.86600 |
| 0.26670 | -2.549481 | -2.497244 | 0.40488 |
| 0.26675 | -2.558737 | -2.489151 | -0.06446 |
| 0.26680 | -2.566240 | -2.482813 | -0.54199 |
| 0.26684 | $-2.571515$ | -2.478471 | -0.92988 |
| 0.266843 | -2.571891 | -2.478165 | -0.95918 |
| 0.266844 | $-2.572015$ | -2.478064 | -0.96896 |
| 0.266846 | -2.572264 | -2.477862 | -0.98851 |
| 0.266847 | -2.572388 | -2.477761 | -0.99830 |
| 0.266848 | $-2.572512$ | -2.477661 | -1.0087 |
| 0.26685 | -2.572759 | -2.477461 | $-1.028$ |

Figure III.21, sketched for $A=0.2667$, indicates the locations of such associated fixed points as lie in the neighborhood of the order - $6 / 1$ fixed point situated on the negative $x$-axis at $x=-2.741491$. This piot is to the scales:

$$
\begin{array}{ll}
\text { Horizontal: } & -3.0 \text { to }-2.4, \text { for } x \\
\text { Vertical: } & -0.002 \text { to } 0.002 \text {, for } x^{\prime} .
\end{array}
$$

The fixed points shown on the negative x-axis are explicitly:
For order - 6/1 system: $x \doteq .-2.741491$
For order - $12 / 2$ system: $x \doteq-2.895992 \& x \doteq-2.519495$
For order - $24 / 4$ system: $x \doteq-2.549481 \& x \doteq-2.497244$
The development of the order - $12 / 2$ system is illustrated by Figs. III. 22 III. 24 , each plotted to the scales:

```
Horizontal: -3.0 to -2.5, for x;
Vertical: -0.005 to 0.005, for x'.
```

Fig. III.22, for $A=0.2651$, shows the order - $6 / 1$ fixed point (stable for this value of $A$ ) at $x_{0}=-2.691678 \ldots, x_{0}^{\prime}=0$, together with two surrounding phase trajectories.

Fig. III.23, for $A=0.2652$, shows the order - $6 / 1$ fixed point (now unstable, for this value of $A$ ) and two of the order - 12/2. fixed points that result from the period-doubling bifurcation. Also evident is the presence of nine small order 54/9 islands surrounding the fixed points in this region of the phase plane.

Fig. III.24, for $A=0.2653$, presents a diagram similar to that shown (for $A$ $=0.2652$ ) in Fig. III.23, wherein the unstable order $-6 / 1$ fixed point and two order - 12/2 stable fixed points are again seen and for which some stochasticity appears evident in the neighborhood of the unstable fixed points of the order - 54/9 system.
A. 0.2667
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Fig. III. $21 \quad A=0.2667$


B-TH ORDER FIXED POINT IS STABLE.

XBL 851-865

Fig. III. $22 \quad A=0.2651$ 6th order fixed point is stable.
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Fig. III. $23 \quad A=0.2652$
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Fig. III. $24 \quad A=0.2653$

Somewhat more detail may be seen on Figs. III. 25 and III.26, with the scales:

> Horizontal: -2.9 to -2.5 , for $x$;
> Vertical: -0.003 to 0.003 , for $x^{\prime}$.

Fig. III.25, for $A=0.26520$, is similar to Fig. III. 23 (to a somewhat enlarged scale), but also suggests the presence of members of an order - 96/16 fixed-point system at the outer edge of the plot.

Fig. III. 26 for $A=0.26525$, illustrates in somewhat greater detail features such as were evident (for $A=0.26520$ ) on Fig. III.25. The strong scatter of points seen on the present figure results from a run launched substantially at one of the fixed points of the unstable order - $96 / 16$ fixed-point system.

The bifurcation leading to an order - $24 / 4$ system is llustrated by Figs. III. 27 and III. 28, to the scales:

```
Horizontal: -2.60 to -2.45, for x;
Vertical: -0.0002 to 0.0002, for x'.
```

Fig. III. 27 for $A=0.26663$, shows an order - $12 / 2$ fixed point (stable for this value of $A$ ) situated on the negative $x^{\prime}$ axis (at $x \cong-2.522870$ ) and two surrounding phase trajectories.

Fig. III.28, for $A=0.26665$, shows the order - $12 / 2$ fixed point (now unstable, and situated at $x_{0} \cong-2.521895$ ) and the associated development through bifurcation of an order - $24 / 4$ system of which two fixed points are shown.

Figure III. 29 shows the trend, vs. A. of the tangential-mapping half trace for the fixed-poirit systems just discussed. On sees, as the half trace of one system passes to values more negative than -1 , the genesis of a new system of double period.

Figure III. 30 indicates the development of a bifurcation tree that depicts, for fixed points situated on the negative $x$-axis, the locations (and hence the spacings) of the fixed points for the systems just discussed.

One also finds a fixed-point system of order $11 / 2$ ( $\sigma=2 \times 360 / 11=65.4545 \ldots$ ) from which, as the parameter $A$ is increased, period-doubling bifurcations develop -- see Tables IV and $V$. The transition leading to the birth of an order - 22/4 system is illustrated by figs. III.31 and III.32, to the scales:

$$
\begin{aligned}
& \text { Horizontal: } 1.795 \text { to } 1.805 \text {, for } x \text { : } \\
& \text { Vertical: }-0.01 \text { to } 0.01 \text {, for } x^{\prime} \text {. }
\end{aligned}
$$

A $=0.2652$
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Fig. III. $25 \quad A=0.2652$
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Fig. III. $26 \quad A=0.26525$

A - 0.25663
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Fig. III. $27 \quad A=0.26663$
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Fig. III. $28 \quad A=0.26665$


Fig. III. 29


Fig. III. 30

Table IV

| A | Small-Amp ' 1 <br> Tune, $\sigma_{0}$ (Deg.) | HTR > +1 |  | HTR < +1 |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | x | HTR | x | HTR |
| 0.2500 | 67.27394 | -0.999353 | 1.000189 | 0.903246 | 0.999810 |
| 0.2550 | 68.79742 | -1.347417 | 1.005812 | 1.193517 | 0.994174 |
| 0.2600 | 70.33441 | -1.600037 | 1.050365 | 1.409902 | 0.949182 |
| 0.2650 | 71.88555 | $-1.786583$ | 1.247550 | 1.581892 | 0.746606 |
| 0.2667 | 72.41629 | -1.837753 | 1.391772 | 1.632457 | 0.595998 |
| 0.2668 | 72.44756 | -1.840593 | 1.402071 | 1.635320 | 0.585177 |
| 0.2670 | 72.51013 | -1.846219 | 1.423348 | 1.641007 | 0.562794 |
| 0.2675 | 72.66665 | -1.859973 | 1.480681 | 1.655016 | 0.502310 |
| 0.2680 | 72.82332 | -1.873297 | 1.544336 | 1.668729 | 0.434871 |
| 0.2700 | 73.45155 | -1.922605 | 1.873355 | 1.720731 | 0.081897 |
| 0.2725 | 74.24035 | -1.976496 | 2.500251 | 1.779691 | -0.608400 |
| 0.2734 | 74.52529 | -1.994150 | 2.800794 | 1.799374 | -0.946613 |
| 0.2735 | 74.55698 | -1.996062 | 2.837019 | 1.801512 | -0.987672 |
| 0.27355 | 74.57283 | -1.997014 | 2.855352 | 1.802578 | -1.008476 |
| 0.2736 | 74.58868 | -1.997964 | 2.873835 | 1.803641 | -1.029466 |
| 0.2737 | 74.62039 | -1.999857 | 2.911251 | 1.805761 | -1.072004 |
| 0.2738 | 74.65210 | -2.001741 | 2.949273 | 1.807871 | -7.115298 |
| 0.2739 | 74.68382 | -2.003615 | 2.987909 | 1.809971 | $-1.159359$ |
| 0.2740 | 74.71554 | -2.005481 | 3.027166 | 1.812062 | -1.204199 |
| 0.27425 | 74.79488 | -2.010106 | 3.128075 | 1.817249 | -1.319776 |
| 0.2745 | 74.87426 | -2.014678 | 3.233031 | 1.822371 | -7.440468 |
| 0.2750 | 75.03314 | -2.023668 | 3.455560 | 1.832462 | -1.697941 |

TABLE V
Some Coordinates of Order - 22/4 Systems

| A | $\begin{aligned} & \text { Small Amp'1 } \\ & \text { Tune, óo } \\ & \text { (Deg.) } \end{aligned}$ | $x$ | $\pm{ }^{\prime}$ | HTR |
| :---: | :---: | :---: | :---: | :---: |
| 0.27355 | 74.57283 | 1.801872 | 0.003584 | 0.932590 |
| 0.2736 | 74.58868 | 1.801200 | 0.006667 | 0.769102 |
| 0.2737 | 74.62039 | 1.799858 | 0.010374 | 0.452546 |
| 0.2738 | 74.65210 | 1.798516 | 0.013068 | 0.150275 |
| 0.2739 | 74.68382 | 1.797176 | 0.015292 | -0.137238 |
| 0.2740 | 74.71554 | 1.795837 | 0.017231 | -0.409504 |
| 0.2742 | 74.77901 | 1.793162 | 0.020564 | -0.906304 |
| 0.27424 | 74.79171 | 1.792627 | 0.021167 | -0.997749 |
| 0.27425 | 74.79488 | 1.792494 | 0.021315 | -1.020187 |
| 0.2745 | 74.87426 | 1.789158 | 0.024729 | -1.524411 |

Fig. III.31, for $A=0.27350$, shows a stable order $-11 / 2$ fixed point situated on the positive x-axis and surrounded by a small closed phase trajectory.

Fig. III.32, for $A=0.27360$, shows the evolution of eigenvector directions extended from the order - $11 / 2$ fixed point (now unstable, with reflection) situated on the positive x-axis. Small loops are seen to be generated in this way, within which one sees two fixed points (and surrounding curves) of a stable order - $22 / 4$ system that has come into existence for this value of $A$.

Fig. III.33, again for $A=0.27360$, presents information related to that of Fig. III. 32, but to the somewhat more extended scale:

Horizontal: 1.1 to 1.9, for $x$ :
vertical: -0.15 to 0.15 , for $x^{\prime}$.
One sees now three small loops of the type for which one was shown on Fig. III.32, save that now the width of the loops is scarcely noticeable on the present scale. Also shown are two order - 11/2 fixed points for which HTR > +1 (indicated by

## A - 0.27350
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Fig. III.31 $\quad A=0.27350$
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Fig. III. $32 \quad A=0.27360$
$A=0.27360$
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Fig. III. $33 \quad A=0.27360$
arrows) and an indication of the stochastic behavior that rapidly develops from a launch in such a region of the phase plane.

The fixed-point system of order $22 / 4$ itself becomes unstable, with reflection, when the parameter $A$ becomes as large as 0.27425 (as may be seen from Table v). The resulting additional bifurcation is illustrated on Fig. III. 34 to the scales:

$$
\begin{aligned}
& \text { Horizontal: } 1.785 \text { to } 1.800, \text { for } x \text { : } \\
& \text { Vertical: } 0.015 \text { to } 0.025 \text {, for } x^{\prime} .
\end{aligned}
$$

Fig. III.34, for $A=0.27425$, shows a narrow loop that develops from an extension of the eigenvector directions associated with the unstable order - 22/4 fixed point (unstable with reflection) situated near the center of the diagram. Such loops encircle stable fixed points of an order - 44/8 system, of which two are seen on the diagram (as indicated by arrows at, approximately,

$$
x=1.789457, x^{\prime}=0.022340
$$

and

$$
x=1.795888, x^{\prime}=0.020075
$$

The trend, Vs. A, of HTR (the tangential-mapping half trace) for the order - 11/2 and order - $22 / 4$ systems mentioned above is illustrated by the graph of Fig. III. 35.

Additional fixed-point systems that lead to period-doubling bifurcation of course also can be found. We cite here, without further illustration, an order 23/4 system that becomes unstable with reflection for $A$ as great as 0.2628 :

| A | Small Amp'1 <br> Tune, oo <br> (Deg.) | Coordinate on <br> Positive $x$ axis | HTR |
| :---: | :---: | :---: | :---: |
| 0.2627 | 71.17022 | 1.673937 | -0.970413 |
| 0.2628 | 71.20126 | 1.675894 | -1.057670 |

For $A=0.2628$ an order $-46 / 8$ stable system is formed (with HTR $=0.56173$ ), for which one fixed point is found to be situated at

$$
x \simeq 1.674107 . x^{\prime} \simeq 0.006399
$$

A -0.27425
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Fig. III. $34 \quad A=0.27425$


Fig. III. 35

## C. A Differential Equation with Cubic and Quintic Nonlinearity

The differential equation

$$
\frac{d^{2} x}{d z^{2}}=-A\left(x+1 / 12 x^{3}+1 / 384 x^{5}\right) \cos Z
$$

also can be used to provide solutions that illustrate the occurrence of bifurcations. One sequence of examples can be introduced conveniently by considering two systems of order - $14 / 3$ fixed-points for a range of values of the parameter $A$ such that $0.200 \leq A \leq 0.2088$. One of these fixed-point systems will be strongly unstable for any value of $A$ within the range mentioned, and for such a system two of the 14 fixed-points can be found to lie on the $x$-axis (at equal values of $|x|$ ). The other of these fixed-point systems is such that two members of any such system lie on the $x^{\prime}$-axis (at equal values of $|x| \mid$ ) and will be locally stable for the larger values of $A$ (such as $A=0.2087$ and $A=0.2088$ ). For values of $A$ equal to 0.2086 or less, however , this second system also becomes locally unstable (HTR > $+1)$ and one finds, as shall be fllustrated, that additional fixed-point systems (at first, once again, only of order 14/3) then occur. Characteristics of the two order - 14/3 fixed-point systems mentioned earlier are listed in Table VI, wherein the columns headed HTR provide the half trace of the tangential-mapping transformation (for $\Delta Z=14(2 \pi)$ ). [For the second type of fixed-point system cited in Table VI, it is of interest to note that further increases of the parameter $A$ carry the value of $H T R$ to -1.0 (at $A \simeq 0.21619$ ) but not beyond, since further increases of $A$ then lead to HTR becoming less negative!]

Order -- 14/3 Systems

| $\text { at } \underset{A}{x}=0$ | Small-Amp'l | Fixed point at $x_{0}=0$ |  |  | Fixed point |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | (0eg.) | $\pm x$ | HTR | $\pm x^{\prime}$ | HTR |
| 0.200 | 52.6619 | 2.132726 | 48.025758 | 0.242921 | 17.885314 |
| 0.201 | 52.9447 | 2.117613 | 42.423693 | 0.240836 | 14.320294 |
| 0.202 | 53.2278 | 2.102467 | 37.475516 | 0.238752 | 11.318874 |
| 0.203 | 53.5113 | 2.087283 | 33.107939 | 0.236670 | 8.806001 |
| 0.204 | 53.7951 | 2.072057 | 29.255340 | 0.234589 | 6.715351 |
| 0.205 | 54.0792 | 2.056788 | 25.859036 | 0.232509 | 4.988429 |
| 0.206 | 54.3637 | 2.041473 | 22.066618 | 0.230429 | 3.573762 |
| 0.2068 | 54.5915 | 2.029186 | 20.731897 | 0.228766 | 2.636284 |
| 0.2069 | 54.6200 | 2.027648 | 20.480026 | 0.228558 | 2.530064 |
| 0.207 | 54.6485 | -2.026109 | 20.231347 | 0.228350 | 2.426151 |
| 0.2075 | 54.7911 | 2.018409 | 19.034446 | 0.227310 | 1.939918 |
| 0.208 | 54.9337 | 2.010695 | 17.911597 | 0.226271 | 1.506006 |
| 0.2081 | 54.9623 | 2.009151 | 17.695506 | 0.226063 | 1.425130 |
| 0.2082 | 54.9908 | 2.007606 | 17.482168 | 0.225855 | 1.346147 |
| 0.2083 | 55.0194 | 2.006061 | 17.271542 | 0.225647 | 1.269025 |
| 0.2084 | 55.0479 | 2.004515 | 17.063595 | 0.225439 | 1.193734 |
| 0.2085 | 55.0765 | 2.002968 | 16.858294 | 0.225231 | 1.120243 |
| 0.2086 | 55.1050 | 2.001421 | 16.665604 | 0.225023 | 1.048520 |
| 0.2087 | 55.1336 | 1.999874 | 16.455495 | 0.224815 | 0.978538 |
| 0.2088 | 55.1621 | 1.998326 | 16.257932 | 0.224607 | 0.910265 |
| 0.209 | 55.2193 | 1.995228 | 15.870323 | 0.224192 | 0.778733 |
| 0.210 | 55.5052 | 1.979704 | 14.074649 | 0.222112 | 0.214188 |

A change in the character of phase-plane motion in the neighborhood of an order - 14/3 fixed-point is indicated on Figs. III.36-III. 39 as a consequence of the system becoming unstable (HTR $>+1$ ) when the parameter $A$ is reduced from $A=$ 0.2087 to $A=0.2086$. These plots are to the scales:

$$
\begin{array}{ll}
\text { Horizontal: } & -0.001 \text { to } 0.001, \text { for } x \\
\text { Vertical: } & 0.223 \text { to } 0.221, \text { for } x^{\prime} .
\end{array}
$$

Fig. III.36, for $A=0.2087$, shows three small smooth phase trajectories encircling the stable order - $14 / 3$ fixed point situated on the positive $x^{\prime}$ axis.

Fig. III. 37, for $A=0.2086$, shows a single loop that develops from a launch quite close to the now unstable order - $14 / 3$ fixed-point situated on the $x^{\prime}$ axis at $x^{\prime} \cong 0.225023$. Because this fixed point has become unstable without reflection. it is possible for a single loop to be formed in this way.

Fig. III. 38, again for $A=0.2086$, shows the addition of an additional loop that arises from a separate run launched from the neighborhood of the unstable order - $14 / 3$ fixed point. Each of these two loops encircles a fixed point of a new fixed-point system, but such fixed points constitute separate periodic orbits--and hence are members of separate new fixed-point systems, each of order 14/3 (no period doubling).

Fig. III.39, again for $A=0.2086$, shows further detail in the motion of phase points close to the unstable order - $14 / 3$ fixed point and to the two new (stable) order - $14 / 3$ fixed points present on this diagram.

The result of the change from $A=0.2087$ to $A=0.2086$ thus has been seen to involve the change of one order - $14 / 3$ system from stable to unstable (HTR > +1) and the creation of two new stable systems of the same order. It is of interest now to follow the locations and stability characteristics of these new systems as the parameter $A$ is further reduced. The fixed points of one of the new systems have phase-plane coordinates identical to coordinates of the other system, save for a reversal of sign for $x$ '. Thus, for one of the stable fixed points shown on Fig. III. 38 (for $A=0.2086$ ) the coordinates are approximately

$$
x=0, x^{\prime}=0.226004
$$

with a second member of this family at

$$
x=0, x^{\prime}=-0.223995
$$

while for the other stable family fixed points occur at $x=0 . x^{\prime}=0.223995$
and, for a second member of this family at $x=0, x^{\prime}=-0.226004$

A - O.ZAB7, WITH CUBIC \& QUINTIC NONLINEARITY.


XBL 851-877
Fig. III. $36 \quad A=0.2087$, with cubic and quintic nonlinearity. scales:

$$
-0.001 \text { to } 0.001
$$

$$
0.223 \text { to } 0.227
$$
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Fig. III. $37 \quad A=0.2086$, with cubic and quintic nonlinearity. Scales:
-0.001 to 0.001
0.223 to 0.227


XBL 851-875

Fig. III. $38 \quad A=0.2086$, with cubic and quintic nonlinearity. Scales:
-0.001 to 0.001
0.223 to 0.227
$A=3.3086$, WITH CUBIC \& QUINTIC NONLIHEARITY.
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Fig. III. $39 \quad A=0.2086$, with cubic and quintic nonlinearity.

Scales:
-0.001 to 0.001
0.223 to 0.227

The locations of such fixed points on the positive $x^{\prime}$ axis are plotted, vs. A, on Fig. III. 40 (together with similar information for one of the systems presented in Table VI). Table VII lists these $x$ ' values for the new order - $14 / 3$ system, together with the associated value of the half trace (HTR) for the tan-gential-mapping transformation. It is seen from this tabulation that with reductions of the parameter A to 0.2069 , and beyond, the value of HTR for these systems becomes less than -1. Associated with this transition into instability with reflection one may now expect to find (as will be illustrated) the occurrence of pe-riod-doubling bifurcation.

TABLE VII
Additional Order - $14 / 3$ Fixed Points on $x^{\prime-A x i s}$

| A | Small Amp ${ }^{\prime} 1$ <br> Tune, $\sigma_{0}$ <br> (Deg.) | $\pm x^{\prime}$ | Fx' | HTR |
| :---: | :---: | :---: | :---: | :---: |
| 0.2068 | 54.5915 | 0.233266 | 0.222992 | -1.090469 |
| 0.2069 | 54.6200 | 0.232957 | 0.222952 | -1.007070 |
| 0.2070 | 54.6485 | 0.232643 | 0.222916 | -0.920183 |
| 0.2075 | 54.7911 | 0.230997 | 0.222818 | -0.435180 |
| 0.2080 | 54.9337 | 0.229147 | 0.222930 | 0.129613 |
| 0.2085 | 55.0765 | 0.226742 | 0.223602 | 0.768309 |
| 0.2086 | 55.1050 | 0.226004 | 0.223995 | 0.904419 |
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Fig. III. 40

Figures III.41 and III.42, for $A=0.2070$, respectively indicate the phase motion about the fixed points that Table VII shows to be situated on the $x^{\prime}$ axis at $x^{\prime} \cong 0.232643$ and at $x^{\prime} \cong 0.222916$ - plotted to the scales:

## For Fig. III. 41 Horizontal: -0.004 to 0.004 , for $x$;

 Vertical: 0.2326 to 0.2327 , for $x^{\prime}$.For Fig. III. 42 Horizontal: -0.0005 to 0.0005 , for $x$;
Vertical: 0.22235 to 0.22345 , for $x^{\prime}$.
For $A=0.2069$, the fixed points shown on Figs. III. 41 and III. 42 have become unstable with reflection, and are situated on the $x^{\prime}$ axis at the respective locations $x^{\prime} \cong 0.232957$ and $x^{\prime} \cong 0.222952$. The extension of eigenvector directions from such fixed points then indicates that each has given rise to an order - 28/6 fixed-point system (period-doubling bifurcation). The stable order - 28/6 fixed points close to $x=0, x^{\prime}=0.232957$, are found to lie at $x \cong \pm 0.001123, x^{\prime} £$ 0.232949 , as indicated on Figs. III.43 and III.44 to the scales:

Horizontal: -0.004 to 0.004 , for $x$;
Vertical: 0.2329 to 0.2330 , for $x^{\prime}$.
The stable order - $28 / 6$ fixed points close to $x=0 . x^{\prime} \cong 0.222952$ are found to lie on the $x^{\prime}$-axis at $x^{\prime} \cong 0.223175$ and $x^{\prime} \cong 0.222750$ (constituting a second stable system of order 28/6), as can be seen on Figs. III. 45 and III. 46 to the scales:

Horizontal: -0.0001 to 0.0001 , for $x$;
vertical: 0.2224 to 0.2235 , for $x^{\prime}$.
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Fig. III. $41 \quad A=0.2070$, with cubic and quintic nonlinearity.

## A - ה. 3ato, WITH CUBIC \& QUIHTIC NOHLLINEARIT'S
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Fig. III. $42 \quad A=0.2070$, with cubic and quintic nonlinearity.
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Fig. III. $43 \quad A=0.2069$, with cubic and quintic nonlinearity.

H * A.EOOS, WITH CUBIC \& GUINTIE NONLINEARIT/,
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Fig. III. $44 \quad A=0.2069$, with cubic and quintic nonlinearity.

H - $\quad .2069$, WITH CUEIC \& QUIHTIC NONLINEARIT'Y
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Fig. III. $45 \quad A=0.2069$, with cubic and quintic nonlinearity.



XBL 851-868
Fig. III. $46 \quad A=0.2069$, with cubic and quintic nonlinearity

## REFERENCES OR NOTES

1. Computational fllustrations of period-doubling bifurcations have been given in a paper by T. C. Bountis, "Period Doubling Bifurcations and Universality in Conservative Systems," Physica D, 3D, No. 3, 577-589 (August, 1981).
2. The tangential-mapping transformation about the fixed points $\left(x_{n}, y_{n}\right)$ of $M^{N}$ is represented by the matrix product

$$
\prod_{n=1}^{N}\left(\begin{array}{ccc}
F^{\prime}\left(x_{n}\right) & 1 \\
-1+F^{\prime}\left(x_{n}\right) F^{\prime}\left(x_{n+1}\right) & F^{\prime}\left(x_{n+1}\right)
\end{array}\right)
$$
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#### Abstract

A thin magnetic lens spectrometer for the investigation of gamma-ray spectra is described. The effect of the thickness of the radiator used for the production of photoelectrons and the influence of the earth's magnetic field are reported. Based on a calibration of the instrument by means of annihilation radiation and the F line of ThB , energy values of $1.1_{6} \mathrm{Mev}$ for the gamma-ray of $\mathrm{Zn}^{65}$, and $1.15_{5}$ and $1.31_{7} \mathrm{Mev}$ for the two lines of $\mathrm{Co}^{60}$ are obtained. The probable error is estimated as 0.5 percent.


## I. INTRODUCTION

THE use of a thin magnetic lens spectrometer for the study of beta- and gammaradiations has been reported by several investigators. ${ }^{1-4}$ The flexibility of such an instrument and, if iron-free, the convenience of its linearity have been previously indicated. ${ }^{1}$ It is the purpose of this paper to describe briefly a magnetic lens spectrometer which we have constructed, to present the results of studies to determine the corrections which should be made to data obtained with it, and to give the energies found for the gamma-radiations from $\mathrm{Zn}^{65}$ and $\mathrm{Co}^{60}$.

## II. DESCRIPTION OF SPECTROMETER

The spectrometer is shown in Figs. 1 and 2. The design is similar to that employed by previous workers, ${ }^{1-3}$ save that the instrument is mounted with its axis parallel to the magnetic field of the earth and, to minimize scattering, the chamber proper has been constructed of aluminum tubing. To preserve linearity, nonferromagnetic materials have been used throughout.
The spectrometer chamber is 7 inches in diameter and 40 inches long, evacuated by means of a two-stage oil diffusion pump backed by a mechanical pump. The baffles, shown in Fig. 2, are of micarta, $\frac{1}{2}$-inch thick, except for the

[^70]gamma-ray shields, which are of lead sheathed with aluminum. Baffle $C$, which is adjustable by means of a brass rod passing out of the chamber through a Wilson seal, serves to delimit the electrons analyzed and so, for a given diameter of source and counter window, determines the intensity and resolution obtained. The lead shield surrounding the counter is primarily for the purpose of absorbing scattered gammaradiation and was designed to lie within the shadow of the lead shield in the center of the spectrometer. An indication of the small extent of electron scattering obtained with the arrangement described is seen from the fact that, with no current in the coil, the counting rates obtained with and without a 10 microcurie betaray source in the instrument were, respectively, $21.1 \pm 0.4$ and $20.7 \pm 0.2 \mathrm{cts} / \mathrm{min}$.

Radioactive sources are mounted on Lucite holders at the end of a brass tube which enters the upper end of the spectrometer through a Wilson seal and through a $2 \frac{1}{2}$-inch gate valve modified to be suitable for vacuum service. The counter is mounted within a similar brass tube at the lower end of the instrument, where Wilson seals are again used to facilitate assembly and adjustment. The counter was originally used with a mica window of $4 \mathrm{mg} / \mathrm{cm}^{2}$ surface density; for the ThB measurements a $1.1 \mathrm{mg} / \mathrm{cm}^{2}$ window was used and for the most recent work a thin Formvar-polystyrene film ( $\cong 0.3 \mathrm{mg} / \mathrm{cm}^{2}$ ) was employed.
The coil for producing the magnetic field consists of 2799 turns of No. 12 single cottoncovered enameled copper wire, wound on a form consisting of a brass hub and two aluminum

Reprinted by permission of the American Institute of Physics.
castings. Every fourth layer of wire is followed by a copper sheet, 0.030 -inch thick, provided with 12 tabs which are soldered to water-cooled brass blocks mounted on the exterior surface of the castings. The completed coil has an inside radius of 9.9 cm , an outside radius of 28.3 cm , and an axial length of 10 cm . When the full number of turns is used with 220 volts across the coil, a focal length of 25 cm is obtained for electrons of approximately 3.4 Mev energy.

The focusing current for the coil is provided by a 2 kw motor-generator set. To stabilize the current, a portion of it is passed through a bridge circuit which has as one of its elements a 60 -watt tungsten lamp bulb to serve as a nonlinear resistance. Changes in the coil current affect the balance of the bridge and the resulting error-signal, when amplified, is used to correct the generator field. The magnetic field is thereby maintained constant within a probable error of 0.1 percent. The coil current is measured by means of a series resistance and a potentiometer.

## III. DETERMINATION OF GAMMA-RAY ENERGIES

A. General Method. In the work described in this paper, the gamma-ray energies were determinied by a study of the spectra of photoelectrons produced in radiator foils. For calibration, use was made of photoelectrons produced by the annihilation radiation from $\mathrm{Zn}^{65}$ and of conversion electrons from ThB ( F line). Each gamma-ray source $S$ (Fig. 2), a few mm thick, was mounted in a Lucite holder $H$ and covered by an aluminum cap $G$, which carried the radiator $R$.

The spectra obtained from $\mathrm{Zn}^{65}$ and $\mathrm{Co}^{60}$ sources are shown in Figs. 3 and 4. In addition to the photoelectric conversion lines generated in the lead by gamma- and annihilation radiation, a broad distribution of Compton electrons is also obtained.

To permit an accurate determination of the energies of the photoelectrons ejected from the radiator, attention must be given to the effect of radiator thickness and to the influence of the earth's magnetic field, which is in the direction of the spectrometer axis.
B. Effect of the Magnetic Field of the Earth. For a focusing field of a given shape the momentum of the focused electrons will quite generally


Fig. 1. The magnetic lens spectrometer, aligned with its axis parallel to the magnetic field of the earth.


Fig. 2. Diagram of spectrometer chamber. Insert: Source holder.
be proportional to the strength of the field and, if the field in question is proportional to the coil current, we may write for this momentum

$$
\begin{equation*}
P=I \cdot F \tag{1}
\end{equation*}
$$

where $I$ is the current in the coil and $F$ is dependent upon the shape of the field. In the presence of an additional magnetic field $H$, superposed upon that produced by the coil current, $F$ may be regarded as a function of the ratio $H / I$, since the shape of the field would remain un-


Fig. 3. Spectrum of $\mathrm{Zn}^{65}$, showing the photoelectricconversion peaks produced in a lead radiator by annihilation radiation and the 1.11 Mev gamma-ray, in addition to the broad distribution of Compton electrons. The sharper peaks shown separately were obtained with an adjustment which permitted the K and L lines to be resolved. The annulus is the width of the electron beam at the center of the spectrometer.
changed if $H$ and $I$ were to vary in a mutually proportional manner. The relation between the current $I_{1}$ required to focus electrons of a given energy in the presence of the field $H$, and the current $I_{0}$ required in its absence may therefore be written,

$$
\begin{equation*}
I_{1} F\left(H / I_{1}\right)=I_{0} F(0) . \tag{2}
\end{equation*}
$$

One then finds, to a first approximation, that

$$
\begin{equation*}
I_{1}-I_{0}=-H F^{\prime}(0) / F(0), \tag{3}
\end{equation*}
$$

indicating that this difference is independent of the energy of the electrons. This is in agreement with the conclusions of Quade and Halliday, ${ }^{46}$ who have shown experimentally that for their spectrometer very little error is made by applying Eq. (3) to electron energies as low as 10 kev.

In the use of the spectrometer, it is the current necessary to focus electrons in the absence of an external field which is to be taken as proportional to the momentum, so the difference $I_{1}-I_{0}$ must be determined and applied as a correction. This correction is most readily found by observing the change in the focusing current required when the current in the coil is reversed. It is, however, of interest to note that an approximate calculation, described in the Appendix, leads to a value for the correction which is independent of the energy and is in good numerical agreement with that found empirically. When all the turns on the focusing coil are employed, the current required to focus a particular conversion line is found to change by 0.012 amp when the current is reversed, so the correction then to be
applied because of the presence of the magnetic field of the earth has been taken as $\pm 0.006 \mathrm{amp}$.
C. Effect of Radiator Thickness. The photoelectrons ejected from a radiator will, for a particular gamma-ray energy, have energies which depend upon the depth of the point from which they originate. The momentum distribution of the emergent electrons will, to a first approximation, be rectangular, with a width equal to the momentum loss associated with a full traversal of the radiator foil.** Figure 5(A) shows a momentum distribution of this type, which extends from a momentum $P_{a}$ to the maximum momentum $P_{m}$. The result of the combination of this distribution function with the transmission curve of the spectrometer must be considered and will indicate the manner by which the experimental data may be corrected in cases for which the effect of radiator thickness is not completely negligible. The result of an analysis of this character will be applicable with equal validity to internal conversion lines which arise from a source of non-vanishing thickness.
The transmission curve of a magnetic lens spectrometer has been investigated by Deutsch


Fig. 4. Spectrum of $\mathrm{Co}^{60}$, showing the photoelectricconversion peaks produced in a lead radiator by the two gamma-rays present.

[^71]et al. ${ }^{1}$ and has approximately the shape of an isosceles triangle for the case in which the image and counter windows have the same size. As the current is changed in the coil of the spectrometer, the width of the transmission curve will vary in direct proportion to the momentum of the electrons which it passes. For a triangular transmission curve, we therefore take the half-width $b$ as equal to a constant $K$ multiplied by the momentum $P_{0}$ corresponding to the point of maximum transmission. This is illustrated by Fig. 5(B). The constant $K$ evidently serves as a measure of the resolution of the instrument. When, in order to obtain the expected line shape, we pass such a transmission curve across the momentum distribution for the electrons, there are two cases to consider. The first of these is that for which the momentum spread of the electrons is less than the full width of the transmission curve, as illustrated by Fig. 5(C); the other is that for which the momentum spread is greater than the width of the transmission curve and is shown in Fig. 5(D).

In the case of a thin radiator, specifically one for which the momentum spread $P_{m}-P_{a}$ is less than $2 b$, the maximum transmission is found to occur when

$$
\begin{equation*}
P_{0} \cong\left(\dot{P}_{a}+P_{m}\right) / 2, \tag{4}
\end{equation*}
$$

neglecting terms small compared to $P_{m}-P_{a}$. Thus

$$
\begin{equation*}
P_{m} \cong P_{0}+a / 2, \tag{5}
\end{equation*}
$$

where

$$
\begin{equation*}
a \equiv P_{m}-P_{a} . \tag{6}
\end{equation*}
$$

The effect of radiator thickness is, therefore, to give maximum transmission at a momentum which is less than the maximum momentum of the electrons by an amount which is equal in a first approximation to one-half the momentum loss experienced by electrons which traverse the full thickness of the radiator.

For a thick radiator, for which $P_{m}-P_{a}>2 b$, maximum transmission is to be expected when the transmission curve lies just inside the momentum distribution, if terms in $K^{2}$ are neglected. Thus

$$
\begin{equation*}
P_{m} \cong P_{0}(1+K) \tag{7}
\end{equation*}
$$

where

$$
\begin{equation*}
K=b / P_{\theta} . \tag{8}
\end{equation*}
$$



Fig. 5. Momentum distribution and transmission curve of spectrometer, as assumed for the purposes of the analysis given in the text.

In determining, from the current corresponding to maximum transmission, the upper limit of the momentum distribution of electrons generated by an unknown gamma-ray, the factor $(1+K)$ may be absorbed into the calibration constant of the spectrometer provided the radiator thickness is such that Eq. (7) is applicable. It should be noted that, owing to the variation of the rate of momentum loss, a radiator which can be correctly regarded as a thin foil for high energies may, on the other hand, be effectively a thick foil at lower energies. We shall, therefore, apply the correction indicated by Eq. (7) in an explicit fashion in those cases to which it applies. In analyzing the data reported in this paper, we have based the energy determinations on the positions of the maxima of the curves obtained, subject to the corrections indicated above, since the maximum appears to be the point most accurately located for every line.

The complete line shape which results from a combination of a rectangular momentum distribution and a triangular transmission curve has been calculated for the case that $a / P_{m}$, the relative momentum spread from the radiator, is 0.03 and the resolution of the spectrometer is such that $K=0.021$. The calculated curve is represented by the broken line in Fig. 6 and may be compared with the solid line, which gives the results experimentally obtained under these conditions with photoelectrons produced in lead by $\mathrm{Zn}^{65}$ radiation ( $P_{m} \cong 4800$ gauss-cm). The


Fig. 6. Resultant line shape obtained with electrons for which $P_{m} \simeq 4800$ gauss-cm. The dotted curve represents the line shape calculated for $a / P_{m}=0.03$ and $K=0.021$; the solid curve represents the shape obtained experimentally under comparable conditions.
two curves were made to fit at their peaks and it is felt that their shapes are in satisfactory agreement. The somewhat larger counting rate obtained experimentally on the low momentum side of the line may be ascribable to straggling and scattering phenomena, the importance of which is indicated, for example, by the work of White and Millington. ${ }^{5}$
An experimental study was made of the positions of the points of maximum intensity when various radiator thickness are used. For this purpose the 1.1 Mev gamma-ray of $\mathrm{Zn}^{65}$ was again used, with the results shown in Figs. 7 and 8. It is seen that, in agreement with our previous discussion, the shift of the peaks obtained with thin foils is proportional to the thickness of the radiator, but becomes constant when the foil thickness exceeds a value of approximately $65 \mathrm{mg} / \mathrm{cm}^{2}$. The slope of the initial part of the curve in Fig. 8 corresponds to $1.7_{5}$ gauss-cm/ $\mathrm{mg}-\mathrm{cm}^{-2}$. The theoretical rate of energy loss in lead, as obtained from a formula given by Heitler, ${ }^{6}$ is $1.0 \mathrm{Mev} / \mathrm{gm}^{2}-\mathrm{cm}^{-2}$ for electrons of the energy with which we are concerned here. This theoretical energy loss corresponds to a

[^72]momentum loss of 3.5 gauss $-\mathrm{cm} / \mathrm{mg}-\mathrm{cm}^{-2}$ and, when compared with the slope of the experimental curve, affords confirmation of the statement that the peaks should be shifted by an amount which is half the momentum loss associated with a full traversal of the radiator foil.

The horizontal portion of the curve of Fig. 8 occurs at a current value which is 2.3 percent below the extrapolated value for zero foil thickness. This implies that $K=0.023$, which is consistent with the expected resolution for the spectrometer at the time the data were obtained. The break in the curve of Fig. 8 occurs, as expected, at a radiator thickness for which $a=2 b$. Similar data obtained with a lower energy gamma-ray, for which the photoelectrons have an energy of 0.177 Mev , indicate that the break occurs for a foil thickness between 6.6 and 11.3 $\mathrm{mg} / \mathrm{cm}^{2}$. In this case the condition $a=2 b$ would imply a thickness of $10 \mathrm{mg} / \mathrm{cm}^{2}$.

## IV. RESULTS

The photoelectric conversion lines obtained with lead radiators were measured for the $\mathrm{Zn}^{65}$ and $\mathrm{Co}^{60}$ radiations at each of two settings of the adjustable baffle. For these baffle positions, the radial width of the effective aperture at the center of the spectrometer assumed the values 2.1 and 1.4 cm . The resolution of the spectrometer was characterized by $K=0.023$ and $K=0.021$ in these two cases. As may be seen from Figs. 3 and 4, lines were obtained from both the $K$ and $L$ shells of the lead in the second series of measurements.

For calibration, the $F$ line of ThB and the photoelectric line produced by the $\mathrm{Zn}^{65}$ annihilation radiation were measured at each of the two adjustments of the instrument. For the two adjustments the calibrations from the annihilation radiation and the F line of ThB agree to 0.1 percent and 0.3 percent, respectively. The ThB sample was deposited on an aluminum foil 0.00025 inch thick and mounted on the Lucite source holder by means of a thin Formvarpolystyrene film. The line obtained with this source is shown in Fig. 9.

The results of the measurements are summarized in Table I. Lines which are similar in character and for which the intensity measurements are made with equal precision can, presumably,
be located with the same relative accuracy, although the lines are of different momenta and occur at different current values. In the work reported here, however, the data obtained were such that the location of the various lines could not be determined in all cases with the same relative accuracy; accordingly, the estimated weighting factors indicated in Table I were applied to the current/momentum ratios.

In calculating, from the data of Table I, the momenta of the photoelectrons generated in the lead radiator by the $\mathrm{Zn}^{65}$ gamma-ray, a correction of 74 gauss-cm was taken as appropriate to the foil thickness employed. For the $\mathrm{Co}^{60}$ determinations the correction was assigned the values 51 and 64 gauss-cm for the thinner and thicker Pb radiators, respectively. The correction made for the Th radiator was 48 gauss-cm and that for the $U$ foil was 70 gauss-cm. Upon converting from the resulting momenta to the corresponding energy values and adding the binding energy appropriate to the photoelectric process involved, the gamma-ray energies shown in the final column of Table I resulted. Averaging for each line the energy values so found, taking into account the weights assigned to the individual determinations and to the calibration measurements, the following gamma-ray energies are obtained:

$$
\begin{array}{ll}
\mathrm{Zn}^{65}, & 1.10_{6} \mathrm{Mev} ; \\
\mathrm{Co}^{60}, & \mathrm{I}, \\
1.15_{\mathrm{b}} \mathrm{Mev} ;
\end{array}
$$

and

$$
\mathrm{Co}^{60}, \quad \mathrm{II}, \quad 1.31_{7} \mathrm{Mev} .
$$

A conservative estimate of the probable error for


Fig. 7. Photoelectric lines obtained from the 1.11 Mev gamma-ray of $\mathbf{Z n}^{65}$. with various thicknesses of the lead radiator.


Fig. 8. Current values corresponding to the peaks of the lines of Fig. 7, as a function of radiator thickness. The results of additional data, not shown in Fig. 7, are included. In determining the slope of the line, the points designated by the heavy solid circles were given half the weight of those marked by open circles.
the values of the gamma-ray energies is $\pm 0.5$ percent. The constant of the spectrometer has the values 1063 and 1074 gauss-cm/amp. for the two adjustments used.

It is that seen the value found for the energy of the $\mathrm{Zn}^{65}$ radiation is below the energy for either of the $\mathrm{Co}^{60}$ gamma-rays. Because of the possible interest ${ }^{7}$ in the use of these radiations as standards, a direct comparison of the energies was felt to be desirable. To this end a source with both activities was put into the spectrometer. As reported ${ }^{8}$ previously, the individual peaks in the composite spectrum were readily identified and indicated that the gamma-ray from $\mathrm{Zn}^{85}$ is of lower energy than either of the $\mathrm{Co}^{60}$ lines.

The energies found for the $\mathrm{Co}^{60}$ gamma-rays are in good agreement with those given by Miller and Curtiss, ${ }^{3}$ although somewhat higher than the values of Deutsch et al. ${ }^{7}$ The energy found for the $\mathrm{Zn}^{65}$ gamma-ray is lower than the value given in an early report by Deutsch,


Fig. 9. The $F$ line of ThB.

[^73]Table I. Positions of conversion lines measured in magnetic-lens spectrometer.

| Line | Momentum (gauss-cm) | Aperture width (cm) | Radiator thickness ( $\mathrm{mg} / \mathrm{cm}^{2}$ ) | Coil current (amp.)* | Relative weight (of curt.) momentum ratio) | Gammaray energy (Mev) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Annih. | 2608/1.023** | 2.1 | 42.5 Pb | 2.401 (8จ.) | .) 5 |  |
| ThB | 1385 $\dagger$ |  | Negligible | 1.303 | 10 |  |
| $\mathrm{Zn}^{6+5}$ (K) |  |  | 42.5 Pb | $4.454 \dagger \dagger$ | 20 | 1.105 |
| Conos 1 (K) |  |  | 29.7 Pb | 4.624 | 10 | 1.150 |
| Comos. II (K) |  |  | 29.7 Pb | 5.174 | 10 | $1.31{ }^{7}$ |
| Annih. | 2608/1.021** | 1.4 | 42.5 Pb | 2.374 | 3 |  |
| ThB | $1385 \dagger$ |  | Negligible | 1.291 | 10 |  |
| Z $\mathrm{n}^{\text {S5 }}$ (K) |  |  | 42.5 Pb | 4.409 | 10 | 1.104 |
| (L) |  |  | 42.5 Pb | 4.644 | 5 | 1.10\% |
| Cos. I (K) |  |  | 42.0 U | 4.501 | 10 | 1.160 |
| (K) |  |  | 28.5 Th | 4.524 | 10 | 1.15s |
| (K) |  |  | 37.0 Pb | 4.583 | 10 | 1.15s |
| (K) |  |  | 29.7 Pb | 4.594. | 10 | 1.15 |
| (L) |  |  | 29.7 Pb . | 4.849 | 5 | 1.162 |
| Coso. II (K) |  |  | 42.0 U | 5.011 | 10 | 1.316 |
| (K) |  |  | 28.5 Th | 5.045 | 10 | 1.314 |
| (K) |  |  | 37.0 Pb | 5.104 | 10 | 1.316 |
| (K) |  |  | 29.7 Pb | 5.134 | 10 | $1.32{ }_{1}$ |
| (L) |  |  | 29.7 Pb | 5.369 | 5 | 1.32! |

* 0.006 amp . has been subtracted from the observed current values to correct for the magnetic field of the earth.
* Since the radiator is thick, in the sense $a>2 b$, for electrons of the energy with which we are concerned here, the momentum value of 2608 gauss-cm corresponding which we are concerned here, the momentum value of 2608 gauss-cm corres
to 0.5108 Mev must be divided by $1+K$ to correct for radiator thickness.
o 0.5108 Mev must be divided by $1+K$ to correct for radiat
$\dagger$ C. D. Ellis, Proc. Roy. Soc. (London) A138, 318 (1932).
t† Obtained from the sloping portion of the curve of Fig. 8, so that data obtained with several foil thicknesses are, in effect, included.

Roberts, and Elliott ${ }^{9}$ and that obtained by Mandeville and Fulbright ${ }^{10}$ through a study of Compton electrons.

## V. ACKNOWLEDGMENTS

We should like to indicate our gratitude to Dr. J. M. Keller for helpful discussions on the theory of the spectrometer and to Dr. A. F. Voigt for his invaluable contribution in the preparation of the radioactive sources. Acknowledgment should also be made to Messrs. R. B. Leachman and R. C. Skar for constructing the Geiger-Müller counters, to the staff of the College Instrument Shop for their cooperation during the construction of the spectrometer, and to Mr. E. R. Rathbun for assistance with the operation of the instrument.
We are particularly indebted to Dr. F. N. D. Kurie and Capt. W. H. Ferguson (U. S. N., Ret.) of the Department of Physics, Washington University, for their kindness in furnishing us with a sample of ThB. By the cooperation of Mrs. G. W. Fox and Dr. P. H. Carr, it was possible to transport this sample by air to Ames in a few hours.

[^74]
## APPENDIX: APPROXIMATE CALCOLATION OF THE CORRECTION FOR THE MAGNETIC FIELD OF THE EARTH

The solution of the differential equations for the trajectories of paraxial electrons in an axial magnetic field $H_{z}=H_{0} /\left[1+(z / a)^{2}\right]$ has been given by Glaser. ${ }^{11}$ When the object distance and image distance are equal ( $u=v=2 f$ ), the focal length $f$ may be written

$$
\begin{equation*}
f=\Lambda\left[H_{\rho}\right]^{2} / \int_{-\infty}^{u} H_{z}^{2} d z \tag{i}
\end{equation*}
$$

where $\Lambda$ is a numerical coefficient, calculable in terms of $f / a$, which takes on values extending from $\Lambda=4$ for $f / a$ large (thin lens) to $\pi^{2}$ for $f / a$ small (solenoid). Here $\left[H_{\rho}\right]$ serves as a measure of the momenta of the electrons in question in terms of their radius of curvature in a uniform magnetic field.

Assuming that to a field of the shape mentioned above, there is added a small constant axial field $H$, one can attempt to fit the resultant field in an approximate way to an equation of the original form and so obtain new values, $H_{0}{ }^{\prime}$ and $a^{\prime}$ for the parameters. In this way we find that $H_{0}{ }^{\prime}-H_{0} \cong 8 H / 7$ and $a^{\prime}-a \cong(12 a / 7)\left(H / H_{0}\right)$.

Introducing a constant $A$ which connects the current in the coil with the magnetic field produced, so that

$$
\begin{equation*}
\int_{-u}^{u} H_{\mathrm{coil}}^{2} d z=A I^{2}, \tag{ii}
\end{equation*}
$$

we then write the approximate relation for the total field as

$$
\begin{equation*}
\int_{-u}^{u} H_{z}^{2} d z \cong A I^{2}+2 H \int_{-u}^{u} H_{\text {coi } 1} d z . \tag{iii}
\end{equation*}
$$

The currents $I_{1}$ and $I_{0}$, which are respectively required to focus electrons of a given momentum in the presence and absence of the external field, are then, by Eq. (i), connected by the relation

$$
\begin{equation*}
\frac{A I_{0}{ }^{2}}{\Lambda(f / a)}=\left[A I_{1}{ }^{2}+2 H \int_{-u}^{u} H_{\text {coil }} d z\right] \frac{1}{\Lambda\left(f / a^{\prime}\right)} . \tag{iv}
\end{equation*}
$$

From this it follows that the difference $I_{0}-I_{1}$ is

[^75]approximately
\[

$$
\begin{align*}
I_{0}-I_{1}=H[ & \left(\frac{1}{A}\right) \int_{-u}^{u}\left(H_{\text {coi }} / I\right) d z \\
& \left.+(6 / 7)\left(I / H_{0}\right) \frac{d \ln \Lambda}{d \ln (f / a)}\right] \tag{v}
\end{align*}
$$
\]

Through the use of Eqs. (i) and (ii) an approximate value of $A$ is readily estimated experimentally by fucusing electrons of known energy, while $H_{0} / I$ and $\int_{u}^{u}\left(H_{\text {coil }} / I\right) d z$ may be calculated from the geometry of the coil, the latter quantity being given closely by $4 \pi / 10$ times the number of turns on the coil.

For the spectrometer described in the present paper, the following values apply when all the
turns on the coil are employed:

$$
\begin{gathered}
f=25 \mathrm{~cm}, \quad a \cong 13.6 \mathrm{~cm}, \quad f / a=1.84 \\
\Lambda=5.1, \quad d \Lambda / d(f / a)=-0.65, \frac{d \ln \Lambda}{d \ln (f / a)}=-0.23 \\
A=2.27 \times 10^{5} \text { gauss }^{2}-\mathrm{cm} / \mathrm{amp}^{2} \\
H_{0} / I=93.5 \text { gauss } / \mathrm{amp} . \\
\int_{-u}^{u}\left(H_{\mathrm{coil}} / I\right) d z=3230 \text { gauss-cm/amp. } \\
\text { and } H=0.56 \text { gauss. }
\end{gathered}
$$

With the substitution of these values in Eq. (v) we find $I_{0}-I_{1}=0.007 \mathrm{amp}$., in close agreement with the correction found experimentally.

## On the Half-Life of $\mathbf{N a}^{\mathbf{2 2}}$

## L. Jackson Laslett

Institute for Atomic Research and Department of Physics,
Atomic Research and Department
Iowa Slale College. A mes, Iowa*
August 8, 1949

THE radioactivity of $\mathrm{Na}^{22}$, first discovered by Frisch, ${ }^{1}$ has been described by the present writer ${ }^{2,3}$ as producible by the deuteron bombardment of magnesium and the half-life estimated as 3.0 years. ${ }^{3}$ More recently, Saha ${ }^{4}$ has given a value of 2.8 years for the half-life of this activity. During the past three years the decay of a $\mathrm{Na}^{22}$ sample has been followed in this laboratory and it is the purpose of the present note to report the value obtained for the half-life.
The $\mathrm{Na}^{22}$ sample used was produced in 1937 by the bombardment of magnesium metal with deuterons produced by the cyclotron in Professor Lawrence's laboratory at Berkeley. The mag-


Fig. 1. Logarithmic decay curves of $\mathrm{Na}^{27}$ activity, measured with respect to that of an uranium oxide standard. for two source positions. Insert: Aluminum absorption curves (logarithmic scale of ordinates) taken (1) at the beginning and (2) after completion of the decay measurements.
nesium target was subsequently mounted in the recess of a brass plate, covered with a mica sheet hermetically sealed to the brass, and, by means of a Lauritsen electroscope, ${ }^{5}$ its activity was compared at intervals with that from a standard uranium oxide source

The resultant decay curves, for two different source positions, are shown in Fig. 1 and indicate a half-life of $94^{8}$ days or $2.6^{\circ}$ years. ${ }^{6}$ It should be mentioned that diffusion of the active material from the surface into the magnesium metal would, if appreciable, result in an underestimation of the half-life, since the greater portion of the activity measured was readily absorbable (positrons). Some confirmation of the belief that diffusion and similar processes played no significant role in the present work is afforded, however, by the observation that absorption curves taken at the beginning and end of the measurements (curves 1 and 2 of the insert, Fig. 1) appeared entirely similar and were in agreement with one obtained ${ }^{3}$ shortly after the sample was first prepared.

It is a pleasure for the writer to indicate once again his gratitude to Professor Lawrence for the privilege of using the cyclotron in connection with the preparation of the sample used in the work reported here.

* Contribution No. 80 from the Institute for Atomic Research. Work performed at the Ames Laboratory of the AEC.
${ }^{1}$ O. R. Frisch. Nature 136,220 (1935).
${ }_{2}^{2}$ L. J. Laslett. Phys. Rev. 50, 388 (A) (1936).
${ }^{4}$ N. K. Saha, Trans. Rev. R2, 529 (1937).
${ }^{4}$ N. K. Saha, Trans. Bose Res. Inst. (Calcutta) 14, 57 (1939-41): cited in Chem. Abstracts 42, 450i (1948).
${ }^{5}$ The electroscope, manufactured by the F. C. Henson Company (Pasadena), was used to measure the ionization in a chamber approximately $2 \$$ inches in diameter and 3 inches long, into which the radiation passed through an aluminum window of $1.2 \mathrm{mg} / \mathrm{cm}^{2}$ surface density. The surface density of the mica covering the source was $5.2 \mathrm{mg} / \mathrm{cm}^{2}$. We are indebted
to $\Gamma$. A. $F$. Voigt for making available to us this electroscope in its to Dir. A. F.
modified form.
modifed form. 2.6 years was provisionally communicated to Dr. G. T. Seaborg during the course of this work and has subsequently appeared in the review article of Seaborg and Perlman (Rev. Mod. Phys. 20, 585 (1948)).
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Secondary Electron Spectrum of $\operatorname{Pr}^{142} \dagger$<br>Erling N. Jensen, L. Jackson Laslett, and D. J. Zaffarano<br>Institute for Atomic Research and Department of Physics,<br>Iowa State College, Ames, Iowa

(Received April 21, 1952)

IN a previous publication concerning the radiations of $\mathrm{Pr}^{\mathrm{r}}{ }^{42}$, the authors ${ }^{1}$ reported the presence of one gamma-ray, having an energy of $1.57_{0} \mathrm{Mev}$, and two beta-groups, with maximum energies of $2.15_{4} \mathrm{Mev}$ and $0.63_{8} \mathrm{Mev}$. Other investigators ${ }^{2}$ have reported a number of low energy gamma-rays for $\mathrm{Pr}^{142}$. In the original work of the present authors ${ }^{1}$ a search was made for low energy gamma-rays, but none was found. If these gamma-rays existed, however, they would have been observed as photoelectric lines superposed on a broad distribution of electrons which was ascribed to secondary electrons produced by bremsstrahlung.

Dr. Alburger ${ }^{3}$ of Brookhaven National Laboratory has suggested that the broad distribution of electrons ascribed to secondary electrons produced by bremsstrahlung, as reported in our original paper, ${ }^{1}$ might be due to beta-rays that have passed through part of the Lucite holder and then scattered from another part of the source holder. On repeating the experiment with $\mathrm{Sr}^{20}-\mathrm{Y}^{90}$ it was found that a substantial fraction, but not all, of the electron distribution attributed to bremsstrahlung was, in fact, due to scattered beta-particles, as suggested.

It seemed worthwhile, therefore, to re-examine the secondary electron spectrum of $\operatorname{Pr}^{142}$ in order to make a search for low energy gamma-rays under more favorable circumstances and also to determine the existence or nonexistence of an appreciable number of secondary electrons produced by bremsstrahlung. A sample of spectrographically pure (contaminants of $\mathrm{Nd}, \mathrm{La}$, and Ce less than 0.1 percent) $\mathrm{Pr}_{8} \mathrm{O}_{11}$ made available through the courtesy of Dr. F. H. Spedding and Mr. T. A. Butler of this laboratory was irradiated in the Argonne pile and then examined with a thin-lens spectrometer ${ }^{4}$ modified to incorporate ring focusing. ${ }^{5}$

The irradiated praseodymium was placed in a brass holder and covered with a copper cap, of surface density $2.92 \mathrm{~g} / \mathrm{cm}^{2}$, on which was fastened a uranium foil of surface density $42 \mathrm{mg} / \mathrm{cm}^{2}$. The secondary electron spectrum obtained with this source is


Fig. 1. The solid line, given by the circles, is the secondary electron spectrum of $\mathrm{Pr}^{142}$ as obtained with the arrangement shown in the insert. The broken line, given by squares, was obtained from the. Compton distribution produced by the $\mathrm{Zn}^{65}$ gamma-ray ( 1.12 Mev) normalized to the Compton distribution from $\mathrm{Pr}^{14 .} \mathrm{N}$ is the number of counts per minute.
shown by the solid line in Fig. 1. The insert in Fig. 1 shows a scale drawing of the arrangement of the $\mathrm{Pr}^{142}$, brass holder, copper cap, and uranium foil. Spectra were obtained with and without the solder ring on the shoulder of the brass holder and no change


Fig. 2. The curve given by the solid circies is the secondary electron spectrum from the copper capsule and uranium foil, as produced by bremsstrahlung arising in the copper capsule due to the absorption the of beta-particles from $\mathrm{Sr}^{20-\mathrm{Y}^{90} \text {. The arrangement of source, copper capsule, and uranium }}$ distribution. The triangles were obtained by subtracting the two curves shown in Fig. 1 and multiplying by an appropriate normalizing factor.
in the shape of the spectrum was observed. Only one gamma-ray was observed, having an energy of 1.57 Mev as reported previously. ${ }^{1}$
Since no low energy gamma-rays were observed and the material surrounding the source was sufficient to absorb completely electrons with an energy greater than 5 Mev , it was concluded that the broad distribution of electrons observed at the low energy end of the spectrum, in addition to the expected Compton distribution, is due to secondary electrons that are produced in the copper cap and uranium foil by the bremsstrahlung arising in the copper cap as a result of the absorption of the beta-particles.
As a check of the foregoing interpretation for the broad distribution of electrons at the low energy end of the spectrum shown in Fig. 1, a source of $\mathrm{Sr}^{80}-\mathrm{Y}^{90}$ was placed in a copper capsule to which was fastened the same uranium foil as that used with the $\mathrm{Pr}^{142}$ source. This copper capsule had the same diameter as the copper cap used with the praseodymium source. The $\mathrm{Sr}^{20}-\mathrm{Y}^{20}$ source, which is gamma-free and emits beta-particles with a maximum energy ${ }^{6}(2.23 \mathrm{Mev})$ close to that for $\mathrm{Pr}^{42}$, was found to give a secondary electron spectrum as shown by the circles and solid line in Fig. 2. The insert in Fig. 2 shows a scale drawing of the arrangement of source, copper capsule, and uranium foil. The end of the capsule on which the uranium foil was fastened had a surface density of $2.43 \mathrm{~g} / \mathrm{cm}^{2}$ while the sides of the capsule had a surface density of $2.12 \mathrm{~g} / \mathrm{cm}^{2}$. This was sufficient to absorb completely electrons with an energy of about 4 Mev .

The broken line shown in Fig. 1 was obtained from the Compton distribution produced by the $\mathrm{Zn}^{65}$ gamma-ray ( 1.12 Mev ). ${ }^{7}$ This was obtained under conditions similar to those for the Compton distribution for $\mathrm{Pr}^{142}$. The scale of the $\mathrm{Zn}^{85}$ curve has been adjusted to match the $\mathrm{Pr}^{142}$ Compton distribution at the maximum ordinate and at the Compton high energy "edge." The triangles shown in Fig. 2 were obtained by substracting the two curves shown in Fig. 1 and normalizing the ordinates. It may be seen that the two secondary electron distributions produced by bremmstrahlung are in good agreement. It appears, then, that the broad distribution of electrons at the low energy end of the $\mathrm{Pr}^{142}$ spectrum shown in Fig. 1 is due to bremsstrablung.

The secondary electron spectrum of $\mathrm{Pr}^{142}$, shown in Fig. 1, is therefore regarded as a composite of the photoelectrons and Compton electrons arising from a single gamma-ray, plus the electrons produced by bremsstrahlung. This conclusion; accord-
ingly, in no way alters the final results and conclusions regarding the radiations from $\mathrm{Pr}^{142}$ nor the decay scheme reported in the previous publication. ${ }^{1}$

The authors wish to express their appreciation to Messrs. Earl W. McMurry and James T. Jones, Jr. for their assistance in obtaining part of the data.
$\dagger$ Contribution No. 183 from the Institute for Atomic Research and Department of Physics, Iowa State College, Ames, Iowa. Work was per formed in the Ames Laboratory of the AEC.
${ }^{1}$ Jensen, Laslett, and Zaffarano, Phys. Rev. 80, 862 (1950).
${ }^{2}$ C. E. Mandeville, Phys. Rev. 75, 1287 (1949); Cork, Schreffler, and Fowler, Phys. Rev. 74, 1657 (1948); E. R. Rae. Proc. Phys. Soc. (London) $63 \mathrm{~A}, 292$ (1950).
D. E. Alburger (private communication).
${ }^{4}$ Jensen, Laslett, and Pratt, Phys. Rev. 75,458 (1949).
${ }^{3}$ Pratt, Boley, and Nichols, Rev. Sci. Instr. 22, 92 (1951): Keller,
Koenigsberg, and Paskin, Rev. Sci. Instr. 21, 713 (1950).
6 E. N. Jensen and L.
${ }^{6}$ E. N. Jensen and L. J. Laslett, Phys. Rev. 75, 1949 (1949).
${ }^{7}$ Jensen, Laslett, and Pratt, Phys. Rev. 76, 430 (1949).
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## On the Electromagnetic Analogy to Sound Propagation

L. Jackson Laslett*

Department of Physics and Institute for Atomic Research.
Iowa State College. Ames, Iowa
(Received April 8, 1956)

KRAICHNAN ${ }^{1}$ has developed an interesting correspondence between the paths of sound rays in fluids undergoing shear flow and the trajectories of charged particles in magnetic fields. To establish this analogy one assumes (i) the eddy size to be large compared to the sound wavelength and (ii) the velocity (w) of the fluid flow to be small in comparison to the speed of sound (c). Kraichnan's development then makes use of the wave equation for sound propagation and the Hamilton-Jacobi theory of particle dynamics, while referring in the discussion to the associated principles of Fermat and of least action. It is felt that the following brief derivation, which proceeds directly from these two variational principles, may be of interest.
For the ray description of sound propagation, one may employ Fermat's principle

$$
\begin{equation*}
\delta \int \frac{d s}{c+w \cos (\mathrm{w}, \mathrm{~d})}=0 \tag{1}
\end{equation*}
$$

for $w \lll c$, this becomes

$$
\begin{equation*}
\delta \int(d s-\mathbf{d s} \cdot \mathbf{w} / c)=0 . \tag{2}
\end{equation*}
$$

Similarly, for the trajectory of a particle of charge $q$ (emu or mks units) in a magnetic field $B=\nabla \times A$, the principle of least action may be applied in the form

$$
\begin{equation*}
\delta \int(p+q A) \cdot d s=0 \tag{3}
\end{equation*}
$$

where $\mathbf{p}$, denoting the mechanical momentum, is parallel to ds
and is constant in magnitude (since no work is done on the particle). This last equation may then be written

$$
\begin{equation*}
\delta \int(d s+q \mathrm{ds} \cdot \mathrm{~A} / p)=0 \tag{4}
\end{equation*}
$$

There is an evident correspondence between Eqs. (2) and (4) if

$$
\begin{equation*}
w / c=-q \mathbf{A} / p . \tag{5}
\end{equation*}
$$

Sound rays are accordingly seen to be influenced by the fluid motion if $\nabla \times w \neq 0$; the relation between the vorticity ( $\Psi$ ) of the fluid motion and the magnetic field governing the analogous particle trajectory is obtained by forming the curl of Eq. (5). We thus find
or

$$
\begin{equation*}
\Psi / c=-q B / p \tag{6}
\end{equation*}
$$

$$
\begin{align*}
\mathbf{B} & =-(p / q)(\mathbf{\Psi} / c) \\
& =-[B P](\Psi /(\boldsymbol{\Psi}), \tag{7}
\end{align*}
$$

where $\left[B_{\rho}\right]$ denotes the magnetic rigidity of the charged particle whose trajectory is under consideration. This result is identical with that of Kraichnan, who considers a charge $e=c_{0} q$.

The writer would like to express his appreciation to Dr. K. U. Ingard and Mr. W. W. Lang for their interest in the development presented here.

* Presently at the University of Illinois, on leave from Iowa State College, to work with the Midwestern Universities Research Association.
${ }^{1}$ R. H. Kraichnan, J. Acoust. Soc. Am. 27, 527 (1955).
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# Attainment of Very High Energy by Means of Intersecting Beams of Particles 

D. W. Kerst,* F. T. Cole, $\dagger$ H. R. Crane, $\ddagger$ L. W. Jones $\ddagger \ddagger$ L. J. Laslett,§ T. Ohkawa,|| A. M. Sessler, $\mathrm{Tl}^{2}$ K. R. Symon,** K. M. Terwilliger, $\ddagger$ and Nils Vogt Nilsen $\dagger \dagger$<br>Midwestern Universities Research Association, $\ddagger \ddagger$ University<br>of Illinois, Champaign, Illinois

(Received January 23, 1956)

IN planning accelerators of higher and higher energy, it is well appreciated that the energy which will be available for interactions in the center-of-mass coordinate system will increase only as the square root of the energy of the accelerator. The possibility of producing interactions in stationary coordinates by directing beams against each other has often been considered, but the intensities of beams so far available have made the idea impractical. Fixed-field alternatinggradient accelerators ${ }^{1}$ offer the possibility of obtaining sufficiently intense beams so that it may now be reasonable to reconsider directing two beams of approximately equal energy at each other. In this circumstance, two $21.6-\mathrm{Bev}$ accelerators are equivalent to one machine of 1000 Bev .

The two fixed-field alternating-gradient accelerators could be arranged so that their high-energy beams circulate in opposite directions over a common path in a straight section which is common to the two accelerators, as shown in Fig. 1. The reaction yield is proportional to the product of the number of particles which can be accumulated in each machine. As an example, suppose we want $10^{7}$ interactions per second from $10-\mathrm{Bev}$ beams passing through a target volume 100 cm long and $1 \mathrm{~cm}^{2}$ in cross section. Using $5 \times 10^{-26} \mathrm{~cm}^{2}$ for the nucleon interaction cross section, we find that we need $5 \times 10^{14}$ particles circulating in machines of radius $10^{4} \mathrm{~cm}$.

There is a background from the residual gas proportional to the number of particles accelerated. With $10^{-6} \mathrm{~mm}$ nitrogen gas, we would have 15 times as many encounters with nitrogen nucleons in the target volume as we would have with beam protons. Since the products of the collisions with gas nuclei will be in a moving coordinate system, they will be largely confined to the orbital plane. Many of the desired $p-p$ interaction products would come out at large angles to the orbital plane since their center of mass need not have high speed in the beam direction, thus helping to avoid background effects.


Fic. 1. The target straight section. $B$ and $A$ can be adjacent or concentric fixed-field alternating-gradient accelerators.

Multiple scattering at $10^{-6} \mathrm{~mm}$ pressure is not troublesome above one Bev; but beam life is limited by nuclear interaction with residual gas to $\sim 1300$ seconds. Consequently, in about 1000 seconds the highenergy beam of $5 \times 10^{14}$ particles must be established in each accelerator. The fixed-field nature of the accelerator allows it to contain beams of different energy simultaneously. It may be possible to obtain this high beam current in this time by using $\sim 10^{3}$ successive frequency modulation cycles of radio-frequency acceleration, each cycle bringing up $5 \times 10^{11}$ particles. It is encouraging to learn that Alvarez and Crawford ${ }^{2}$ succeeded in building up a ring of protons by successively bringing up several groups of particles to the same final energy by frequency modulation in the 184 in. Berkeley cyclotron.
The number of particle groups which may be successively accelerated without leading to excessive beam spread can be estimated by means of Liouville's theorem. ${ }^{3}$ One can readily convince himself that there is adequate phase space at high energy to accommodate
the necessary number, $N$, of particle groups. Assume for simplicity that synchrotron and betatron phase space are separately conserved, so that for the former

$$
(\Delta p)_{f}(\Delta S)_{f}=N(\Delta p)_{i}(\Delta S)_{i}
$$

where $\Delta S$ and $\Delta p$ are the arc length and momentum spread at injection and final energy. Then, employing the fact that $P \sim R^{k+1}$, where $R$ is the radius and $k$ is the field index, one obtains

$$
N=2(k+1)(\Delta R / R)\left(p_{j} / p_{i}\right)\left(\Delta S_{f} / \Delta S_{i}\right)\left(E_{i} / \Delta E_{i}\right)
$$

Using typical numbers such as

$$
\begin{gathered}
\left(p_{f} / p_{i}\right) \sim 100, \quad k \sim 100, \quad R \sim 0.5 \mathrm{~cm} \\
R \sim 10^{4} \mathrm{~cm}, \quad\left(\Delta E_{i} / E_{i}\right) \sim 10^{-3}
\end{gathered}
$$

one finds that there is room for $N \sim 10^{3}$ frequencymodulation cycles.

The betatron phase space available is so large that it cannot be filled in one turn by the type of injectors
used in the past which can inject $10^{11}$ particles. Thus there is the possibility of attaining and exceeding the yield used for this example by improving injection.

The more difficult problem of whether one can, in fact, use all of the synchrotron and betatron phase space depends in detail upon the dynamics of the proposed scheme and this is presently under study.

* University of Illinois, Urbana, Illinois.
$\dagger$ State University of Iowa, Iowa City, Iowa.
$\ddagger$ University of Michigan, Ann Arbor, Michigan.
8 Iowa State College, Ames, Iowa.
University of Tokyo, Tokyo, Japan.
4 The Ohio State University, Columbus, Ohio.
** University of Wisconsin, Madison, Wisconsin.
$\dagger \dagger$ Norwegian Institute of Technology, Trondheim, Norway.
$\ddagger \ddagger$ Supported by the National Science Foundation.
${ }^{1}$ Keith R. Symon, Phys. Rev. 98, 1152(A) (1955) ; L. W. Jones
et al., Phys. Rev. 98, 1153(A) (1955); K. M. Terwilliger et al.,
Phys. Rev. 98, 1153 (A) (1955); D. W. Kerst et al., Phys. Rev. 98, 1153(A) (1955).
${ }^{2}$ L. Alvarez and F. S. Crawford, private communication.
${ }^{3}$ We are indebted to Professor E. Wigner who pointed out to us the importance of this consideration.
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## Rotation of Mercury: Theoretical Analysis of the Dynamics of a Rigid Ellipsoidal Planet

Abstract. The second-order nonlinear differential equation for the rotation of Mercury implies locked-in motion when the period is within the range

$$
\frac{2 \mathrm{~T}}{3}\left[1-\lambda \cos \frac{2 \pi \mathrm{t}}{\mathrm{~T}} \pm \frac{2}{3}(2 / \lambda \mathrm{e} / 2)^{\frac{1}{1}}\right]
$$

where e is the eccentricity and T is the period of Mercury's orbit, the time t is measured from perihelion, and $\lambda$ is a measure of the planet's distortion. For values near 2T/3, the instantaneous period oscillates about 2T/3 with period (21גe/2)-! T .

Radar (1) and visual (2) observaltions of the planet Mercury indicate a rotation period $T_{r}=58.4 \pm 0.4$ days, close to $2 / 3$ of the orbit period $T=$ 87.97 days. Colombo (3) and Liu and O'Keefe (4) have surmised that a stable "locked-in" motion of this type can occur as a result of the inversecube term in the planetary potential $(5,6)$ that arises for a body with unequal moments of inertia in the orbital plane. The existence of such a solution
to the equations that govern the rotation of a rigid distorted planet has been demonstrated by Liu and O'Keefe by means of digital computations. In this report we present approximate analytic formulas that may afford further physical insight into the character of locked-in motion, that could facilitate the interpretation of observational data, and that indicate the dependence of the results upon the various parameters of the model. For simplicity, and for clarity in exposition. the analysis is carried to no higher order than is required to exhibit the salient features of the phenomenon.

The differential equation for the orientation, $\theta$. of the planet is given by equation 4 of the report by Liu and O'Keefe (4). In terms of the variable $\tau=2 \pi t / T$ it becomes, after insertion of the equation for the Keplerian orbit (7) of eccentricity $c$.

$$
\begin{array}{r}
\frac{d^{2} \theta}{d \tau^{2}}+\frac{3}{2} \lambda\left[\frac{1+e \cos f(\tau)}{1-c^{2}}\right]^{3} \times \\
\sin 2[\theta-f(r)]=0 \tag{1}
\end{array}
$$

- with the largest of the principal moments of inertia ( $C$ ) taken perpendicular to the orbital plane, $\lambda \equiv$ ( $B-$ $A$ )/ $C$ measuring the difference between the two smaller moments of inertia ( $B$ and $A$ ). and $f$ denoting the true anomaly. (Since damping effects have been ignored in this analysis, Eq. 1 is derivable from a simple Hamiltonian function. with periodic coefficients. in which $p=d \theta / d \tau$ is the canonical momentum conjugate to $\theta$, and Liouville's theorem concerning the conservation of phase-space area applies to the variables $\theta$ and $p$.)

Substitution of the explicit variation of the true anomaly with time, as given. by

$$
\begin{equation*}
f(\tau)=\tau+2 e \sin \tau \tag{2}
\end{equation*}
$$

through the first-order term in $e$, converts Eq. 1 to the approximate form

$$
\begin{array}{r}
d^{2} \theta+\frac{3}{d \tau^{2}} \lambda[(1+3 \rho \cos \tau) \sin 2(\theta-\tau)- \\
4 \rho \sin \tau \cos 2(\theta-\tau)]=0 \tag{3}
\end{array}
$$

which forms the basis of the remainder of our analysis. [It is noted, from Eq. 2, that $\tau$ is to be regarded as measured from the time of perihelion passage, and $\theta$ is the angle made by the smallest of the moments of inertia ( $A$ ) with the major axis of the orbit.] One expects that there may be periodic (locked-in) solutions to Eqs. 1 or 3 that are stable,
in the sense that neighboring solutions describe oscillatory motion about these periodic solutions.

We consider, specifically; solutions for which

$$
d \theta / d t \approx(3 / 2)(2 \pi / T)
$$

and write

$$
\begin{equation*}
\theta=\frac{3}{2} r+\eta \tag{4}
\end{equation*}
$$

so that Eq. 3 becomes

$$
\begin{align*}
& \frac{d^{2} \eta}{d \tau^{2}}+\frac{3}{2} \lambda\left[\left(\cos \tau+\frac{7}{2} e-\right.\right. \\
& \left.\frac{1}{2} e \cos 2 \tau\right) \sin 2 \eta+ \\
& \left.\left(\sin \tau-\frac{1}{2} e \sin 2 \tau\right) \cos 2 \eta\right]=0 \tag{5}
\end{align*}
$$

When $\eta$ is small, Eq. 5 may be linearized, to assume the form

$$
\begin{align*}
\frac{d^{2} \eta}{d \tau^{2}}+ & \frac{3}{2} \lambda(2 \cos \tau+7 e-e \cos 2 r) \eta \\
& =-\frac{3}{2} \lambda\left(\sin \tau-\frac{1}{2} e \sin 2 \tau\right) \tag{6}
\end{align*}
$$

For $\lambda^{2} \ll 1$, an approximate particular integral to the inhomogeneous Eq. 6 is readily obtained, and the solution to the corresponding linear homogeneous equation may be derived (8) by ignoring terms of average value zero in the coefficient of $\eta$. The solution thus includes a periodic motion, of period $T$, and a long-period oscillation of amplitude $\alpha_{0}$ :

$$
\begin{align*}
& \eta=\frac{3}{2} \lambda\left(\sin \tau-\frac{1}{8} e \sin 2 \tau\right)+ \\
& \alpha_{0} \sin \left[\left(\frac{21}{2} \lambda e\right)^{\frac{1}{2}} \tau+\alpha_{1}\right] \tag{7a}
\end{align*}
$$

or, for $\alpha_{0} \ll \pi$,

$$
\begin{gather*}
\theta=\frac{3 \pi t}{T}+\frac{3}{2} \lambda\left(\sin \frac{2 \pi t}{T}-\frac{1}{8} e \sin \frac{4 \pi t}{T}\right)+ \\
\alpha_{4} \sin \left[\left(\frac{21}{2} \lambda e\right) \frac{2 \pi t}{T}+\alpha_{i}\right] \tag{7b}
\end{gather*}
$$

where $\alpha_{11}$ and $\alpha_{1}$ are arbitrary constants.
If $\alpha_{1}$ is not small. so that the slow excursions of $\eta$ preclude linearization, a similar averaging of the coefficient of $\sin 2_{\eta}$ in Eq. 5 suggests that these oscillations are essentially described by an equation of the form applicable to the motion of a physical pendulum:

$$
\begin{equation*}
\frac{d^{2} \eta}{d \tau^{2}}+\frac{21}{4} \lambda e \sin 2 \eta=0 \tag{8}
\end{equation*}
$$

for which one may write the first integral

$$
\begin{equation*}
\frac{1}{2}\left(\frac{d \eta}{d t}\right)^{2}-\frac{21}{8} \lambda e \cos 2 \eta=c \tag{9}
\end{equation*}
$$

where $c$ is a constant. With the excursions of $\eta$ limited to $\pm \pi / 2$ for oscillatory motion, the maximum value that
$d_{\eta} / d_{T}$ can assume for locked-in motion (9) occurs when $\eta=0$, and is

$$
\left|d_{\eta} / d_{\tau}\right|_{\text {max }}=\left(\frac{21}{2} \lambda e\right)^{\frac{1}{2}}
$$

With inclusion of the contributions from the first terms on the right-hand side of Eq. 7b, therefore, the values of $d \theta / d t$ for locked-in motion are expected to lie between the limits

$$
\begin{gather*}
{\left[\frac{d \theta}{d t}\right]_{m a x \cdot m i n}=} \\
\frac{3 \pi}{T}\left[1+\lambda \cos \frac{2 \pi t}{T} \pm \frac{2}{3}\left(-\frac{21}{2} \lambda e\right)!\right. \tag{10}
\end{gather*}
$$

where we have neglected the term proportional to $\lambda e$.

The foregoing analysis serves to confirm that locked-in rotational motion with a period approximately $2 / 3$ the period of revolution is dynamically possible. The form of the solution shown in Eq. $7 b$ suggests, however, that observations of the rotation will indicate rates that vary during the course of a planetary year and that, in addition, slower variations of the rotational rate may occur with a period given by

$$
\begin{equation*}
T_{\mathrm{Hb}}=\left(\frac{21}{2} \lambda e\right)^{-\frac{1}{1}} T \tag{11}
\end{equation*}
$$

when the amplitude ( $\alpha_{11}$ ) of this libration is not large. An expression of the form given by Eq. 7b may be useful for interpretation of data obtained by the sequential observation of surface features on the planet. More simply, the instantaneous periods-as could be inferred from radar observations-would be (by differentiation of Eq. 7b when the term proportional to $\lambda e$ is neglected)

$$
\begin{gather*}
T_{1}=\frac{2 \pi}{d \theta / d t} \\
=\frac{2}{3}\left\{1-\lambda \cos \frac{2 \pi t}{T}-\frac{2}{3} \alpha_{1}\left(\frac{21}{2} \lambda e\right)!\times\right. \\
\left.\cos \left[\left(\frac{21}{2} \lambda e\right) \frac{2 \pi t}{T}+\alpha_{1}\right]\right\} T \tag{12}
\end{gather*}
$$

for $\alpha_{0}$ small, and, for any $\alpha_{01}$ compatible with locked-in motion, would lie between the limits obtained from Eq. 10 :
$\left[T_{i}\right]_{\text {maxinin }}=$
$\frac{2}{3}\left[1-\lambda \cos \frac{2 \pi t}{T} \mp \frac{2}{3}\left(\frac{21}{2} \lambda e\right)^{\prime}\right] T$
For favorable values of $\alpha_{0}$ a determination of $\lambda$ may be feasible through observation of the slow libratory motion, with a period close to that expressed by Eq. 11, that is represented by the last term of Eq. 12. If, however, $\alpha_{n}$ is very small-as could well result from the action of damping mechanisms-the term

$$
-\frac{2}{3} \lambda \cos \frac{2 \pi t}{T}
$$

in Eq. 12 will represent the larger contribution to the variation of the instantaneous period.

Substitution of the values $T=87.97 /$ $365 \mathrm{yr}, e=0.2$, and $\lambda=5 \times 10^{-5}$, as suggested by Liu and O'Keefe (4), into Eq. 11 leads to a libration period $T_{\text {lil }}$ $=23.5 \mathrm{yr}$ for small-amplitude variations, in substantial agreement with their computational results. Correspondingly, from the last term of Eq. 13, the maximum variation of the instantaneous period of rotation that could arise from this libratory motion would be approximately $\pm 0.40$ day, in good agreement with recent computational results of Liu and O'Keefe (10). It is highly unlikely, of course, that such large variations are now actually occurring. because of the damping that would have resulted from tidal effects.

Although the detailed results presented in this report have been with reference to motion for which the rotation period is close to $2 / 3$ the period of revolution, the existence of other stable modes of locked-in motion should not be overlooked. The possible range of variation for the rotational speed in general will be substantially smaller for the higher-order modes, for reasonable values of the parameter $\lambda$, and this feature will have significant implications concerning the magnitude of the damping present at times when the speed of planetary rotation may
have been considerably greater than that now observed. Lower limits. which depend on $\lambda$, can be set to the rate of decrease of the rotational energy through the agency of damping if the rotational motion has passed through the higher-order modes during the past history of the planet. Similarly, an upper limit can be set on the amount of damping that will permit the rotation to remain locked in to the mode analyzed in this report. Other work (11) indicates, moreover, that damping torques acting at present would shift the phase of the periodic solutions presented here. and this result suggests that information concerning the current magnitude of such torques may be inferred from more detailed observation of the rotational motion.

## L. Jackson Laslett

 Andrew M. Sessi.erLawrence Radiation Laboratory,
University of California, Berkeley
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## Trajectory for Minimum Transit Time <br> Through the Earth

L. Jackson Laslett

Lawrence Radiation Laboratory* and Department of Physics, University of California, Berkeley, California,

THE tantalizing theoretical possibility of very rapid transit between points on the Earth's surface by gravitational fall through frictionless tunnels ${ }^{1-8}$ has recently been discussed by Cooper. ${ }^{4}$ The differential equation for the plane curve leading to a minimum transit time between two given points on the surface is given in Cooper's note, and the results a of computer solution are presented graphically. The differential equation may be written conveniently in a form that expresses the dependence of $\theta$ as a function of $r$, and in these terms it becomes

$$
\begin{equation*}
(d / d r)\left\{r^{2}\left[R^{2}-r^{2}\right]^{-4}\left[1+r^{2}(d \theta / d r)^{2}\right]^{-\frac{1}{2}}(d \theta / d r)\right\}=0 \tag{1}
\end{equation*}
$$

A solution to Eq. (1), symmetric about $\theta=0$, may then be obtained as

$$
\begin{align*}
\theta & = \pm \frac{r_{0}}{R} \int_{r_{0}}^{r} \frac{1}{r}\left(\frac{R^{2}-r^{2}}{r^{2}-r_{0}^{2}}\right)^{t} d r  \tag{2a}\\
& = \pm\left\{\sin ^{-1}\left[\frac{R}{r}\left(\frac{r^{2}-r_{0}^{2}}{R^{2}-r_{0}^{2}}\right)^{t}\right]-\frac{r_{0}}{R} \sin ^{-1}\left(\frac{r^{2}-r_{0}^{2}}{R^{2}-r_{0}^{2}}\right)^{t}\right\} \tag{2b}
\end{align*}
$$

in which the constant of integration $r_{0}$ may be identified with the radius of closest approach to the Earth's center.

For class presentation, Eq. (1) is most directly obtained from the variational statement

$$
\begin{equation*}
\delta \int_{A}^{B} d s / v=\delta \int_{A}^{B}\left[(g / R)\left(R^{2}-r^{2}\right)\right]^{-4}\left[(d r)^{2}+(r d \theta)^{2}\right]^{k}=0 \tag{3}
\end{equation*}
$$

[in which we neglect the rotation of the earth and employ the speed acquired from the potential-energy change $\left.\Delta V=-\frac{1}{8} m g\left(R^{2}-r^{2}\right) / R\right]$ by writing the Euler-Lagrange equation that results from regarding $r$ as the independent variable. The first integral

$$
\begin{equation*}
r^{2}\left[R^{2}-r^{2}\right]^{-\frac{1}{2}}\left[r^{2}+(d r / d \theta)^{2}\right]^{-1}=r_{0}\left[R^{2}-r_{0}^{2}\right]^{-\frac{1}{2}} \tag{4}
\end{equation*}
$$

then follows immediately, and the resulting explicit expression for $d \theta / d r$ may be integrated as shown by Eqs. (2a,b). The solution given by Eq. (2b) corresponds to a diametrical trajectory ( $\theta= \pm \pi / 2$ ) in the limiting case for which $r_{0}$ vanishes.
For journeys between points separated by more than a few kilometers, very high maximum speeds will be attained on a path of the form given by Eq. (2b). An interesting problem for the student is an evaluation of the "number of $g^{\prime} s$ ' experienced by a passenger (or the force with which he presses on the seat of the train) at the lowest point of the trajectory. In addition, an elementary evaluation of the integral in Eq. (3) provides the transit time as a function of $r_{0}$.
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