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How, and for whom, will activity patterns be modified by self-driving cars? Expectations from the state of Georgia
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\textbf{Abstract}

Many studies have explored travelers’ perceptions of self-driving cars (or autonomous vehicles, AVs) and their potential impacts. However, medium-term modifications in activity patterns (such as increasing trip frequencies and changing destinations) have been less explored. Using 2017–2018 survey data collected in the US state of Georgia, this paper (1) measures (at a general level) how people expect their activity patterns to change in a hypothetical all-AV era; (2) identifies population segments having similar profiles of expected changes; and (3) further profiles each segment on the basis of attitudinal, sociodemographic, and geographic characteristics. In the survey, respondents were asked to express their expectations regarding 16 potential activity modifications induced by AVs. We first conducted an exploratory factor analysis (EFA) to reduce the dimensionality of the activity-change vector characterizing each individual, and estimated non-mean-centered (NMC) factor scores (which have been rarely used in applied psychology). The EFA solution identified four dimensions of activity change: distance, time flexibility, frequency, and long distance/leisure. Next, we clustered Georgians with respect to these four-dimensional expectation vectors. The cluster solution uncovered six segments: no change, change unlikely, more leisure/long distance, longer trips, more travel, and time flexibility & more leisure/long distance. Using NMC factor scores identified considerably more inertia with respect to expectations for change than would have been apparent from the usual mean-centered scores. Finally, the various segments exhibit distinctive demographics and general attitudes. For example, those in the more leisure/long distance cluster tend to be higher income and are more likely to be Atlanta-region residents compared to other clusters, while those in the no change and change unlikely clusters tend to be older and are more likely to be rural residents.

\textcopyright 2020 Elsevier Ltd. All rights reserved.

1. Background

Our transportation systems have been facing a variety of transformative technologies for several decades. Information and communication technologies (ICTs) have facilitated/substituted for travel (Mokhtarian, 2009). Mobile-internet-enabled shared mobility services such as bikesharing, carsharing, and ridehailing have offered new transportation options that potentially make people less reliant on privately-owned vehicles or conventional public transit. Most recently, new
micromobility services (e.g. dockless shared bicycles and/or e-scooters) are peppering the urban landscape. Looking to the future, it is becoming somewhat clichéd to expect that self-driving cars (or autonomous vehicles, AVs) will be the next technology to profoundly transform travel patterns and urban structure. At least, a sizeable number of experts agree that such changes will occur, aside from debates on when and how much. A key feature of AVs is its “passengerization” of erstwhile car drivers (Mokhtarian, 2018), which may transform how people engage in activities, whether in the vehicle or outside of it. For example, Mokhtarian (2018, p.5) suggested some examples of the cognitive logic of travelers:

- “Let’s go to this special place 50 miles away – we can do our last hour of work in the car on the way there, and watch our favorite TV show on the way back (as we would have done at home)”;
- “Since I can work and sleep in the car, I’m no longer really losing any work time during the travel itself”;
- “The time I saved by doing other things while traveling allows me to do x and still have time to go [somewhere else].”

The challenges to characterizing such behavioral changes, estimating their magnitudes, and identifying the people who exhibit such changes stem from the fact that fully-AVs are not yet on the roads. One clever approach is to deduce some hints from the current services that can be considered as precedents of true AVs. For example, some have argued that the impacts of automated ridehailing will be similar to those of current ridehailing services (e.g. Ozonder, Calderón, & Miller, 2019). Hardman, Berliner, and Tal (2019) envisioned the early adopters of AVs from considering electric vehicle (EV) owners in the U.S., while (Harb, Xiao, Circella, Mokhtarian, & Walker, 2018; Wadud, & Huda, 2019) drew implications on travel time use from current users of chauffeurs. Malokin, Circella, and Mokhtarian (2019) used the propensity to multitask on commuter rail to inform hypothetical AV adoption scenarios. However, aside from the fact that relevant studies about behavior changes are limited, such projections are also not perfect. EVs or partially-automated vehicles cannot offer real “hands-free” travel, while chauffeurs and public transit passengers may impede privacy and transit generally involves fixed routes and schedules. Accordingly, the way people react to these surrogates will be different from their response to fully AVs. In addition, even if a shared AV business model is plausible, the automobile-dependent settlement patterns and (related) strong inertia with respect to owning vehicle(s) in countries such as the United States will likely lead a sizable fraction of households to retain one or more vehicles, at least in the medium term. Hence, how people travel may substantially differ between the current era of shared mobility and the coming AV era.

Surveying public opinion regarding perceptions of AVs and their impacts is far from perfect because the future is highly uncertain, and what people think now may be only loosely connected to what they will actually do when the time comes. However, current expectations can be an important benchmark and thus such surveys have been widely employed. In particular, people’s familiarity with AVs and acceptance of AVs has been explored (Kyriakidis, Happee, & de Winter, 2015; Payre, Cestac, & Delhomme, 2014).

A prevailing feature of such explorations is to examine the perceived benefits of and concerns regarding AVs (Cunningham, Regan, Horberry, Weeratunga, & Dixit, 2019; Liljamo, Limatainen, & Pöllänen, 2018; Woldeamanuel & Nguyen, 2018). However, beyond investigating possible impacts on travel time use and valuation (e.g. Pudâne et al., 2019; de Almeida Correia, Loff, van Cranenburgh, Snelder, & van Arem, 2019), a focus on the medium- and longer-term behavioral implications of AVs has been fairly limited. Perrine, Kockelman, and Huang (2020), by using the inter-regional journey travel demand model, analyzed changes in mode and destination choices for long distance trips with an AV option available. Olsen and Sweet (2019) explored commuters’ willingness to commute farther, while Kim, Mokhtarian, and Circella (2019c) analyzed potential changes in residential location and vehicle ownership in the AV era. On the whole, however, less attention has been paid to medium-term modifications in activity patterns such as increasing trip frequencies and changing destinations. Addressing this latter gap is the purpose of the present paper. Specifically, we aim (1) to measure (at a general level) how people expect their activity patterns to change in the AV era; (2) to identify population segments having similar profiles of expected changes; and (3) to further profile each segment on the basis of attitudinal, sociodemographic, and geographic characteristics.

The rest of this paper is structured as follows: Section 2 reviews related work. Section 3 describes the study design and relevant variables. Section 4 introduces the methodologies employed in this study and Section 5 presents the analysis results. Section 6 recapitulates the key findings and discusses implications of the findings and limitations of the study.

2. Related work

2.1. Sample and group differences in AV studies

Many studies have explored opinions of the general population regarding AVs, either in a specific city/neighborhood (Bansal, Kara, & Amit, 2016; Zmud, Ipek, & Wagner, 2016), nationwide (Cunningham et al., 2019; Liljamo et al., 2018; Nielsen & Haustein, 2018; Wu, Liao, Wang, & Chen, 2019), or multinationally (König & Neumayr, 2017; Kyriakidis et al., 2015). It is also notable that some studies have focused specifically on how certain sub-populations perceive AVs: older people (Rahman, Deb, Strawderman, Burch, & Smith, 2019), those with physical disabilities (Bennett, Vijaygopal, & Kottas, 2019), and parents having at least one child between the ages of 0 and 14 (Lee and Mirman, 2018). In addition, Hohenberger, Spörre, and Welpe (2016) explored differences in willingness to use AVs by gender. The fact that certain population segments have distinctive perceptions/opinions suggests that diverse population segments may perceive the benefits
of AVs from the perspective of their own segment-specific needs, and thus it may be informative to disaggregate the population with respect to potential behavioral changes.

2.2. Market segments related to AVs

In the AV literature, there are a few studies that aimed to identify segments in the AV era. Nielsen and Haustein (2018) explored 3040 Danish adults’ opinions and uncovered three segments (sceptics, 38%; indifferent stressed drivers, 37%; and enthusiasts, 25%). They conducted principal component analysis (PCA) on AV-related attitudes and cluster analysis based on mean scales, which are calculated from the PCA solution. Pettigrew, Dana, and Norman (2019) analyzed 1345 Australians and identified five groups (non-adopters, 29%; ride-sharing, 20%; AV ambivalent, 19%; likely adopters, 17%; and first movers, 14%). Next, they applied latent profile analysis to some AV-related indicators (knowledge about, intention to buy/share, perceived benefits of, and concerns about AVs). A parallel study to the present paper examined Georgia adults’ mode-use propensities (Kim, Circella, & Mokhtarian, 2019a). In that research, we applied latent class cluster analysis to four mode-use propensities and identified seven relevant segments (AV enthusiast, 11%; AV-over-flight, 14%; flight-over-AV, 25%; AV occupant, 10%; pro-walk/transit, 20%; AV resistant, 10%; and anti-AV, 10%). Thus, these three prior studies investigated segmentation with respect to different indicators of interest compared to the present study: the revealed segments are related to general perceptions of AVs (Nielsen & Haustein, 2018), willingness to use/buy AVs (Pettigrew et al., 2019), and mode use under hypothetical transportation needs (Kim et al., 2019a). The current study is focusing on activity changes prompted by AVs.

2.3. Potential activity changes due to AVs

Such AV-triggered activity changes have been explored by a few studies in various ways. Gruel and Stanford (2016) discussed prospective impacts of AVs from a conceptual perspective. In their causal loop diagrams, increased comfort and utility of time in the car (i.e. an AV) could be one factor increasing the attractiveness of traveling by car; and then this attractiveness would lead to more trips per car per day and greater average trip length. Childress, Nichols, Charlton, and Coe (2015) applied an activity-based model to the Seattle region and found that vehicle-miles traveled could increase by 4% to 20% because of more/longer trips and some shifts away from other modes. LaMondia, Fagnant, Qi, Barrett, & Kockelman (2016) simulated statewide long-distance mode shifts by controlling the perceived travel time of AVs. They found that AVs draw shares from personal vehicles and airlines equally for less-than-500-mile trips, whereas airlines remain preferred for greater-than-500-mile trips. Pudāne et al. (2019) conducted focus group interviews with 27 commuters about reshaping their daily activities by AVs. For example, interviewers asked (p. 225), “Would you like to perform such activities in the AV which you normally perform in traditional environment like at home or at work? If so, do you think you can save time for other things which you would like to (or have to) do?”, “Would you change anything in your daily routine if you had an AV?”, “Would you travel further or more frequently to perform activities if you had an AV?” The findings of the study suggested some types of onboard-activities and complex re-arrangements of daily activity patterns. Harb et al. (2018) conducted a naturalistic experiment by providing a chauffeur to 13 subjects and thus mimicking the hands-free travel feature of AVs. The study found that the experiment increased total VMT (by 83% overall), vehicle-trips (58% more on average), and trip lengths (a 91% increase, between chauffeur and control weeks, in the average per-person number of trips longer than 20 miles).

2.4. Summary

Such studies are certainly informative, but to date they either rely on informed speculation, or on very small samples. What the literature is currently missing is a larger-scale empirical look at what people think about their behavioral responses (with respect to travel-related activities in particular) in the AV era. Do people really expect that they will take advantage of the reduced disutility of travel and thus do something that they would not have done if they were to drive themselves? Will there be subgroups having different expectations? The current study aims to provide an early glimpse of the answers to these questions, for a sample that (after weighting) is reasonably representative of the population of the US state of Georgia.

3. Empirical context

This study analyzes data collected from a cross-sectional survey targeting the adult population of Georgia (18 or older). The survey aimed to take a snapshot of attitudes and travel behaviors in Georgia, particularly emphasizing the use of new technologies including ICTs, ridehailing services, and (prospectively) AVs. To obtain a diverse and healthy-sized sample, we recruited respondents both through address-based stratified random sampling in the 15 Metropolitan Planning Organization (MPO) areas in Georgia, and
also through inviting Georgia participants in the 2016–17 National Household Travel Survey who expressed a willingness to be surveyed further (Westat, 2018). A paper copy of the survey, with a cover letter containing a link to the online version which could be completed instead, was sent to each individual. Data collection lasted about six months (October 2017 – April 2018), and since a majority (about 80%) of respondents completed the paper version of the questionnaire, we spent several months on data entry and cleaning. For this study, the sample size is 3244 after dropping cases with missing values on key variables. Because of nonresponse biases and our intentional sampling strategy (we oversampled non-Atlanta MPO residents to secure an adequate number of such cases), the sample under-/over-represented certain population groups. Hence, to improve the representativeness of the sample, we developed weighting factors based on American Community Survey (ACS) key demographics, using a mixture of cell weighting and iterative proportional fitting (IPF) (more details about the survey design and development of weighting factors can be found in Kim, Mokhtarian, & Circella, 2019b). To ensure that the full diversity of the sample was allowed to influence the analysis, we used the unweighted sample when conducting the factor and cluster analysis (since the weighted sample might have suppressed the “voice” of small segments). However, to ensure that population proportions were appropriately represented in the end, we used the weighted sample to compute cluster sizes and class-specific characteristics. Additional land use variables, related to respondents’ home locations, were appended by using Google API and American Community Survey (ACS) estimates (2017 5-year estimates). The sample distribution is reported later in Table 3, for easier comparison with the cluster-specific distributions.

It is important to note how the survey set up assumptions for the AV era since such assumptions will affect how people respond to the questions. The survey asked respondents to imagine that fully-mature AV technologies had replaced all conventional vehicles and were at least as safe and cost about as much as today’s vehicles, so as to focus on behavioral responses after sidestepping transitional, safety and cost issues. However, it is still an open question whether AVs can/will ever completely replace all conventional vehicles, and hence, this study treats only one of multiple plausible future scenarios. The survey provided descriptions and figures to help respondents envision that hypothetical future. To capture expectations on (travel-related) activity changes triggered by AVs (the focus of the present study), the survey asked respondents to express their expectations regarding 16 statements, using a five-point ordinal scale (very unlikely to very likely). A full list of statements, together with relevant statistics, will be shown in Table 1 in Section 5.1.

4. Methodology

4.1. Factor analysis and non-mean-centered scores

Because the 16 statements describing potential AV-initiated activity changes are intercorrelated (and constitute an unwieldy number to analyze individually), we conduct an exploratory factor analysis (EFA) to reduce the dimensionality of the activity-change vector characterizing each individual. EFA aims to identify the underlying latent constructs that best account for the patterns of covariance among the observed variables (Rummel, 1970). In particular, we map the 16-dimensional vector of raw response items for a given person into a lower-dimension space by estimating factor scores from the EFA solution. This is analogous to employing dimension-reduced scores from principal component analysis (PCA) in the machine learning field (e.g. Camacho, Pérez-Villegas, García-Teodoro, & Maciá-Fernández, 2016; Krishna, Weaver, & Sanders, 2015). In the applied psychology field, factor scores have been employed as estimated measures of latent factors (e.g., Casutt, Martin, Keller, & Jäncke, 2014; Ledesma et al., 2019; Biehl, Ermagun, & Stathopoulos, 2018). Multiple methods to estimate factor scores have been proposed, including regression and Bartlett methods (cf. DiStefano, Min, & Diana, 2009; Estabrook & Neale, 2013). Although the regression method has been most widely used as a “default” because of its simplicity, in this study, we employed Bartlett scores5. McDonald and Burr (1967) noted that Bartlett scores, unlike regression scores, are conditionally unbiased estimators of the true scores and have zero correlations with the non-corresponding true scores (the latter property meaning that they are “univocal”). In addition, the present authors’ empirical experience has been that Bartlett scores from an obliquely-rotated factor solution tend to have lower correlations among themselves compared to the regression scores from the same solution.

As noted by Thompson (1993), conventional methods for estimating factor scores involve computing linear combinations of the standardized responses to the original items (where the magnitude of the coefficient of a given item is related to the strength of its association with the factor in question). Since the standardized items will each have mean zero, their linear combinations will also have mean zero, and thus this process produces mean-centered (MC) factor scores. But once an item or a score is mean-centered, its original prima facie meaning is lost: a zero does not mean “neutral”, but rather “average”, which is not at all the same thing. For example, if the sample means of the items loading heavily on a given factor are all around 2 (which means “unlikely” in our case), the zero-point of the resulting factor will represent a response of “unlikely”. A slightly positive score on such a factor is easily misinterpreted as meaning “slightly likely”, or favorable, when in fact it only means “slightly more likely than average, but still unlikely”.

To address this issue, Thompson (1993) proposed an alternative, non-mean-centered (NMC), method of computing factor scores that can preserve the face-value neutral of the Likert-type scale. The authors are aware of only a few studies that have employed NMC factor scores (Deng, Mokhtarian, & Circella, 2015; Garrow et al., 2020). A distinction of the present study is to

---

5 The regression and Bartlett scores are similar to each other (their correlations are higher than 0.96 in our sample), and hence similar final results are expected regardless of the estimation method.
use Bartlett scores, whereas the previous two applications employed regression scores. Equations for the conventional MC Bartlett scores and the alternative NMC Bartlett scores are as follows (cf. DiStefano et al., 2009):

$$\hat{F}_{NC}^{MC} = Z_{i:n} U^{-2}_{n \times m} A_{n \times m} \left(A_{m \times m}^{-1} U^{-2}_{n \times m} A_{n \times m}\right)^{-1}$$

(1)

$$\hat{F}_{NC}^{NMC} = T_{i:n} U^{-2}_{n \times m} A_{n \times m} \left(A_{m \times m}^{-1} U^{-2}_{n \times m} A_{n \times m}\right)^{-1},$$

(2)

where $\hat{F}$ is a matrix of estimated factor scores, $i$ is the number of individuals, $n$ is the number of items, $m$ is the number of factors, $Z$ is the matrix of standardized item responses, $T$ is the matrix of non-mean-centered responses (obtained by adding the item mean back to each standardized response in $Z$), $A$ is the pattern matrix of loadings, and $U^{-2}$ is the inverse of the diagonal matrix of the uniquenesses (a diagonal element of $U^2$ is the share of the unit variance of the associated item that is unique to that item rather than in common with the other items; it is one minus the communality of the item [see Table 1]).

4.2. Cluster analysis and group differences

Cluster analysis has often been used as a way of market segmentation. In the present study, we aim to group people based on their expectations regarding their AV-prompted activity changes (as measured by EFA-based factor scores). Segmentation analysis based on factor analysis solutions has been used in various fields such as transportation/planning (Mokhtarian, Orly, & Cao, 2009; Pronello & Camusso, 2011), tourism/marketing (Guttentag, Smith, Potwarka, & Havitz, 2017; Sinclair-Maragh, Gursoy, & Vieregge, 2015), and geology (Wang, Zuo, & Caers, 2017). In the current study, this expectation-based segmentation could produce plausible market compositions with respect to potential behavioral changes. We apply K-means clustering, which is one of the most intuitive and widely used cluster analysis methods. After obtaining a preferred cluster solution and naming the clusters on the basis of their centroids (i.e. their mean activity change factor scores), we explore group differences on other variables in the data using the relevant statistical tests. Specifically, one-way analyses of variance
(ANOVARs) and Pearson’s $\chi^2$ tests are performed to test for mean differences across clusters for continuous variables, and distribution differences across clusters for discrete variables, respectively.

5. Findings

5.1. Identifying latent constructs

Considering that the expected constructs may not be independent of each other, we obliquely rotated the initial factor solution (which allows constructs to be orthogonal if they naturally are so, but does not force them to be). The direct oblimin rotation method, suggested by Jennrich and Sampson (1966), has been widely used in the literature and we apply it here. Delta is a parameter that can control the degree of obliqueness; Harman (1976) suggested that delta should range between zero (most oblique) and −4 (less oblique as delta gets smaller). We experimented with various delta values and determined that a value of −1 produced the fewest sizable “off-diagonal” pattern loadings, thus maximizing interpretability. Based on qualitative and quantitative criteria, we selected the 4-factor solution. This factor solution was also reported in Kim et al. (2019c), where the resulting mean-centered scores were used as explanatory variables in models of hypothetical impacts of AVs on vehicle ownership and residential location.

Table 1 exhibits the descriptive statistics and factor solution measures (communalities and pattern loadings) for the 16 statements reflecting potential activity changes as a consequence of AVs. A given change is generally considered to be less likely when its mean is smaller than 3 (“neutral”), and it can be seen at a glance that all 16 statements are considered, on average, to be unlikely to varying degrees. In particular, two statements related to time use (“Sleep less time at home and more time in the car, to be more efficient” and “More often eat meals in a self-driving car instead of at home or in a restaurant”) present means below 2. Whether these results are reflecting genuinely minor effects of AVs or an inability of respondents to envisage some downstream consequences of AVs remains to be seen, but in any case they provide a useful benchmark of public perceptions.

Turning to the factor solution, the first and third factors capture two different dimensions of travel quantity, largely (but not exclusively) with respect to local travel. Distance represents a general inclination toward traveling longer distances. Four statements have loadings above 0.5, and “Go to more distant restaurants” has the highest loading (0.666). People who have a higher score on this factor consider it more likely that they will go to farther-away restaurants, places where they can socialize with others, shopping malls, and leisure destinations. Frequency captures a general inclination toward traveling more frequently. Two statements “Go to grocery stores or shopping malls more often” and “Eat out in restaurants more often” have distinctively high loadings (0.822 and 0.782). Those with a higher score on this factor think they will likely go shopping, to restaurants, and leisure destinations more often. The second factor is labeled time flexibility and it reflects a general inclination toward modifying one’s time use. The first three items loading heavily on this factor relate to time freed up by bringing formerly “outside-the-trip” activities inside the trip; the fifth item suggests freeing up “within-trip” time by spending less time in congestion; and the fourth item relates to ways in which the newly-freed time (whether formerly within-trip or outside-the-trip) can be spent (Mokhtarian, 2018). Lastly, the fourth factor, which is labeled long-distance/leisure, represents a general inclination toward making specifically long-distance and leisure trips more often. In particular, “Make more overnight trips by car because it would be less burdensome to travel long distances” presents the highest loading of 0.789. Even the item representing the “elimination of some overnight trips because it would be easier to come back the same day” might actually indicate the facilitation of more long-distance travel due to the added convenience and time savings of not spending the night away from home.

5.2. Clustering the sample

When applying the $K$-means algorithm, to avoid local optima we used 1000 sets of initial centroid values, and selected the set that yielded the minimum value of the objective function (namely, the within-cluster sum of squares). We compared quantitative measures (mainly the within-cluster sum of squares and total sum of squares) and qualitative characteristics for different values of $K$ (numbers of clusters). In particular, we focused on how much each solution could provide useful insights while minimizing complexity. Ultimately, we selected the 6-cluster solution.

Fig. 1 shows the six sets of cluster centroids, which can help characterize each cluster. Especially, in keeping with the point of the NMC factor solution, we interpret each cluster centroid relative to the vector of factor scores corresponding to “neutral” responses on all 16 items: as “likely” if above the neutral score and “unlikely” if below it.

The six clusters are roughly ordered by how likely behavior changes are perceived to be. The first cluster is labeled no change, because people in this segment present the most negative reactions to any activity changes. The second cluster, change unlikely, also exhibits less optimistic responses, with all four mean scores falling below neutral. The first and second clusters are distinguished from each other in that respondents in the former answered “very unlikely” to most of the original statements, whereas respondents in the latter tended to answer “unlikely”. The shares of these two segments are 20% and 26%, respectively, indicating that almost half of the respondents expressed a lack of enthusiasm for changing their activity patterns due to AVs. The third segment is labeled more leisure/long distance and its share is 15%. This cluster also shows “unlikely” reactions to three of the activity dimensions, but has distinctively high expectations of making more leisure
and long distance trips. In other words, members of this cluster expect little change in their daily travel, but would like to take advantage of AVs for occasional long distance trips. The fourth cluster, *longer trips*, has a share of 13%. People in this group expressed less enthusiasm for using time more flexibly and making trips more frequently, but they envisioned traveling to more distant places, for both daily (e.g. grocery, restaurant) and long-distance trips. The fifth, *more travel*, segment (14%) exhibits a higher level of enthusiasm for changing the quantity of their travel. However, they still think it unlikely that they will employ time more flexibly because of AVs. The last segment is labeled *time flexibility & more leisure/long distance*, having a share of 13%. This cluster shows a generally high level of enthusiasm. A distinctive observation is that this cluster is the only segment presenting positive reactions to time flexibility.

Fig. 2 exhibits pairwise scatter plots of the factor scores, by cluster, for all combinations of the four activity dimensions. Note that there are two sets of axes in each figure. The solid-line (NMC) axes cross at the “neutral” point for each score, whereas the dashed-line (mean-based) axes cross at the “mean” point for each score (i.e. at what would be the (0,0) origin of the MC solution). The discrepancies between these pairs of axes illustrate differences in the interpretation of MC versus NMC solutions. Because the prevailing perception for all items is “unlikely”, there are substantially fewer cases thinking that a given impact dimension is “likely” (i.e. falling above or to the right of the solid axes) than cases that have “above average” perceptions of likelihood (i.e. above or to the right of the dashed axes) – with the exception of the long-distance/leisure factor, for which the mean-based and NMC axes nearly coincide. Put another way, many cases with positive MC factor scores actually still consider a certain type of change to be unlikely. Thus, the MC factor scores can give a misleading picture of the actual content of the original responses.

With respect to the degree of discrepancy between the two axes, the factors are ordered as follows: time flexibility, frequency, distance, and long distance/leisure. This is a function of how much the means of the original statements deviate from neutral (i.e. a 3 on the 5-point scale). Statements highly loading on the time flexibility factor have the lowest means and those loading on the long distance/leisure factor have the means closest to 3 (see Table 1).

### 5.3. Exploring group differences

In this section, we flesh out the characteristics of each cluster, by exploring their central tendencies and distributions with respect to a number of other variables available in the dataset. Table 2 presents the results of $\chi^2$ and ANOVA tests of differences in distribution and mean across clusters, while Table 3 provides the cluster-specific distributions and means for the variables tested. At a glance, there are statistically significant differences on demographics, land use attributes, and attitudes among clusters. We discuss the nature of each cluster in turn.

The **no change** cluster has distinctive demographics. This segment is the oldest, least-often working, and lowest-income compared to other clusters. In addition, it has the greatest share of residents in non-MPO (rural and associated small town) areas. These demographics are congruent with this segment’s attitudinal characteristics: they are the least tech-savvy and least favorable to AVs. They live, on average, in the least dense areas. Hence, “older people in rural areas” seem to have the lowest expectations regarding activity modifications by AVs. The **change unlikely** segment is, in general, close to the population average demographically, aside from tending to be older. Their “unlikely” status appears most closely related to their relatively low level of perceived benefits from AVs. The **more leisure/long distance** cluster has the greatest shares of male, middle generation (34–64), white, and high-income individuals, with an above average share of people living in the Atlanta region. People fitting this profile may have a higher demand for leisure or long-distance trips in general, and are thus expecting more benefits from employing AVs to meet that demand. The **longer trips** cluster shares some similarity of demographics with the more leisure/long distance cluster, including higher incomes and employment. One notable difference is that it has by far the greatest share of women (of any of the clusters), and it also has more members in both the youngest and the oldest age groups than the more leisure/long distance cluster. On average, its members live in the densest areas, and yet their urban-ite attitudes are noticeably weaker than those of the remaining two segments. The **more travel** segment has the greatest share of non-white members and people with lower incomes and fewer household vehicles. However, they are favorable toward AVs, tech-savvy, and favorable toward urban life (with, accordingly, the lowest share of rural-area residents). The **time flexibility & more leisure/long distance** has the greatest expectations for activity changes, and present the opposite demographic and attitudinal profile to the no change cluster. They are the youngest and most tech-savvy, like traveling the most, and are most favorable toward non-car options. This segment has the greatest share of workers and Atlanta residents. Finally, they have the most favorable perception of the benefits of AVs among all the clusters.

---

6 In this case, the mean-based axis is a bit higher than the NMC axis. This may be surprising, given that the means of all 16 items are below neutral (i.e. below 3). It happens because of the factor score coefficients $U_{5,2}A_{9,16}B_{6,13}$ and the differences between mean and neutral for the 16 statements. The difference between the neutral point (3.00) and the mean point (3.14) is the inner product of the factor score coefficients vector and the difference between the vectors of NMC neutrals and means. The latter, difference vector, has all positive values (since all the means are below neutral), but coincidentally, for statements having positive factor score coefficients those differences are small, whereas for statements having negative coefficients those differences are relatively greater. Consequently, the sum of products is dominated by negative values, and the final difference (3.00–3.14) is negative.

7 The number of cases falling between the “neutral” and “mean” axes are: 224 (distance), 941 (time flexibility), 681 (frequency), and 146 (long distance/leisure); in this case alone, the “neutral” axis is higher than the “mean” axis.
6. Conclusion

6.1. Summary of findings

This study examined potential (travel-related) activity changes caused by AVs, and identified population segments that have different expectations regarding such changes occurring to them personally. We surveyed more than 3000 Georgians with respect to their expectations regarding 16 potential changes, under the assumption of a hypothetical fully-AV era. In common with a previous paper using the same data for a different purpose (Kim et al., 2019c), we applied factor analysis to identify four latent dimensions underlying the 16 activity changes: distance, time flexibility, frequency, and long distance/leisure. We then estimated factor scores to measure how likely individuals perceive it to be that they will experience changes
on each dimension due to AVs. In particular, distinctively from the conventional method used in the previous paper (namely mean-centered, MC, factor scores, which center the origin of each factor dimension using the means of the raw responses), we employed the alternative method of non-mean-centered (NMC) factor scores, which preserve the *prima facie* meaning of "neutral" in the raw responses. Because the prevailing sentiment on all 16 changes was that they were unlikely to occur, the NMC scores are positive for far fewer cases than the MC scores are, indicating that the traditional approach could provide a misleadingly optimistic view of the likelihood or pace of change.

To discover potential market segments, we applied the K-means clustering algorithm to the NMC factor scores. Six clusters appeared: *no change, change unlikely, more leisure/long distance, longer trips, more travel, and time flexibility & more leisure/long distance*. The clusters exhibited heterogeneous expectations with respect to their potential activity changes: nearly half the cases fell into the first two clusters, which expected changes on all four dimensions to be unlikely, but the remainder expected that change on one to three of the four dimensions is likely to some extent. We scrutinized group differences (with relevant statistical tests) to see what demographic, geographic, and/or attitudinal differences exist across clusters. Many relevant characteristics were statistically different across clusters. In particular, the favorability of individuals’ perceptions of AVs was strongly tied to their expectations of future activity changes. Perhaps not surprisingly, older and relatively lower-income people, as well as residents of smaller MPO regions, tended to expect fewer changes to their travel-related activities in the AV era.

### 6.2. Implications and limitations

This study contributes to the applied psychology and AV literature by (1) applying a rarely-used psychometric method (NMC factor scores) and demonstrating its value; and (2) obtaining empirical results, including market segments, with respect to prospective activity changes that have been currently understudied. This early glimpse of such activity changes hints at some implications.

First, although many experts speculate that AVs will be a “game changer” that significantly shifts behaviors, based on people’s current opinions (which are admittedly likely to be conservative), the shifts may be more modest on average. Among the four dimensions explored in this study, people reported particularly lower expectations with respect to time flexibility & more leisure/long distance. This finding is congruent with other discussions about time use in the AV era. For example, Singleton (2019) also argued that impacts of AVs on the value of time (related to productive time use) may be more modest than expected. However, some fraction of people will take advantage of hands-free travel; such people are more likely to be tech-savvy, younger, and workers (the *time flexibility & more leisure/long distance* segment).

Second, when we consider two major dimensions of travel amounts, namely trip distance and frequency, the results (either the means of the raw statements in Table 1 or the factor means in Fig. 1) of this study suggest that AVs will have stronger impacts on distance than on frequency. We speculate that this might be partly because it is relatively less burdensome to add more travel time to existing trips (especially if the time can be used pleasantly or productively) than to make entirely new trips (which are likely to impose a heavier time fragmentation and spatial constraint penalty, even if the impact of that penalty may be diminishing with the increased fungibility of travel time). This, in turn, suggests that it is important to distinguish between more versus longer trips in efforts to predict aggregate increases in travel time due to AVs. Increased overall trip distance implies that the service areas of some types of places (e.g. restaurants or shopping malls) could be enlarged in the AV era. However, the current study cannot estimate specific sizes of the incremental changes in trip distance and frequency. Furthermore, the study did not touch on the implications of employing zero-occupant AVs for errands; employing zero-occupant AVs may affect how people organize their daily activity schedules, and thence their trip frequencies and distances. Thus, caution is called for with respect to drawing specific conclusions at this point.
Lastly, how much more travel is generated in the AV era will vary across demographics and regions. For example, AVs could facilitate the potential travel needs of younger/middle-age adults, higher income individuals, and Atlantans more than others. In addition, such travel generation may occur only for long distance trips (e.g. holiday trips) for some, whereas others may employ AV benefits more in daily life, for example by using time more flexibly (either in-vehicle or out-of-vehicle). As such, future modeling for demand forecasting or prescriptive planning in preparation for the AV era should consider these heterogeneous responses of people.

Accordingly, it is pertinent to wonder about the extent to which the Georgia-specific findings of this study (or, indeed, the geographically-specific findings of any study) are transferable to other regions (whether to other states in the US, or elsewhere). We could certainly expect the shares of each segment in the population to differ across regions, and to some extent the nature of the segments could differ if the methodology of this study were replicated on similar data collected.
elsewhere – expectations it would certainly be useful to test in future research. However, we believe that the study has identified some key dimensions along which activity impacts of AVs are likely to be felt (lengths and frequencies of local and long-distance trips, time use), and that the general nature of these dimensions is likely to be geographically robust. Given that we observed geographical differences (e.g., density measures and number of amenities near home) across segments, it is likely that differences in the extent to which each dimension of change is operative in other populations are partly a function of such geographical characteristics. From this perspective, it would be desirable to more deeply investigate the connection of specific empirical findings, across several studies similar to this one, to the geographical characteristics of each study area (e.g., how more- and less-urban areas are geographically distributed in the study area, how much of the area is urbanized overall, the possible role of geographic constraints such as mountains or bodies of water, whether there is an attractive long-distance destination located a “reasonable [AV] driving distance” away, and so on). Similar observations could be made about cultural differences across areas – for example, making efficient use of one’s time is more important in some cultures than in others (e.g., Kaufman-Scarborough, 2018; Lindquist, Knieling, & Kaufman-Scarborough, 2001; Plocher, Goonetilleke, Zhang, & Liang, 2002).

Some limitations of the study remain. Although we identified potential behavioral changes, it is unclear how much such changes will occur or specifically how much trips or vehicle-miles traveled will increase. Although a hypothetical bias is often toward a more rosy or favorable view of the new alternative being proposed, in this context there may be a bias in the opposite direction as well, due to some combination of ignorance, uncertainty, and fear with respect to AV technology and its possible implications (Loomis, 2011). To assess potential changes more quantitatively, a larger-scale chauffeur experiment (Harb, Xiao, Circella, Mokhtarian, & Walker, 2018; Wadud & Huda, 2019) could be informative. In addition, as in other AV studies, there are huge uncertainties at this point in time about the eventual nature of the AV era; hence, the “all-AV” future scenario presented to respondents in this study should be considered only one of many plausible scenarios.
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Appendix

Selected attitudinal factors and highly-loading statements

<table>
<thead>
<tr>
<th>Factor</th>
<th>Statement</th>
<th>Pattern matrix loading</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pro-non-car-mode</td>
<td>I like the idea of walking as a means of travel for me.</td>
<td>0.666</td>
</tr>
<tr>
<td></td>
<td>I like the idea of bicycling as a means of travel for me.</td>
<td>0.628</td>
</tr>
<tr>
<td></td>
<td>I like the idea of public transit as a means of travel for me.</td>
<td>0.336</td>
</tr>
<tr>
<td>Tech-savvy</td>
<td>Learning how to use new technologies is often frustrating for me.</td>
<td>–0.866</td>
</tr>
<tr>
<td></td>
<td>I am confident in my ability to use modern technologies.</td>
<td>0.801</td>
</tr>
<tr>
<td>Modern urbanite</td>
<td>I like the idea of having stores, restaurants, and offices mixed among the homes in my neighborhood.</td>
<td>0.417</td>
</tr>
<tr>
<td></td>
<td>My phone is so important to me, it’s almost part of my body.</td>
<td>0.350</td>
</tr>
<tr>
<td>Travel-liking</td>
<td>I generally enjoy the act of traveling itself.</td>
<td>0.618</td>
</tr>
<tr>
<td></td>
<td>I like exploring new places.</td>
<td>0.593</td>
</tr>
<tr>
<td>AV pros a</td>
<td>Having the vehicle drive itself would allow me to be more comfortable on trips.</td>
<td>0.746</td>
</tr>
<tr>
<td></td>
<td>A self-driving car would enable me to enjoy traveling more (e.g. watching the scenery).</td>
<td>0.734</td>
</tr>
<tr>
<td></td>
<td>I would gain a lot of useful time by sending my vehicle to do certain things (e.g. pick</td>
<td>0.705</td>
</tr>
</tbody>
</table>
Appendix (continued)

<table>
<thead>
<tr>
<th>Factor</th>
<th>Statement</th>
<th>Pattern matrix loading</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>up dry cleaning) without me.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>I would more often travel even when I am tired or sleepy.</td>
<td>0.676</td>
</tr>
<tr>
<td></td>
<td>I would reduce my parking costs because my self-driving car could drive itself to a cheaper parking space.</td>
<td>0.645</td>
</tr>
<tr>
<td></td>
<td>A self-driving car would enable me to get to places faster than if I had to drive myself.</td>
<td>0.590</td>
</tr>
<tr>
<td></td>
<td>I would be able to travel more often when under the influence of alcohol or medicines.</td>
<td>0.501</td>
</tr>
<tr>
<td></td>
<td>Even if I could do other activities in the car while it drove itself, I would not gain that much useful time.</td>
<td>−0.424</td>
</tr>
</tbody>
</table>

a. Based on an EFA separate from the one that produced the remaining factors.
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